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The following work presents an experimental analysis based on data collected during 1994
using the HI experiment at HERA. Particular enphasis is given to the data analysis of the PLUG
calorimeter of the HI detector.
The most important technical aspects and the performances of the PLUG like stability, energy
calibration, response linearity and energy resolution within the configuration of HI are discussed.
From the analysis of the data results that the energy-measurement performance of the calori-
meter is limited by the inactive material in front of it. The energy determination is achieved
using an original correction technique based on the complete simulation of DIS events in the HI
detector. The PLUG energy resolution within HI has been determined in the range between
10 and 110 GeY. From this determination it follows that, the energy measurement on a single
event basis is possible for emitted energies from 30 to 110 Ge Y in the calorimeter acceptance.
In this energy window the resolution improves with increasing energy varying from 80 to 35 %.
The use of the PLUG as a calorimeter is demonstrated using the energy measurement of the
hadronic final states of deep inelastic scattering events. The analyzed events belong to the region
of the HERA phase space with 2.5 < Q2 < 100 Ge y2 and 10-5 < X < 10-2. The transverse
energy flow measurement as a function of the pseudo-rapidity (7]) is performed in both labo-
ratory and center of mass (CMS) systems. The measurements cover the full HI calorimeter
system's acceptance. The part performed exclusively with the PLUG are in the pseudo-rapidity
regions between 3.5 < 7] < 5 in the laboratory system and between -3 < 7]* < -1 in the CMS.
The experimental data has been compared with different Monte Carlo models like HERWIG,
ARIADNE and LEPTO. The results of these comparisons are presented in detail.

Kurzfassung

Die folgende Arbeit beschaftigt sich mit der Analyse von experiment ellen Daten, die mit
dem HI Detektor bei HERA im Jahre 1994 aufgezeichnet wurden, wobei besonderes Gewicht
auf das PLUG Kalorimeter gelegt wurde.
Die wichtigsten technischen Aspekte und die Eigenschaften des PLUG-Kalorimeters, wie z.B.
Stabilitat, Energiekalibration, Linearitat und Energieauflosung werden dargestellt und disku-
tiert. Durch die Analyse del' Daten zeigt sich, daB die Yerwendung des PLUG-Kalorimeters
zur Energiemessung durch das inaktive Materiallimitiert ist, das sich raumlich vol' del' PLUG
Kalorimeter im HI Detektor befindet. Die Energie im PLUG-Kalorimeter wiI'd durch eine
besondere Korrektur Technik, basierend auf einer vollstandigen Simulation von DIS Ereignissen
im HI Detektor, bestimmt. Die Energieauflosung des PLUG-Kalorimeters im HI Experiment
wurde im Energiebereich zwischen 10 und 110 GeY bestimmt. Damit kann die Energie eines
einzelnen Teilchens in dem genannten Energiebereich im HI Detektor gemessen werden. In
diesem Energiebereich verringert sich die Energie Auflosung mit wachsender Energie von 80
zu 35 %. Es wird gezeigt, daB das PLUG-Kalorimeter zur Energiemessung des hadronischen
Endzustandes von tief inelastischen Ereignissen verwendet werden kann. Die Ereignisse wurden
im Bereich 2.5 < Q2 < 100 Gey2 und 10-5 < X < 10-2 selektiert. Der transversale EnergiefluB
als Funktion der Pseudo - Rapiditat (7]) wurde im Labor - und hadronischen Schwerpunktsystem
gemessen. Diese Messung erstreckt sich tiber die volle geometrische Akzeptanz des HI Kalorime-
tersystems. Der Bereich in Pseudorapiditat von 3.5 < 7] < 5 im Laborsystem und -3 < 7]* < -1
im hadronischen Schwerpunktsystem wird ausschlieBlich von dem PLUG Kalorimeter tiberdeckt.
Unterschiedliche Monte Carlo Modelle (wie z. B. HERWIG, ARIADNE und LEPTO) wurden
mit den Messungen verglichen. Diese Yergleiche werden im Detail vorgestellt.
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Chapter 1

Introduction

Since the end of the last century with the discovery of X-rays by Rontgen [1] and the
electron by Thompson [2], scattering experiments represent the most successful tool for
the investigation of the elementary structure of matter.
The determination of the atomic structure was initiated by Rutherford in the years 1910-
11. He suggested a scattering experiment, carried out by Geiger and Marsden, in which
a-particles from a radioactive source were scattered from thin gold foils. Rutherford
interpreted the angular distribution of the scattered particles as an evidence of the point-
like dimension of the nuclei.
Half a century later in the 1960's, Hofstadter and other authors [3] demonstrated the
spatial extension of nuclei using the scattering of electrons with an energy of a few hundred
MeV on fixed targets of matter. Nuclei themselves are composed of protons and neutrons
(called nucleons) which were shown to have radii of the order of 10-15 m. The evidence
of the nucleons sub-structure was demonstrated with a scattering experiment using also
electrons with energies of about 3 GeV interacting on a fixed target [4]. These fundamental
constituents were called partons by Feynman [5] and were later identified with quarks and
gluons. The theory which describes the interaction between quarks and gluons is the
Quantum Chromo Dynamics (QCD) which today represents the most credited theory of
the strong interaction.

With the HERA machine at DESY 1 collisions between high energy electrons2 and
protons (ep) have been accomplished for the first time. HERA provides interactions
between electrons with an energy of 27.5 GeV and protons of 820 GeV. This corresponds
to a center of mass energy of -JS rv 300 GeV available in the process and a squared four-
momentum transfer 3 in the range 0 < Q2 < 90200 GeV2

, which would be equivalent to
a lepton beam of rv 45 TeV incident on a fixed target.
The region of phase space of the deep inelastic ep scattering covered at HERA extends the
region covered by the existing lepton-nucleon fixed target experiments. Both variables,
Q2 and Bjorken-scaling variable x (defined later in 2.1), are more than two orders of

1Deutsches Elektronen Synchrotron
2In this work the generic name electron is used also for positron
3All kinematic variables are defined in the next section



magnitude higher than in the previous experiments. Using electron-proton scattering at
HERA it is possible to study the structure of the proton in a new kinematic domain and
resolve sub-structures with dimensions below 10-18 m.
The research program at HERA covers many of the most important fields of interest in
high energy physics today with major efforts being performed in the study of:

• the structure of the proton and of the photon, including interactions mediated by
a neutral colour object exchanging the vacuum quantum numbers (diffraction phe-
nomena);

• the search for particles beyond the Standard Model (lepto-quark, Super Symmetric
particles) up to a mass of 300 GeV /c2;

• the test of the Standard Model, of the electro-weak interactions and the study of
effects mediated by virtual new particles which extend the search of particles with
mass larger than the nominal center of mass energy achieved at HERA [6, 7].

The momentum asymmetry of the beams, leading to a center of mass (CM) momentum
of rv 790 GeV /c in the proton (forward) direction, affects aspects of the event topology
and kinematics and has therefore influenced the design characteristics of the detectors at
HERA.
High energy fluxes and high particle multiplicities are produced particularly in the proton
direction 4. For these reasons, the detectors of both experiments, HI and ZEUS, possess
asymmetric structures with larger detector depths in the proton direction. The detectors
of the HI and ZEUS experiments cover almost the full solid angle around the interaction
point. To investigate the recoiling hadrons in the region close to the proton remnant,
the HI detector is instrumented with a Silicon-Copper sampling calorimeter (PLUG)
covering small polar angles with respect to the proton direction. The coverage of small
angles around the beam pipe is not possible using a liquid argon calorimeter like the main
calorimeter of HI. The PLUG is placed between the beam pipe and the return yoke of the
HI magnet. By using the PLUG the acceptance of the HI main calorimeter is extended
from 'rf = 3.5 to 'rf = 5 units of pseudo-rapidity 5.

The present work is based on the analysis of experimental data collected by the HI
detector, in the 1994 luminosity run period and on related Monte Carlo (MC) simulations.
The principal purpose of the work is to show, how the PLUG calorimeter can be used to
complement the energy measurement of the hadronic final state in the forward region of
the HI detector.
A further possibility offered by the PLUG, connected with the triggering and selection of
the Large Rapidity Gap (LRG) events is not investigated in this work. The LRG events
are an indication of interactions mediated by neutral colour exchanged objects. The use
of the PLUG data in the LRG events analysis is already matter of extensive studies within
the HI collaboration [8].

4With the exception of the large rapidity gap events
5The pseudo-rapidity being defined as: 'fJ = -In tan ~ where e is the angle between the outgoing

proton and the scattered particle



The performance of the PLUG as a calorimeter within HI has been investigated. The
limitation on the energy resolution and of the detection efficiency of the primary particles
has been demonstrated to be a consequence of the inactive material placed between the
interaction point and the calorimeter itself. Several corrections necessary to fulfill the
energy measurement have been presented. These are based on the detailed studies of the
PLUG response and related simulations.

This work is structured as follows: the chapter 2 contains an introduction to the the-
ory of electron-proton scattering with a short overview of the deep inelastic scattering
and of the strong interactions. In its last section different Monte Carlo models of the
expected deep inelastic scattering reactions are presented. The event simulations related
to these models are later compared with the experimental data. Chapter 3 gives a short
technical description of the HERA collider with its performance and of the HI detector
main sub-systems within the configuration of 1994. In the last section the main reasons
motivating the construction of a forward calorimeter are presented.
The first part of chapter 4 is devoted to the design and to the technical characteristics of
the PLUG calorimeter. The second part contains the data reconstruction procedure and
the monitoring of data stability during the full 1994 luminosity period of proton/positron
running. The quality of the produced data, upon which the subsequent energy measure-
ments are based, is analyzed in detail using randomly triggered monitor events.
In chapter 5 the energy calibration procedure is presented and the error on the calibration
is discussed. The energy measurement of the primary particles is demonstrated to be ham-
pered by the large amount of inactive material present in front of the PLUG calorimeter.
To permit the energy measurement of the primary particles a particular technique is in-
troduced. The technique leads to a substantial improvement of the energy measurement.
This is demonstrated by the comparison of data and Monte Carlo simulations before and
after applying the correction technique. Several detail on the developed correction and
on the energy resolution to support the reliability of the PLUG energy measurements are
also shown.
Chapter 6 contains the physics analysis starting from the data selection. The analysis
presents the transverse energy flow determination in the laboratory and in the hadronic
center of mass systems up to a region of pseudo-rapidity never reached before at HERA.
The measurement covers a large region of the HERA phase space including events with
2.5 < Q2 < 100 Gey2 and 10-5 < X < 10-2. In order to achieve such a large coverage,
data samples originated from both nominal and shifted interaction points of the collid-
ing beams have been used. Using the data sample with shifted interaction point in the
forward direction, the acceptance of the HI detector is also shifted. To the enhancement
of the backward acceptance of the HI detector from e = 1730 to e = 1760 corresponds
the extension of the measurable phase space and a very small reduction from e = 0.60 to
e = 0.720 of the acceptance in the forward direction.
A particular emphasis on the measurements is given to the very low x region of the phase
space. In this region the hadronic final state measurements may represent a test between
the different evolution equation of the perturbative QCD and extend the understanding
of the parton dynamic within the hadronic matter.
Chapter 7 contains conclusions from the achieved results and the outlook for the possible
future use of this type of detectors.



Chapter 2

Physics background

2.1 Kinematic of the electron-proton scattering

The HERA machine provides the conditions for the study of a large spectrum of physics
processes originating from electron-proton collisions. Two multi-task experiments HI and
ZEUS have been built and are operating for investigations regarding the high energy ep
scattering.
Experimentally in a such scattering experiment it is possible to consider two different
types of measurements: the exclusive and the inclusive. In the first type all particles
produced in the final state with their relevant physical values are measured. In this
case a specific process can be analyzed by excluding other different processes (therefore
exclusive). Examples of reactions for which an exclusive analysis is possible are all the
elastic productions of mesons in which all the final state particles are recognized and their
4-momenta are measured.
An interesting example is the pion production with charge exchange:

in which the particles in the final states can be detected providing a forward calorimeter
around the beam pipe to tag the neutron in coincidence with the pion detection in a
tracking chamber detector and the scattered electron in an electromagnetic calorimeter.
In these events, it is possible to measure the production cross section of the identified
particle and to study its profile (mass, quantum numbers etc.) given certain production
conditions, such as for example the center of mass energy of the colliding particles.
On the other hand the inclusive measurement may include many types of reactions. The
case of a neutral-current exchange reaction is usually represented as follows:

In this reaction the final product X includes all detected particles apart from the scattered
lepton e'. The final state X can be treated formally as one particle; therefore one 4-
momentum, one mass and one of every other quantum numbers can be associated with



this complex system X. The kinematic of the collision is in this case determined also with
high precision, but on the other hand the particular properties of the final states X like
particle multiplicity, type and individual 4-momenta of each particle which compose the
state X are not measured in detail. Thus a certain state X may be produced by many
different underlying configuration considered for this measurement as equivalents.

The measurements presented in this work concern inclusive measurements of the
neutral-current deep inelastic scattering data sample. The relevant physics variables,
observables and the theoretical background related to the measurements at HERA are
introduced in the following.

The electron-proton scattering can be studied using a set of kinematic variables measu-
rable in the detector. Using two of these variables and the invariant mass of the system,
the kinematic of the collision is completely determined. Usually two variables are suffi-
cient to describe two body scattering, but for high values of momentum transfered the
proton is a composite object in which the struck quark takes a part of the proton mo-
mentum. Therefore in order to consider this further degree of freedom a third variable is
necessary to determine the event kinematics.
To describe different aspects of the process kinematics and to characterize the different
regimes, the following Lorentz invariants are used:

• th~ Bjorken scaling variable x, which in the infinite momentum frame of the proton
represents the longitudinal momentum fraction carried by the struck quark com-
pared to the proton

,
• y the energy fraction lost by the incoming lepton in the rest frame of the proton

Ref~ring to the 4-momenta of the particles in the initial and final state as shown in figure
2.1 the presented variables are defined as follows:

Q2 = _q2 = -(k - k')
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Figure 2.1: Lowest order e-p scattering representation. The characters in bold indicate
the momentum 4-vectors. The particles are indicated with normal characters. W+ and
W- are the exchange particles in the charged current reactions.
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An initial classification of the processes can be performed using the square of the four-
momentum transfer. The different values of Q2 can be used to identify regions of the
phase space in which the scattering amplitude and therefore the cross-section must be
calculated with different approaches. It is possible to define a photo-production regime
in the region where Q2 is within the interval 10-8 < Q2 < 10-1 Gey2, a transition region
in the range 10-1 < Q2 < 1 Gey2 and a Deep Inelastic Scattering (DIS) domain defined
for even higher values of Q2.
Experimentally events belonging to the different Q2 intervals present differing event
topologies. The total cross section behavior O"tot(,*p) as a function of W2 is shown in
figure 2.2 . It presents large differences between events with different Q2 and for a fixed
values of the hadronic invariant mass the total cross section decrease when Q2 increase.

2.2 Deep inelastic scattering and the quark parton
model

On the contrary to the electron nucleon elastic scattering in which the kind and number
of particles are conserved in the reaction, the deep inelastic scattering is generally char-
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Figure 2.2: Total e-p scattering cross section as a function of VlPand Q2. For real photons
(Q2 ~ 0 Ge lf2) the total cross section variation as a function of VlP is limited between
100 and 200 f.Lb. Much larger variations are observable in the DIS regime for Q2 larger
than lOGe lf2 .

acterized by the destruction of the nucleon after the interaction with the production and
detection of hadrons. This is an indication of interaction with the nucleon components,
but the formal definition of DIS is operated through the value of the Q2 involved in the
reaction as stated in the previous section.
In the deep inelastic scattering experiments leptons are used to probe to investigate the
structure of the nucleons. Examples of this kind of experiments are E665 at Fermi Labo-
ratory, the European Muon Collaboration, CHARM coIL, NMC and many others [9].



In the decade from 1960, experimental data from fixed target experiments using leptons as
projectiles revealed that the cross section behaved in the same way as the cross section for
scattering by a point-like nucleon with a charge less than unity. This behavior suggested
that the lepton was scattered not by the whole nucleon, but only by a part of it, with a
point like dimension as it was then proposed by Feynman.
In order to explain experimental results of the lepton-nucleon scattering, Feynman [5]
proposed in 1969 the parton model of the nucleon. In this model he assumed that nu-
cleons have a substructure and all constituents are identical having same charge. If the
scattering is considered in a frame in which the nucleon is moving with a velocity close
to that of light, c, the motion of the constituents of the nucleon will be retarded because
of the relativistic time dilatation and the distribution of the charged partons will became
disk-shaped as a result of the Lorentz contraction. In this condition the impinging lepton
will be scattered instantaneously and incoherently by a parton of the nucleon.
In this simple model the nucleon constituents are considered as non-interacting with each
other. This model can be also considered the lowest order approximation of the electron-
proton scattering at HERA.

The reaction shown in figure 2.1 using a simple diagram, includes charged and neutral-
current interactions in the lowest order approximation. The charged current interaction
occurs when the boson mediating the interaction transfers electric charge (W+ or W-),
whereas in the second case the exchanged boson is neutral h or ZO) and no charge is
transfered.
Considering the neutral current interactions only, the ratio of the scattering amplitudes
of the ZO-exchange to that of the ,-exchange diagram is:

where mz is the the mass of the vector boson Zoo For Q2 « m~ c::= 8000 GeV2 the
probability for reactions with ZO-exchange diagram can be neglected. The scattering
amplitude in the limit of Mnucleon « s is proportional to 1/Q2 and the differential cross
section in the variables Q2 and x in the approximation of one photon exchange takes the
form:

d2
(J" = 47l"02 [( _ )F2(Q2,x) y22XF1(Q2,X)]

dQ2dx Q4 1 Y x + 2 x

The differential cross section is expressed in terms of F1 and F2, the proton structure
functions for inelastic scattering. Using the following relationship between the structure
functions:

R - [ F2(Q2,x) -1]
- 2xF1(Q2,X)

where R = (J"t! (J"t is the ratio of cross sections for the longitudinal and transversal polarized
virtual photon, it is possible to rewrite the differential cross section in term of only one
structure function :



Using the Callan-Gross [10] relation: FL(X) = F2 - 2xF1(x) = 0 , valid in the frame of
the parton model for large values of Q2 and non interacting charged constituents of spin
1/2, the equation (2.9) simply reads:

d2~ 47ra2
[ y2] 2

dQ2dx = xQ4 1- y+ 2 F2(Q ,x)

Before the formulation of the parton model, J.D. Bjorken [11] had already shown that
under certain assumptions the structure functions do not depend on Q2 and are only
functions of x. He analyzed the behavior of the simultaneous commutator of the electro-
magnetic field in quantum field theory and reached the conclusion that if Q2 -+ 00,

V -+ 00, and the ratio 2CJ.:vremains constant, the function F2(Q2,V) can depend only on
the finite ratio of the two quantities, that is x = Q2/2Mv. Since x is dimension-less there
is no more scale dependency of the structure functions. This effect, called scaling or scale
invariance, was observed for the first time at the Stanford Linear Accelerator (SLAC) [12]
(1968). The experimental data also showed evidence of the point-like structure of the
nucleon constituents, in the Q2 dependency of the cross section for inelastic scattering
normalized to the cross section from a point like potential. In figure 2.3 showing the
proton structure function F2( Q2, x) as a function of Q2 and x the scaling is clearly visible
in the lower part of the plot. For a fixed values of x between 0.2 and approx. 0.05
the proton structure function is almost constant over 4 orders of magnitude in Q2. The
small deviation for high values of Q2 derives from strong interaction radiative effects of
the partons. In the same figure the Q2 dependency of F2( Q2, x) becomes stronger as x
decreases: this effect is known as scaling violation and depends on the parton interactions
in the nucleon.
The considered one photon exchange (see fig. 2.1) approximation succeeds in describing
the electron-proton scattering if the structure function is provided. According to the
parton model the cross section for inelastic e-p scattering can be described as an incoherent
sum of elastic cross sections of electron-parton processes such as e + qi -+ e' + q~ where
the parton is indicated with qi. The cross section equivalence can be written in the form:

d2~(ep -+ e'X) = L r1 d2~i(eq -+ e'q') f(x')dx'
dQ2dx i Jo dQ2dx

where a parton density f( x) has been introduced, such that f( x )dx represents the proba-
bility of finding a parton having a momentum between x and x + dx. Thus it is possible to
express the structure function in terms of parton density distributions. Using the further
knowledge that the quarks and the partons have the same quantum numbers it is possible
to identify partons with quarks and write the structure function as follow:

Nt

Fi(x) = L(ed2x. fi(X)
t

NJ indicates the number of quark flavours and ei is the charge of the i-flavoured quark.
From the momentum conservation follows the momentum sum-rule:

L 11
Xfi (x) . dx = 1 - E

t
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Figure 2.3: Representation of the Proton structure function F2 as a function of Q2 for
different x values. In order to emphasizes the different Q2 dependencies for different values
of x a function C(x) is added to F2 in the plot.
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where E represent the momentum fraction of a nucleon which is ·not carried by quarks.
Experimental results of the electron-nucleon scattering at SLAC over a wide range in Q2
indicate that E rv 0.5. This suggests that a large part of the proton momentum is carried
by uncharged partons.
In the frame of the Quantum Chromo Dynamic theory (QCD) these neutral objects are
identified with gluons; the quanta of the strong interaction. The QCD currently represents
the best candidate theory to describe the strong interaction.



2.3 QeD and predictions in the perturbative regime

The Quantum Chromo Dynamic (QCD) is the theory which describes the interaction
between quarks and gluons. The fundamental hypothesis of the QCD theory are the
following:

• by exchanging the colour between two quarks or gluons the interactions do not
change; this means that the QCD is invariant under the SUc(3) transformation
group1;

The gluons are the bosons of the colour field and since they also transport the colour
they can interact with each other. This characteristic make the QCD a non-Abelian field
theory. A consequence of the gluon-gluon coupling is that the coupling constant between
quarks and gluons decreases with increasing squared momentum transferred, Q2. The
coupling constant Us of the strong interaction thus depends on Q2 and in the limit of Q2
tending to infinity, us( Q2) -+ 0 for Q2 -+ 00 . Such limit is called asymptotic freedom; in
this limit (i.e. when Q2 is large enough) the quarks interact only weakly with each other
in a hadron so that it is possible to apply the perturbation theory in analogy with QED.
In the frame of perturbative QCD it is possible to express the strong coupling constant
as:

Where n f is the number of flavours and A is a scale parameter which is at present time
not calculable in QCD and which must therefore be determined from experiments. The
typical value of A determined form DIS and e+e- annihilation is between 100 and 500
MeV. The equation 2.14 represents the expression for Us in the so called leading order
approximation.
The calculation of higher order terms of the coupling constant depend on the renormaliza-
tion scheme used. In the Next Leading Order approximation the QCD corrections interest
Us, but also the quarks and gluons density distributions. The dependency on Q2 of the
density distributions and therefore of the structure function can be calculated using the
Dokshitzer Gribov Lipatov Altarelli Parisi (DGLAP) equations [14]. According DGLAP
the dependency of the distribution functions on the variable t = In( Q2/ Q;) with Q; as
an opportune constant value, can be expressed using the following equations:

ddqt
i
(x, t) = u2s(t) 11

dy [I:qi(y, t)Pqq( ~) + G(y, t)PqG( ~)]
7r x Y i=1 Y Y

IThe sub-script c in SUc(3) indicates that the symmetry group SU(3) refers to the colour



2NfdG as(t) 11dy [. x x ]-dt (x, t) = -2- - L q~(y, t)Paq( -) + G(y, t)Paa( -)
7f x Y i=1 Y Y

In the equation 2.15 Pqq can be interpreted as the probability that a quark qj radiates a
gluon and decays into a quark q or Pqa that a gluon convert into a quark anti-quark pair
qq. In the eq. 2.16 describing the variation of the gluon density G(t, x), Paq can represent
the probability that a quark radiates a gluon or that a gluon decays into two other
gluons. From the Altarelli Parisi equations it is possible to express the dependency on
Q2 of the structure function. The predictions of this calculation constitutes a crucial test
of the Bjorken scaling hypothesis and of the perturbative theory. The equations 2.15 and
2.16 describe the perturbative development of the parton density distribution functions
in the variable (as( Q2)ln( Q2j /12))n. It is not possible to provide the x-dependency of
the parton density from these equations, the x dependency should be assumed as known
and parameterized within an interval around the value Q;. Because of the collinear
approximation in the DGLAP equations the transverse momentum of successive emitted
partons. must follow the scheme (Q; < < pi1 < < pi2 < < ... «pin < < Q2). The
validity range of the DGLAP equations in LO approximation is given by the following
conditions:

as(Q2)ln(Q2jQ;) ~ 1
as(Q2)ln(ljx) « 1
as( Q2) « 1

The prediction power of the DGLAP equations regards the evolution of the parton den-
sities as functions of Q2. The evolution of the parton density as a function of x can be
calculated in the very low x range using the Balitski, Fadin, Kuraev and Lipatov (BFKL)
evolution equation [15]. The BFKL equation represents the perturbative development of
the parton densities as functions of the variable (asln(1j x))n with a fixed as. The validity
range of this equation depends on the following condition which are almost complementary
to those in eq. (2.17) for the DGLAP prediction:

as(Q~)ln(Q2jQ~)« 1
as(Q;)ln(1jx) ~ 1
as( Q;) « 1

2.4 Monte Carlo models for event descriptions

The simulation of electron-proton scattering events is of primary importance in order to
extract physical quantities from experimental measurements at HERA.
The main reasons behind the implementation of Monte Carlo simulation are:

• the possibility to study the event topology and properties of particular physical pro-
cesses; this enables the development of cuts to enhance the experimental sensitivity
to processes of particular interest



• the evaluation of the non-perturbative part of strong interactions in building the
final states (hadronization), giving rise to a better interpretation of measurements
at partonic level with higher precision

• the possibility to compare data with the theory when the MC model reproduce the
theoretical analytic results and correct the measurement against detector effects.

The simulation of the experiment, performed using the Monte Carlo (MC) techniques,
consists of different stages. When the center of mass energy of the colliding particles
is as high as it can be at HERA, it is useful to describe the reaction as an interaction
of constituent particles. In this sense it is called hard sub-process the interaction of a
constituent particle with the mediating particle having the square momentum Q2 of the"
reaction. The following phases of the simulation can be considered:

4. the subsequent interaction of the particles with the detector components and the
detector signal simulation (treated later in the section 5.4)

The first two steps are performed by a MC generator program. Multi-purpose MC gene-
rators usually contain the differential cross section for all relevant processes. The starting
point of the event generation is the choice of the hard sub-process. In the case of a DIS
process with an incoming (ij) and outgoing (kl) lepton parton pair, the total cross section
can be expressed by the convolution of the differential cross-section with the appropriate
structure function fP:

- J J A 2 P( 2) d&ij-tklaij-tkl - dxdQ fj x, Q A

dQ2

where x is the momentum fraction of p taken by the incoming parton j, d&ij-tlk is the
differential cross section at partonic level and Q2 is the square four-momentum exchanged
in the hard sub-process.

The electro-weak and QCD processes in leading order are included in the matrix el-
ement calculation of the sub-process. Since exact calculations of higher order processes
in as are very complicated, the parton shower evolution of the initial and final state in
Leading Logarithmic Approximation is used to take into account higher order contribu-
tions. A scheme for the simulation of ep events is illustrated in fig. 2.4. The use of MC
generators using Final State Parton Shower (FSPS) has turned out to be rather successful
in describing e+e- data from PETRA, PEP and LEP [16].
In the parton shower mechanism, partons with high virtuality evolve producing showers
of partons with lower virtuality. The evolution variable (e.g. Q2) decreases with every
successive branching until a lower threshold is reached (usually Q~ rv 1 GeV2). This value
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Figure 2.4: Simplified simulation scheme of a Me event generator; when i and k represent
the electron in the initial and final state the sketch illustrate a neutral current DIS event.

sets the end of the perturbative evolution and of the first phase of the simulation. The
branching algorithm is based on the Sudakov form factor:

(1- Sa) represents the branching probability for a parton a with virtuality between Q~ and
Q2, Pa-tbc( z) are the Altarelli- Parisi splitting functions and z is the energy ratio between
the partons band c.
MC programs such as HERWIG, PYTHIA and LEPTO [17, 18, 19] make use of Parton
Shower for the simulation of higher order QCD processes and therefore it is said that they
represent the DGLAP evolution scheme.
In ARIADNE [20] an alternative way of describing higher order QCD corrections is used.
In this Monte Carlo program the mechanism producing the parton radiation is based
on the Colour Dipole Model (CDM). According to CDM a gluon 9 emitted from e.g.
a qq pair, can be treated as radiation from the colour dipole between q and q. The
emission of a second softer gluon can be treated as radiation from two independent colour
dipoles formed between q and 9 and that between 9 and q. This procedure can be easily
generalized to a large number of emitted gluons by following this scheme. The CDM used
in the e+e- simulation is almost equivalent to the Parton Shower. In the case of DIS
(lower order) the colour dipole extends itself between the extracted point like parton and
the composite (therefore extended) proton remnant.
In electromagnetic theory, the emission of short wavelengths from an extended antenna



is suppressed in respect to that from an antenna of smaller size.
In an analogous manner in the colour dipole model, only a fraction

of the proton remnant participates to the radiation emission. The parameter f1 is pro-
portional to the inverse of the proton remnant size, a (dimensionality of the emitter) is
1 when tuned to the EMC data [21Jand Pl. the transverse momentum exchanged by two
partons which form a dipole. For this reason the available phase space for radiation in the
target region is reduced when compared with the parton production in e+ e- annihilation.
In CDM, coherence effects between the radiated gluons are automatically taken into ac-
count whereas in the Parton Shower mechanism it is necessary to introduce limitation
to the angle between the parton and the emitted gluon. This properties of CDM has as
consequence that the gluons along the ladder, between the proton and the sub-process
(see fig. 2.5), are not ordered in kt whilst the longitudinal momentum fractions Xi are
ordered. This also happens in the evolution of the parton cascade using the BFKL evo-

e
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lution equation. For this reason ARIADNE, based on CDM, is an approximation of the
parton evolution in the BFKL scheme [22Jeven if no BFKL equation is implemented in
the ARIADNE MC generator.

It has been shown, that the production of all partons in the event simulation can consist
of a sub-process part calculated with the leading order matrix elements and of the evolu-
tion of the parton cascade. The last can be calculated according to the two schemes: the
Parton Shower in Leading Logarithmic Approximation and the Colour Dipole Model.



The transformation of coloured partons into colour neutral hadrons is described in the
hadronization using phenomenological models. This is because there is no satisfactory
theory describing the impossibility to observe free quarks (quark confinement problem).
Generally processes between partons at a scale where perturbation theory is not applica-
ble, are included in the hadronization phase of the simulation.
The simulation of hadron formation and of the eventual decays are performed in the
considered MC generator according to two models. The first is the Lund-String-Model
implemented in the JETSET [23] program. This is used in all the considered MCs with
the exception of HERWIG, which uses a second model called the Cluster Model [24].
In the Lund-String-Model a parton pair, in which the partons move in opposite directions,
transfers part of the kinetic energy to the colour field connecting the partons. The colour
field, which does not extend transversally (i.e. it is string-like), has a uniform energy per
unit length and corresponds to a linear confinement potential between the partons. The
potential has the simple form:

U = kd

with k ~ 1 GeVj fm and d being the distance between the partons. In the case of a qq
pair, the increase of d and consequently of the potential energy, permits the production of
a qq pair between the initial pair. The originating string can break off with the production
of two colour singlet qq (mesons). Even if suppressed, the barion production is possible
when a diquark anti-diquark is created in the colour field of the string. These hadroniza-
tion mechanisms are schematically illustrated in fig. 2.6. The production ratio between
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Figure 2.6: Hadronization according the Lund-string-Model; a) fragmentation into a me-
son anti-meson b) fragmentation into a barion anti-barion.

the number of barions and mesons, can be experimentally determined and implemented
in the program. In the model the conservation of the momentum, of the energy and of
the quark flavour is valid in every phase of the hadronization process.
In the Cluster Model the gluons g, originating from parton branching, split non-
perturbatively into qq pairs. Neighboring quarks and antiquarks can then combine in
a colour singlet cluster. The cluster mass spectrum is steeply falling at high masses. The
spectrum form depends on the QCD scale, A, the perturbative cutoff Qo (see eq. 2.20)
and, to a lesser extent on the non-perturbative gluon splitting [25]. The typical cluster



masses are of the order of two or three times Q~. The clusters decay isotropically in their
rest frame into hadron pairs with branching ratios determined by the density of states.



Chapter 3

The HI-experiment

The HERA 1 collider, built at the DESY laboratory in Hamburg consists of two separate
accelerator-storage rings, one for protons2 and one for electrons or positrons. The machine,
located in an underground tunnel, is the world's first example of a hadron-lepton collider.
HERA consists of four linear sections coupled by four circular sectors to give a total length
of 6.336 Km. In the middle of each of the four straight sections large halls to house the
experiments have been built.
The particle beams collide in the north (HI) and south (ZEUS) halls, and are held separate
for fixed target experiments in the east (HERMES) and west (HERA-B) halls.
The protons and the electrons are produced and pre-accelerated in a machine system
consisting of a linac and two synchrotrons in cascade for each beam. In figure 3.1 HERA
and the complex chain of its pre-accelerators at DESY is shown. The particles are injected
in HERA with momenta of 40 GeVIc (protons) and 12 GeVIc (electrons or positrons)
respectively from the pre-accelerator PETRA. To permit a proton momentum of 820
GeV Ic the proton ring is equipped with 696 super-conducting magnets, 280 quadrupoles
and 416 dipoles, capable of obtaining a 4.65 T magnetic field when cooled with liquid
helium to a temperature of 4.5 K. Conventional magnets are used to bend and focus
electrons with momentum up to 30 GeV Ic in the ring. To reach high beam currents and
high luminosity it is possible to inject a maximum of 210 bunches of particles into each
ring. A consequence of this characteristic is that the time interval between two bunch-
crossings and therefore between possible consecutive events is 96 . 10-9 s. This machine
parameter is very important for the trigger and acquisition system of the experiments at
HERA.
In order to permit the study of background effects in the detector rv 10% of the bunches
do not collide with other beam bunches; these are termed pilot bunches. In this case the
protons or the electrons of the pilot bunch can interact only with the residual gas or the

1Hadron Electron Ring Anlage
2It is possible to accelerate also nuclei (light ions) albeit with lower intensity



beam-pipe to produce particles in the detectors faking e-p collisions which can be in this
way well studied. The rate of these background events at HERA is very high (rv 100 kHz)
so it is important to recognize the topology of these events at trigger level to avoid over
burdening the data acquisition with large amounts of unusable data.
In table 3.1 important parameters of the machine are shown. The development during
the years of the integrated luminosity produced by HERA for the two collider experiment
is summarized in table 3.2.

Parameter design value 1994 value
e-nng p-rmg e-rmg p-nng

beam energy (GeV) 30 820 27.5 820
center of mass energy VS (GeV) 314 300
time between collisions (ns) 96 96
particle bunches per beam 210 153 + 15 153 + 17
Luminosity (cm-2s-1) 1.5. 1031 1.4 . 1030

Year 1993 1994 1995 1996 1997 Design
Integrated Luminosity (pb 1) 0.9 5.6 10.9 15.5 34 100



HI is a multi-task detector with quasi 41r acceptance installed in the north hall of the
HERA collider. The purpose of this complex instrument is to explore physics in the
largest domain of the phase space accessible at HERA and to ensure as far as possible
the detection and related measurements of all particles produced in the collisions.
The overall dimension of HI is 12 x 15 x 10 m3 and its estimated weight is 2800 t. HI
consists of several sub-detectors built with an almost cylindric symmetry around the beam
pipe. The sub-detectors can be grouped into systems according their function.
In HI it is possible to measure: charge, charge density, momentum and direction of tracks
in the tracker systems; the direction and the energy of charged and neutral particles using
the calorimeter systems and to identify muons through the muon systems.
The position of each sub-detector is expressed in a right-hand coordinate system with the
origin 0 - (0,0,0) coinciding with the nominal interaction point. The z-axis is parallel
to the beam pipe and points in the proton direction while the x-axis is directed to the
center of HERA ring. In the associated spherical coordinate system e is defined as the
angle between the generic vector and the z-axis and ¢ as usual the azimuthal angle in the
plane x-yo
The following description of the detector components concern the configuration of HI in
1994, a more comprehensive specification can be found in [26]. Figure 3.2 shows large
part of the HI detector schematically.

Tracker system

The inner tracking system consist of two major parts, the central and the forward tracker,
and of the Backward Proportional Chamber BPC. The trackers are numbered in figure 3.2
as (2) and (3) while the BPC placed in front of the Backward Electro-magnetic Calorimeter
(12) is visible in the picture but is not numerically indicated.

The central tracker consist of two cylindric concentric drift-wires chambers CJC1 and
CJC2, of which CJCl is the innermost. The chambers are placed symmetrically with
respect to the interaction point with the wires parallel to the z-axis covering the polar
angle regions of 15° < e < 165°. With this device it is possible to determine the position
of track points in the r - ¢ drift-plane with a spatial resolution of IJr¢> rv 170 f.lm and
in the the z-direction using charge balance calculations, with a resolution of IJz rv 3 em.
Between the two drift chambers and around the beam pipe there are 2 pairs of chambers.
Each pair consist of a drift and a proportional chamber: the drift chamber being used to
improve the track determination along z and the proportional chamber is fast and is used
for the determination of the interaction time io. The precise track reconstruction and the
presence of the magnetic field B = 1.15 T on the beam axis and parallel to the z-direction
permits a transverse momentum determination with a resolution of IJpt/ Pl ~ 10-2 GeV-1

The forward tracker covers the polar angle region between 7° < e < 25° and is divided
into three super-modules along the z direction. Each module consists of drift chambers,
divided into planars equipped with parallel wires along 3 different orientations, radials
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with radially strung wires, proportional chambers which produce signals for the trigger
and of a transition radiation section to aid particle identification.
The precision on the spatial hit determination using the drift chamber is of (Jr¢ r-.J 170 f1m
and (Jxy r-.J 210 f1 m. The full exploitation of the forward tracker detector is still hampered
by the very high hit multiplicity, which makes track reconstruction in an acceptably short
computing time a challenging task.

The backward tracking is completed with a multi-wire proportional chamber (BPC)
which cover the region between 155° < () < 173°. The spatial determination of the
impinging charged particles can be made with 2-3 mm precision. Using this information in
conjunction with the backward calorimeter and central tracker information, the scattered
electron can be identified and its angle can be determined and used for the reconstruction
of kinematic variables.

For the energy measurement of very high-energetic particles and jets, the HI detector
is provided with a system of three calorimeters around the interaction point. A further
outer calorimeter, the tail-catcher is described later together with the muon system which
together improve the energy measurement for hadronic showers not contained by the
calorimeters inside the solenoid.

Moving further out, radially from the interaction point, the next sub-detector is the
Liquid Argon calorimeter. It is contained in a 2.8 m radius cryostat and is subject to the
1.15 T magnetic field provided by the HI super-conducting solenoid (fig. 3.2 (4)(5)(6)).
The calorimeter acceptance covers the region defined by 3.6° < ()< 154.8° and the full
azimuthal angle cPo
The calorimeter itself is of the sampling type and consists of eight separate wheels or-
thogonal to the z-axis. Beginning from the back or -z side, the wheels are named BBE,
CBI-3, FBI-2 and FI-2. These names refers to the position in HI according the scheme:
Backward Barrel Electromagnetic, Central Barrel, Forward Barrel and Forward. Every
barrel wheel is in the form of an eight-fold segmented wheel; the cracks between the oc-
tants are not radially projective in order to minimize inactive regions. The two forward
wheels consist of two modules joined together along the vertical axis.
Apart from the BBE which has only an electromagnetic section and the F2 wheel which
consists of a hadronic part, the six remaining wheels have both electromagnetic and ha-
dronic sections.
The orientation of the layers in the sampling structure is chosen so that the particles
impinge on the absorbers with angles larger than 45°. This has relevance for the homo-
geneity of the calorimeter calibration.
The sampling structure for the electromagnetic section consists essentially in a 2.4 mm
thick lead-absorber layer and of 2.35 mm gaps filled with liquid Argon as active medium,
while in the hadronic part 16 mm thick stainless-steel layers are followed by 4.8 mm gaps.
The sampling structures are constant over the whole calorimeter while the cell size and
the calorimeter depth with respect to the interaction point varies as a function of (). The



depth of the electromagnetic section expressed in the number of radiation lengths Xo,

varies between 20 < Nxo < 30, and the longitudinal read-out segmentation between 3
and 4 . For the hadronic section the number of interaction lengths (A) varies from 5 to 8
as e decreases and the read-out segmentation varies between 4 and 6.
The high granularity of the calorimeter (~ 45000 channels) permits good electron-pion
separation and the recognition of the electromagnetic part of the hadronic shower due
to electromagnetic decays of 7[0 and p's. Thus using software weighting functions it is
possible to achieve a response ratio of electromagnetic to hadronic ~ ~ 1 even without
hardware compensation [13]and also more uniform response to hadronic showers reducing
large fluctuations [27].

The energy resolution to electrons is C7e(E)/ E ~ 0.12/JE/GeV EEl 0.01 and to hadrons

C7h(E)/ E ~ 0.5/ J E /GeV EEl 0.02. These values have been obtained in test beam experi-
ments [27, 28].
The error on the energy scale has been evaluated on real data using the conservation of
the transverse momentum in QED compton processes and DIS. The value is quoted rv 1%
to the electromagnetic and rv 5% to the hadronic scale [83].

The Backward Electro-Magnetic Calorimeter (BEMC) indicated with (12) in fig. 3.2 is
a Lead~scintillator sampling calorimeter. It covers the polar angle interval with e between
153° < e < 176° and the full 360° azimuthal range. The 88 stacks that comprise the
calorimeter are assembled inside an aluminum barrel with a radius of 81 em which fits
inside the liquid argon cryostat together with the tracker system. The sampling structure
consist of 2.5 mm lead alternated with 4 mm scintillator plates and the total depth
expressed in number of radiation length Xo is Nxo ~ 22. This corresponds to about one
interaction length (rv 1A). The electromagnetic showers originating from the scattered
electron are completely contained whilst hadronic shower are only partially contained, the
energy deposited in the calorimeter being on average 30% of the hadronic shower energy.
The main task of the BEMC is the measurement of the scattered electron position and
energy, the resolution can be expressed as C7e(E)/ E ~ 0.1/ J(E/GeV) EEl 0.01 where the
noise dependency has been neglected.

The PLUG calorimeter indicated with (13) in fig. 3.2 covers the acceptance region
between the beam pipe and the liquid argon calorimeter, 0.6° < e < 3.5°. A detailed
description of this calorimeter follows in the next chapter.

Time of Flight scintillators

To reduce the rate of the proton induced background being triggered at the first level
trigger (L1) two scintillating counter systems are placed upstream with respect to the
nominal interaction point. The first system, ToF, is located behind the BEMC at z =
-1. 94 m and consists of two pairs of scintillator planes separated by ~z ~ 30 em. The
paired scintillators planes are separated by a lead layer to reduce the coincident noise
induced by synchrotron radiation. The very high time resolution of the ToF rv 1 - 2
ns permits the separation of proton induced background from events coming from the



interaction point. This is possible because, the particles generated upstream which travel
in time with the proton bunch hit the ToF rv 13ns before the particles coming from the
interaction region. Using the ToF signal in the trigger permits the vetoing of background
events falling outside of the interaction time-window.
The second system, the Veto Wall, consists of two scintillators wall pairs placed at z ~
-6.5 m and z ~ -8.1 m which improve the background rejection efficiency and provide
also information on the beam condition in a similar manner to the ToF scintillators. A
further small time of flight system, the FToF is placed in the forward region at z ~ 7
from the interaction points and is used to veto.

This system provides the detection and when possible the momentum measurement of
penetrating muons. The muon system consist of 16 layers of limited-streamer tubes
covering the angular acceptance 4° < e < 171° and in the forward direction more layers
of drift chambers together with a toroidal magnet form the Forward Muon Spectrometer
(see fig. 3.2 (9)(10)(11)) with an acceptance of 3° < e < 17°.
The planes of streamer tubes instrument the inner and outer muon chambers and the
iron-yoke of the HI solenoid. Muon chambers cover both the inside and outside of the
iron-yoke; the chambers consist of three layers of streamer tubes. The instrumented iron-
yoke consists of ten slabs stainless-steel (7.5 em thick) interleaved with the remaining
streamer tube layers. The central muon tracking system also constitutes a sampling
calorimeter (tail-catcher) that can measure the hadronic shower leaking from the main
calorimeters. The energy resolution to hadronic showers is O'h(E)/E ~ 1.0/jE/GeV .

Luminosity system

The main tasks of the luminosity monitors are the determination of the absolute lumi-
nosity in the beams interaction region and the tagging of the scattered electron at very
low angles (e rv 180°) in the photo-production regime. Another use of the system is
the detection and energy measurement of the photons related to events with emission of
radiation in the initial state. In these events the resulting initial energy of the electron
participating in the e-p scattering process is lowered with respect to the nominal beam
energy.

The determination of the luminosity is performed using the Bethe-Heitler
Bremsstrahlung process [29]e+p ---+ e+p+, for which the cross section is very well known.
The luminosity monitor consists of two electromagnetic calorimeters one called electron
tagger (ET) placed at z = -33.4 m and the second, the photon tagger (PT), placed at
z = -102.9 m. An absorber, to suppress synchrotron radiation, and a Cerenkov counter
used as a veto to select the photons are placed in front of the photon tagger. The calori-
meters consist of 49 (ET) and 25 (PT) scintillator crystals (KRS-15) with a length of 20
em corresponding to 21.5 Xo' The area dimensions are respectively: 15.4x15.4 cm2 for the
ET and 10x10 cm2 for the PD. The detectors resolution is O'(E)/ E ~ 0.1/ j E /Ge V (fJ0.01.
After acceptance correction the relative error on the integrated luminosity is rv 2% [30].



3.3 The trigger system

The most important task of the HI trigger system is to filter out relevant events for
physics analysis and to facilitate the permanent storage of the full detector information.
The system must be capable of distinguishing background from physics signals, using the
event topology and the timing of the detectors signals. This distinction must be performed
as soon as possible to avoid acquisition dead time and the subsequent loss of luminosity
produced by HERA for the experiment.
The high frequency bunch crossing of HERA (lOA MHz) and the luminosity3 L rv 1.5.1031

cm-2s-1, obtained using high current beams, produces large flow of information related
to the interaction of particles within the detectors.
The induced background originating from the interaction of the proton beam4 with the
mechanical part of the machine (beam-wall) and with the residual gas in the beam pipe
(beam-gas) can produce event rates of the order of rv 100 kHz and rv 1 kHz [31] respecti-
vely.
The different kind of physics processes have cross sections varying over several orders of
magnitude. This is partially illustrated in fig. 2.2 and summarized in table 3.3 where the
cross sections and the expected frequency for different processes are reported. To permit

I process I cross section p,b I rate Hz I
HERA background ~ 105

photo-production rv 150 ~ 103
DIS Q2 ~ 2 . 103 Gey:t rv 10-2 ~ 10-1

CC DIS Pt > 25 GeY rv 5 . 10 5 ~ 10 3
W production rv 4 . 10-7 ~ 10-5

Table 3.3: Cross sections and expected rates for different processes estimated for the design
luminosity value.

high efficiency in capture of rare processes it is necessary to evaluate as much as possible
sub-detector data. The HI trigger consist of four decision levels5 see fig. 3.3. The first
level, Level-I, performs the first decision to keep the event according to a large number
of logical coincidence criteria of different trigger signals; the so called "trigger elements".
The Level-1 trigger only produces a "keep" decision (i.e. keep the event) however this
decision can be vetoed by a signal coming from the time of flight system or the veto wall.
In case of a potentially good event, the decision as to whether to readout the full event
or not must be taken before 24 bunch crossings, where the time interval bety,reen two
consecutive bunch crossings is BC = 96 ns. The full sub-detector information must be
therefore stored in memory for at least the time needed for this decision. For this purpose
the full data of the different sub-detector is written in a storage pipelines (fig. 3.3) of

3Design value
4The electron beam originate synchrotron radiation which is also source of background
5During the 1994 luminosity period only Level-1 and Level-4 were used
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differing lengths according to the sub-detector type. The pipeline lengths varies between
27 and 35 bunch crossings and permits Level-1 to run dead time free. As soon as Level-1
sends the L1-keep signal (to keep the detector data for further evaluation), writing of the
data into the pipelines is stopped until the data of each sub-system are transferred to the
central event builder.
During this time (i.e. 1-2 ms) all events occurring in HI are invisible to the Data Acqui-
sition, because the storage pipelines are frozen and cannot be written with new events.
During this time the information can be used by two further trigger systems, Level-2 and
Level-3. They can produce the decision to abort the building and read-out of an event
after 20 p,s and 800 p,s respectively. The acquisition phase introduces a dead time which
is proportional to the amount of data related to the event. The size of the proton induced
background events is very large therefore they contribute largely to the dead time if they
are not effectively suppressed at trigger Level-I.
Once all information is collected by the central event builder the event is passed to trig-
ger Level-4. At this level a set of 30 processors running in parallel performs a limited
data reconstruction on individual events. Here the full detector information is used and
sophisticated software cuts are applied. At this level a rather detailed event classification
is performed and the remaining background events are discarded. The events which pass
this selection are written permanently at a rate of rv 10 Hz.
In addition to physics triggered events a further class of events are also accepted: these
are internally triggered by random monitor triggers. These events are used mainly for
two reasons: the monitoring of the detector response and for the calculation of trigger
efficiencies. The rate of random trigger events collected for monitoring is of the order 0.1
Hz.



3.4 Motivation for the very forward calorimeter

In an ideal particle scattering experiment, the measurement of all final state particles is
desired. However in a collider experiment such as HI this is not possible since remnant
particles with high momenta, traveling almost parallel to the beam axis, are down the
beam-pipe itself and remain undetected.
The primary motivation to instrument the very forward region of HI with a calorimeter
is the desire to extend the acceptance region beyond that of the liquid argon calorimeter
to e < 3.50 with respect to the proton direction. The use of a compact calorimeter with
high granularity placed around the beam pipe enables the measurement of energies and
positions of charged and neutral particles scattered at very small angles e .
The importance of these measurements is emphasized by the momentum asymmetry of
the electron and proton beams of the HERA machine: the electron-proton center of mass
moves in the laboratory system with a momentum of ~ 790 Ge V/ c along the proton di-
rection. Hence large energy flows are expected and indeed observed in the forward region
of the HI detector.
In essence a calorimeter is a block of matter in which particles interact and deposit their
energy. The calorimeter part, where the deposited energy is transformed into a measura-
ble quantity, is usually indicated as active material. The produced signal is in general of
electrical or of optical nature and is proportional to the deposited energy.
In sampling calorimetry only a fraction of the material building the calorimeter is active.
Sampling calorimetry with high granularity represents one of the most successful tech-
niques to measure simultanuosly the energy and the position of hadrons and electrons over
an energy range from several to 100-1000 GeV [32, 33]. The expected particle spectrum
close to the proton beam at HERA lies within this energy range and therefore calorimetry
appears to be a well suited technique to perform the measurements.
The measurement of the hadronic final states in the region around the proton remnant
using a sampling calorimeter close to the beam pipe is a matter of interest in several fields
of the HERA-project research as illustrated by the following points:

• In deep inelastic electron-proton scattering (DIS) events, the proton deprived of one
or more constituents does not behave in most cases as a bounded state 6. Part of the
so-called proton remnant can have a relatively large transverse momentum due to
the color interaction between partons and can be detected using a calorimeter close
to the beam pipe. This measurement provides information on the partons inside
the proton .

• Events in which a very forward jet is emitted can be detected and measured using
a forward calorimeter. The measured rate of such events in DIS constitutes an
important test for the perturbative-QCD theory [34]for which some predictions are
also available [35].

6This is in general true, however in Large Rapidity Gap events, constituting 6-10 % of the DIS sample,
the proton remains intact after the interaction.



where the scattered lepton is a neutrino, the calculation of the kinematic variables
y , Q2 and x can only be obtained using information given by the outgoing hadronic
system X. Using the method introduced by Blondel and Jacquet [36] the kinematic
variables are calculated using the measurable final state X in the detector, and the
known quantities such as the center of mass energy VS and the energy of the electron
Ee in the initial state. Thus the resolution of the kinematic variables improves with
increase in the number of particles of X that are measured within the detector.

• Important uses of the forward calorimeter are the selection of Large Rapidity Gap
events [8], the rejection of experimental backgrounds and to aid in the analysis in
the search for super symmetric particles [38]. In all of these applications the forward
calorimeter information is used in conjunction with data from other detectors.

Thus the instrumentation of the low e region of HI with a calorimeter is qualitatively well
motivated in different important fields of research at HERA.



Chapter 4

The PLUG-calorimeter in HI

The cryostat for the liquid argon, in which the main HI calorimeter is housed, consists of
an aluminum double walled tank with a vacuum gap (fig. 4.3). The forward acceptance of
the liquid argon calorimeter is, for this reason, limited to () ~ 3.50

• Within this detector
configui'ation no free space for a forward calorimeter is available between the cryostat and
the beam-pipe.
The only place suited for a forward calorimeter, capable of closing the gap in acceptance
caused by the cryostat, is the'" 35 cm radius hole in the middle of the forward end-cap of
the iron yoke. Due to the geometric constraints the maximum longitudinal dimension that
the PLUG calorimeter can have, is '" 68 cm. Beyond the limitation on the dimensions
connected to this location other strong constraints related to the magnetic field in this
region must also be considered. The presence of the highly inhomogeneous magnetic field
of the order of 1 Tesla generated by the HI solenoid, affects the choice of the readout tech-
nique. In fact the use of scintillators with photo-multipliers would require here particular
care in order to maintain gain and noise under control. Furthermore it is prohibited to
use ferromagnetic material near the beam pipe as absorber material, as its presence would
disturb the magnetic focusing of the electron beam thereby hampering the attainment of
high specific luminosity.

4.1 Selection of readout and sampling technique

The decision to build a sampling calorimeter in the forward region of the HI detector was
constrained by the physical performance required and the feasibility connected with the
limited place available. A complete discussion of the properties and advantages of the
sampling detection technique and the different technologies to realize such a calorimeter
can be found in [32, 39, 41] and the references given therein.

To achieve the most compact design for a sampling calorimeter the use of silicon de-
tectors for the instrumented part is favored. Reasons supporting the choice of silicon as



the readout material are as follows: the small thickness of Si-detectors (for ex. '" 400
flm as used in the PLUG), permits the use of the absorber material in almost the whole
available calorimeter length, thus maximizing the shower absorption [42]. In addition it
is possible to realize very fast readout electronics by installing this close to the detector
itself.
The silicon detectors function at low bias voltage and are insensitive to magnetic fields.
They can operate at normal ambient temperature and within normal atmosphere envi-
ronments. The resultant simplicity of operation of silicon detectors can minimize the
detector down-time enhancing the operation efficiency of the calorimeter.
The performances of the silicon detector are very high; a typical value of the signal to
noise ratio is (10 : 1) to minimum ionizing particles (MIP). The charge collection time is
of the order of 10 ns and a charge collection efficiency is 100% [47].
The signal calibration is independent of the particle used this enables the possibility to
perform absolute calibrations using, for example, a particles from a radioactive source.
The signal calibration is constant over the largest range of ionization density and no signal
saturation is observable (i.e. the detector response is linear).

The realization of a very compact calorimeter depends firstly on the choice of the ab-

I Material Z p [gcm-3] I A [cm] I Xo [cm] AI XO I
G10 - - 1.7 53.05 19.4 2.7
Al 13 26.98 2.70 39.4 8.9 4.4
Sj 14 28.09 2.33 45.5 9.36 4.9
Fe 26 55.85 7.89 16.72 1.76 9.5
eu 29 63.55 8.96 15.06 1.43 10.9
W 74 183.85 19.3 9.58 0.35 27.3
Pb 82 207.19 11.35 17.09 0.56 30.5
U 92 238.03 18.95 10.5 0.32 32.8

Table 4.1: Physical properties of the most frequently used absorber materials in the real-
ization of calorimeters

sorber material. The parameters which define the shower development in a block of
matter, connected with the energy deposition, are the nuclear interaction length A, in the
case of hadronic showers, and the radiation length Xo for electromagnetic showers. To
achieve the highest shower containment within a fixed length, the material chosen as an
absorber must have the shortest possible interaction length A. In table 4.1 some physical
properties of atomic elements usually used in the construction of calorimeters are listed
[43].
Considering only the interaction length the most suitable materials are generally those
with the highest density p and highest atomic mass A. This is because, to first approxi-
mation the nuclear interaction length A oc 1/(A~p) , since the nuclear radius r oc A~.
In particular tungsten (W) would be the best choice with an interaction length of only
A = 9.58 cm.
The energy linearity and resolution of a sampling calorimeter depends also on the sampling



frequency of the shower development. In order to obtain the required energy resolution
performance (je(E)1 E ~ 100% the hadronic shower should be sampled at least every half
interaction length. Furthermore, to maintain sensitivity to the electromagnetic shower no
more than six radiation lengths should be left without instrumentation [42].
For example a tungsten-based forward calorimeter could be designed for HI having an
absorption depth of:;:::j 5 A and:::::::20 instrumented layers. This calorimeter would fit in the
available space, but would be very expensive due to the large number of silicon detectors
required for the instrumentation.

An alternative choice of absorber is the use of copper. In this case, because of the
ratio of AI XO = 10.9, the number of instrumented layers can be limited to eight for a
total absorption depth of ~ 4 A. The resulting shower containment is worse than for
the tungsten case, but is nevertheless sufficient to absorb, on average, about 85% of the'
emitted energy. In fact the expected energy spectrum of the particles emitted within the
calorimeter acceptance, exceeds 40 GeV only for less than 3% of the cases, as it is shown
in fig. 5.5. Thus considering figure 4.1 [32, 33] where the fraction of energy escaping from
the calorimeter is plotted as a function of calorimeter depth for different energies of the
incident hadrons, follows that 4 A absorbs between 92 and 80% of the energy of particles
between 5 and 40 GeV. This confirms the average value of absorbed energy given before.
A moderate sensitivity to electromagnetic showers is also achieved. In fact with the first
active layers after about 5.5 Xo approximately 50% of the energy of a 10 GeV electron is
deposited in the calorimeter and is sampled by at least 2 active layers as shows in figure
4.2 [32].

4.2 Design characteristics

The PLUG calorimeter is housed in the forward end cap of the iron yoke between the
liquid argon cryostat and the C3 collimator (fig. 4.3). It consists of two half cylinders
each of which are attached to one of the iron yoke shells. Each half cylinder consists
of nine copper absorber plates and eight instrumented modules mounted together on a
non'-magnetic stainless steel frame (fig. 4.4).
The absorbers have a thickness of 6.5 cm and are interleaved by 1.5 cm gaps into which
the 1.4 cm thick instrumented modules are inserted. The last absorber, nearest to the C3
collimator, is only rv 2.5 cm thick and constitutes a shield for the synchrotron radiation.
The inserted modules consist of two copper plates of 0.5 cm thickness between which the
readout board supporting 42 silicon detectors is contained. The instrumented board is
shown in fig. 4.5. The cross sectional view of a module is shown in fig. 4.6. The figure
shows also a Si-detector glued on its ceramic support with the contact pin soldered on
a readout board. The resulting sampling structure of the calorimeter consists therefore
mainly of 7:5 cm copper and 400 /-lm of silicon.
In the original design the first active layer was placed behind the first copper-absorber.
This was subsequently changed by locating the first detector layer in front of the first
absorber in order to minimize the effect of the intervening inactive material between
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Figure 4.2: Electromagnetic shower development for lOGe V electrons: specific deposited
energy as a function of the radiation length Xo
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Figure 4.3: Section of the forward part of Hi detector; the PLUG calorimeter is visible in
the middle of the figure near the C3 collimator. The double walled cryostat and the inner
forward modules (IF2H) IFiE) of the LAr are illustrated on the right part of the figure.
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Figure 4.5: Readout board with Si-detectors. This board is contained within two copper
slabs each 5 mm thick and constitute a PLUG detector module.

the PLUG and the interaction regionl. This inactive material works, in this case, like
an absorber of the sampling calorimeter. The quantitative consequences of the inactive
material on the energy measurement are discussed in the next chapter.
The major characteristics of the PLUG are given in table 4.2 The granularity of the
calorimeter is determined by the silicon diode dimensions (5 x 5 cm2

), giving an obtainable
angular resolution (Je ~ 10 mrad. The longitudinal read out segmentation is in four
sections so that for eight instrumented layers the signals of two detectors with same the
x-y coordinate in two consecutive layers are summed into one electronic signal channel.
The typical volume of a calorimeter cell is therefore 5 x 5 x 16 cm3.

However, during the luminosity run periods 1995 and 1996 the instrumentation of the
PLUG was limited to four detector layers. In this PLUG configuration, each readout
channel corresponds directly to only one single Si-diode rather than two. This option was
mainly motivated by an enhancement of operational efficiency and improved monitoring
of the channel response. The improvements due to the one to one detector to channel
mappmg.

The silicon detectors used in the PLUG calorimeter are metal-semiconductor surface bar-
rier diodes (see fig. 4.7). They are fabricated using ",400 pm thick n-type silicon wafer

IThe amount of inactive material in the forward region of the LAr cryostat was increased with respect
to the original design in order to provide more mechanical stability to the cryostat
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sub~trates having high resistivity (~ 5 kf2 cm) [47]. The gold and aluminum metal coat-
ing~ are' in contact with the silicon for more than 96% of the detector area and in the
border regions they overlay an insulating silicon-oxide region forming a metal-oxide-silicon,
or ~OS, structure. For polarity reasons the gold-side MOS is responsible for the steep
decrease of the detector capacitance with increase of the bias voltage when "\!bias ~ Vjb

where Vjb is the flat band voltage [48]. This is clearly shown in figure 4.8. When the bias
voltage "\!bias> Vjb the diode capacitance vs. voltage C(V) curve no longer depends on
the MOS structure.
With increasing reverse bias voltage the electric field extends into the depth of the silicon,
finally reaching the rear electrode at the so called depletion voltage Vdep. For any oper-
ating voltage V S; Vdep the diode works essentially as a solid-state ionization chamber in
which the active thickness corresponds to the detector thickness.
When ionizing particles penetrate the silicon lattice, electron-hole pairs are' produced. The
charges drift in the presence of the electric field and are collected by the detector elec-
trodes to give rise to an electric signal proportional to the deposited energy (see fig. 4.7).
The energy amount absorbed to produce an electron-hole pair in the silicon is 3.6 eV.



weight 1480 kg
radial dimensions
(overall) 6 em S; r S; 30 em
(instrumented part) 6 em S; r S; 26.5 em
longitudinal dimensions
(overall) 475 em S; z S; 542 em
(instrumented part) 475 em S; z S; 539 em
instrumented length 64 em::: 4 A
instrumented height 20.5 em ::: 1.4 A
angular range 0.60 S; () S; 3.50

instrumented range 0.650 < ()< 3.20

number of layers x layer length 8 x 8 em
layer structure 6.5 em Cu absorber + 1.4 em module (see fig.4.6)
shower scales in Cu 1 A = 15.06 em, 1 Xo = 1.44 em
Si-detector dimension 25 ; 20 and 12.5 cm2

number of detectors in 1 layer 2 x 42 = 84
total number of detectors 672
number of electronic channels 336

This quantity is about one order of magnitude lower than the energy absorbed in the
production of an electron-ion pair in a gas. It follows that the number of charged carriers
and also the signal pulse height per unit of absorbed energy of ionizing particles is much
larger than for gas or scintillator detectors and furthermore it is independent, to on the
kind of particles and their energies [50]. For these reasons a particle and energy indepen-
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dent calibration of the silicon detectors can be achieved.
The relationship between applied voltage V and the active thickness of the detector is cal-
culable; by assuming the specific resistivity of the silicon wafer as a constant, the following
results are obtained:

x(V) = d·
x(V) = d

for

for

Where Vdep ~ 50 V is the depletion voltage and Vb ~ 0.5 V is the potential due to the
metal-silicon contact (Shottky). Using these relationships it is possible, when the applied
voltage is known, to calculate the depletion level of the detector and therefore calibration
factors can be calculated even for bias voltages V :::;Vdep. The relationship between the
relative variation of the active thickness of the diode and the relative variation of the bias
voltage is:

,0.x 1,0. V
_rv_. __

x 2 V
where Vb has been neglected, because Vb «V.
The response of the PLUG detectors R(V, Eo) to particles at fixed energy Eo and as a
function of V was investigated on a test beam experiment at ITEp2 [49]. It was shown



that using 5 GeV pions and for different bias voltage values with V ~ Vdep, the detector
response R(V, Eo) is constant within less that 1% variation. This implies that the cali-
bration for a fully depleted detector is independent of the applied voltage.
The charge collection efficiency for the PLUG Si-diodes was also studied in detail to ver-
ify the calibration stability even after irradiation with 25 MeV protons at a fluence of
1012 p/cm2. The results reported in [47] confirm the 100% charge collection efficiency for
non-irradiated detectors and a variation of 0.6% after the fore mentioned irradiation.
Several physical properties of a Si-detector can be studied using the characteristic curves
of the diode. It is worthwhile to consider the capacitance and the current as a function
of the voltage. These functions are both shown in figure 4.8 for one PLUG diode having
a depletion voltage of rv 25 V.
From the capacitance-voltage curve (C(V) function) it is possible to measure the deple-
tion voltage (Vdep) necessary for the optimal operation of the detector [44]. When the
voltage is increased the depleted silicon volume between the electrodes increases and the
capacitance of the detector decreases until the silicon volume is completely depleted.
The current-voltage curve (I(V) function) can be described as a sum of three current
contributions: barrier, oxide and volume. An important property of the current curve
is that for voltage values larger than Vfb (see fig. 4.8) the current I(V) depends on the
volume current which in turn is correlated to the number of charge generation centers in
the silicon. A change of the volume current is usually an indication of bulk damage of ..
the silicon due to hadronic radiation.
A slow increase of the detector reverse current has been observed during the 1994 lumi-
nosity period (see fig. 4.9), which is possibly the result of bulk damage [48]. However the
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Figure 4.9: Example of detector current evolution as a function of the day of 1994 zs
shown. The bias voltage applied to the detector was constant over the period.

atmospheric condition of the PLUG environment other reasons such as humidity or ozone
formation affecting the detector surfaces could not be excluded.



4.4 The readout system

The readout electronic for the PLUG calorimeter is in large part the same as that used
for the liquid argon calorimeter. A detailed description of the single components can be
found in [52, 53, 54, 55].
To illustrate the most relevant components of the PLUG acquisition chain and the con-
nections between these components, a block diagram is shown in figure 4.10. The signals
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produced by the 672 Si-diodes of the fully instrumented calorimeter are merged, as ex-
plained previously in section 4.2, into 336 channels in four adapter-boxes (ADBX) each
one of which is attached to one analogue-box (ANBX). The adapter-box consists of pas-
sive components and of an 8-fold multi-layer board (see fig. 4.11) where signals from the
detectors, pulses from calibration pulsers and the bias channels from the voltage supplies
are connected and redi!stributed.
One adapter-box enables the connection of 1/4 of the PLUG detectors (PLUG-quadrant)
to one analogue-box which contains the analogue electronics for the amplification and
shaping of the signals. The maximum value of the signal pulse height is registered and
stored by a sample & hold circuit. Subsequently when the signals of all channels are
present, they are multiplexed outside of the analogue-box to the analogue receiving units
(ANRU) placed in the HI electronics trailer.
The signals are then digitized by the Analogue to Digital Converter (ADC) unit and
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Figure 4.11: Some details of the electronics of one PLUG adapter-box (ADBX). Si-
detectors and pre-amplifier in the analogue-box) are also shown

processed by the Data Signal Processor (DSP) using additional information such as the
calibration constants for individual channels.
The calibration system, also placed in the HI electronic trailer, consists of 32 pulse ge-
nerators. They are driven by an OS9 computer system using a HI software calibration
program capable of providing several calibration options; operative details of which can
be found in [56]. The pulse generators provide sharp rising (T ~ 5 ns) pulses with pro-
grammable amplitudes in the range 0 - 1.03 V . The pulsers can inject charge into the
inputs of the pre-amplifiers via individual charge terminators. By recording the ADC re-
sponses related to different pulse amplitude it is possible to perform the charge calibration
of each electronics channel of the PLUG over the full dynamic range of the ADC. Details
on the absolute calibration procedure will be given in ch. 5.2. The day by day calibration
of the electronics provide also a constant inter calibration between the channels.

The bias voltage for the Si-detectors of the PLUG is provided by two CAEN supplier
systems (mod. SY127) giving a total of 80 independent voltage channels. The voltage
supply of the 42 detectors of a calorimeter module is provided using eight separate voltage
lines as visible in fig. 4.12 (quarter of ring). As shown on fig. 4.12 3, 5, 6 and 7 detectors
are connected in parallel to each bias channel. The detectors belonging to one bias channel
have been sorted to have similar depletion voltages in order to avoid the application of
bias voltage 10 to 20% higher than the depletion voltages. In total 128 voltage lines are
present for the fully instrumented PLUG. In order to limit the number of bias channels
to 80, the two outer voltage lines of each module are merged into one bias channel. \t\lith



this configuration up to 14 detectors are connected to one bias channel 3. The choice to
merge the supply of outer detectors is because they are less subject to current increase
due to radiation damage; the responsible hadronic flux being much stronger at smaller
radii [51].

Radiation damage and current trips of the bias supplies because of machine accidents

such as an accidental or incomplete beam dump, or bad beam background conditions can
produce noisy calorimeter channels.
In the next sections two procedures to suppress and investigate the noisy channels of
the calorimeter are presented. The first is related to automatic monitoring of individual
calorimeter channels and the second is based on the off-line analysis both based on artificial
random trigger (random trigger) events.

With the data reconstruction procedure the information produced by the electronics of
the HI detectors is transformed into physics information as used in the event analysis.
The information flow starts at the detector level. The charge pulses due to ionization
are amplified and subsequently digitized by an ADC. The digital signals from individual
channels are than transformed with a digital signal processor which equalizes the differ-
ent channel gains, subtracts pedestals and uses programmable thresholds to reduce the
volume of data (see fig. 4.13).
The data reduction depends on the applied threshold which usually is 20"i of the pedestal
distribution of the channel i. With this choice the expected number of channels which
have randomly a signal beyond the threshold is 5% of the total number of channels.
The PLUG-raw data produced from the DSP consists of address (code) and the detected

3In the 95 configuration this was no longer necessary, because of the reduced instrumentation of the
calorimeter previously discussed
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Figure 4.13: Simplified scheme of the data transformation from the detector signal (Qi) to
reconstructed data. After the analogue to digital conversion the signal is processed by the
DBP. It performs a linear transformation of the signal of each channel. This corresponds
to the gain equalization for each of the 336 channel and the pedestal subtraction. The
reconstruction program performs further operations and res cales the signals of deposited
energy in Ge V units taking into account the calorimeter sampling fraction.

energy for each calorimeter channel above the specified threshold. The event builder
merges the data made available by each HI sub-component and produces the HI-raw
data [57].
Further information necessary for the PLUG data reconstruction is produced by the PLUG
monitor program (see ch. 4.6). This information is stored in the HI data base (DB). The
monitor program (PLMONI) runs in parallel to the data taking and produces online in-
formation on the signal behavior of each channel randomly triggered. The main input for
the reconstruction program are the data written by the event builder program.
The data reconstruction procedure requires the signal of each of the calorimeter channel
present and its identification address. The digitized signals, which represent the energy
deposition in the calorimeter cells, are converted in to deposited energy expressed in GeV
taking into account the calibration constant. The composition of the calibration constant
is discussed later in section 5.2. To the address identifying the electronic channel is asso-
ciated the coordinate of the calorimeter cell expressed in centimeters in the HI laboratory
frame. By combining this information it is possible to associate each calorimeter cell with
a 4-vector used later in the event analysis. For example the components of the momentum
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where it has been assumed a primary particle with negligible mass originated from the
nominal vertex position (R is the distance between the cell i and the nominal vertex
position). The data reconstruction is performed by the HI reconstruction program 4.

This program is as far as possible modularly constructed, so that each HI sub-detector is
represented by one or more independent software modules. For the PLUG two modules
exist: the PLUG-scale (PSCALE) and the PLUG-cluster (PCLUST), called in sequence'-
by the main program. The first module performs the corrections 5 and data resealing while
the second orders data within a cluster structure used to combine PLUG information with
the information of the other HI calorimeters (for detail see [58]).

The reconstruction makes use of all accessible information of the calorimeter data and
of the absolute energy calibration described in ch. 5.2. The information is stored in the
form of BOS [59] banks in the raw data and in the HI DB. The following information is
used during the reconstruction [60]:

• calorimeter configuration, geometrical channel mappmg, thickness of each Si-
detectors (DB)

The PLUG reconstruction procedure consists of two parts, one for the run start and
one for the event processing. In the run start procedure, all run-dependent information
is acquired once. The run-dependent information is all but the event information (i.e.
channel signals and related addresses). In the second part each event belonging to the
run is processed. During the event processing the handling of the raw-data and the scaling
into calibrated energy by looping over all channels of the calorimeter is performed. In the
channel loop the following cuts and eventual corrections are accomplished:

1. noise cut for channels with a signal below 30" of the pedestal distribution, in order
to further reduce the data volume

4HIREC: standard program of the HI Collaboration for the data reconstruction
5As for example the noise suppression



3. correction for non-fully depleted channels, if necessary (bias correction: see section
4.3 )

The final results consist of the cell calibrated energy and position of the calorimeter cell
in the HI coordinate system. For every HI-run the reconstruction program produces a set
of distributions and plots, the L5 histograms, which permit a fast check of the calorimeter
performance and of the reconstruction procedure (see [60]).

4.6 Analysis of the random trigger events

Online - the PLUG-monitor program

The function of the PLUG-monitor program is to collect run by run information about
the stability and noise of each PLUG channel. This information is then stored in the HI
Data Base as BOS banks and is used to exclude badly behaving channels during the data
reconstruction.
A channel which shows sizeable variation in performance (in the sense specified later),
during the operation time is indicated here as a hot channel.
To test each individual channel, the program uses the latest calibration parameters and
the random trigger events present in the raw-data. The algorithm used by the monitor
program works as follows: the program collects up to 3000 random trigger events and
produces the signal distribution of each channel. In the ideal case without beam induced
background, coherent noise etc. the pulse height distribution of one channel is the noise
distribution around the pedestal value (pedestal distribution). Because of the on-line zero
suppression for the data reduction, the recorded events populate the regions of the distri-
bution with an absolute value larger than 20"i of the noise (or pedestal) distribution of the
channel i (see fig. 4.14). By comparing this distribution with the pedestal distribution
produced during the calibration (produced rv at least once a week without beams) it is
simple to determine quantitative differences and thus to identify" hot channel" candida-
tes.
In practice, during data taking the particle beams can produce further signal pile-up and
noise so that differences between the quoted distributions may be always present.
The semi-empirically developed criteria to recognize hot channels is to set a label, consist-
ing of a single bit, to one channel when the signal exceeds 40"of the calibration noise in
more than 10% of the random trigger events. The candidate channels are then excluded
during data reconstruction.
The validity of this criteria is demonstrated by figure 4.15 where the channel maps of the

random trigger events for an individual acquisition run before and after the hot channel
suppression are shown. Although the situation during the 1994 luminosity run was not
optimal and had improved considerably ever since, the hot channel suppression lead to
an exclusion of about 10% of all channels. In fig. 4.15 (a) there are about 20 channels



producing many more hits than expected. These channels also fulfill the exclusion the
criteria to recognize the hot channel based on the channel signal and are filtered out as
shown in fig. 4.15 (b).

CHANNEL-MAP "hot" Dote 19/10/1994 CHANNEL-MAP Dote 19/10/1994
88843 88843
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Figure 4.15: (a) PLUG channel maps before and (b) after hot channels suppression. The
entries are the numbers of random trigger events for which a channel gives a signal above
2 (Ji. The total number of random trigger events in these plot was 3000.



In addition to the online monitoring with hot channel suppression, it was necessary during
the luminosity run period of 1994 to verify the behavior of the PLUG data and their
reliability. To accomplish this task, events selected using random triggers have been
analyzed.
These data cover the whole period of positron running. The integrated luminosity for this
period was about 3.5 pbarn-1 distributed over 1807 HI-runs for the physics analysis.
To monitor the PLUG performance over all runs, the average PLUG event energy per run
< EpLUG > and the average cell multiplicity per run < Ncel/s > have been considered.
The plots of these variables vs. run number are illustrated on the left-hand side of fig.
4.16 . The plots reveal the existence of runs with unexpectedly high values of average
energy and multiplicity. The mean energy reaches 50 GeV and a mean cell multiplicity of
35. These large values are a clear indication of problems affecting the calorimeter during
these runs. In the right-hand side of figure 4.16 the distributions of these variables are
shown. The shaded overlayed distributions are obtained by applying the following cuts:
The values are obtained by considering fits of the two distribution as shown in fig. 4.17.

The fit using two Gaussians is justified by the assumption that at least two beam-
background regimes existed during the luminosity period 1994 . In other words the runs
belong to two different Gaussian distributions with very similar means (in fig. 4.17 P2
and P 5 are equal within the errors). The first describes the bulk of the runs and the sec-
ond broader distribution describes runs where the PLUG mean response fluctuates more
because oflarger beam background and signal pile-up. Using the criteria in (4.3) only 3%
of the 1807 considered runs are excluded from the analysis performed later in this work
and good PLUG data quality is thereby ensured. The exclusion of these runs is equiva-
lent to a loss of about 100 nbarn-1 of data and is a negligible loss for the measurements
presented later.
The distributions of the total energy in the PLUG, the total cell multiplicity and the
energy spectrum of the calorimeter cells are shown in figure 4.18. Each of these distribu-
tions is shown using two samples. One including all runs and the other excluding runs
according to the conditions (4.3). The distributions, obtained including all runs, present
a second maximum which has no physical meaning. This suggest the existence of prob-
lems affecting the acquisition electronics or the detectors themselves. The distributions
obtained using the second sample do not show the second maximum.
Looking at the PLUG channel maps it is for example possible to identify the exact loca-
tion of the noisy channels. Figure 4.19 shows the spatial channel map of the calorimeter
cells for the four PLUG layers. The first layer is the nearest to the interaction point and
the coordinates x and y refer to the HI coordinate frame. The box dimensions in the plots
are proportional to the deposited energy in the calorimeter cell. The non homogeneous
distribution of the pulse height gives evidence for channels affected by problems.
That current trips of the bias supply are the cause of the high noise is very improbable,
because the affected channels belong to at least 11 different bias voltage channels. The
suspicious channels are present in every PLUG layer and all of them are connected to one
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Figure 4.16: On the left-hand side the plots of the average energy per run vs. run index
and the average cell multiplicity per run vs. run index are show.n. On the right-hand
side the distribution of these average values are shown. The shadowed distributions are
obtained requiring the conditions (4.3)

PLUG analogue-box supplying a PLUG quadrant. This is an indication that the problem
might be probably connected to the multiplexing of the channel signals or induced by
electronics of neighboring sub-systems.
Using this analysis on the random trigger events it is possible to lock the noisy cells for
these runs and avoid the loss of data. For the following analysis in the loss of 100 nbarn-1



The random trigger data will be used later to perform a statistical subtraction of the
energy due to the noise and the pile-up in the energy measurement.
The existence of a long tail in the distributions shown in figure 4.18 is to be attributed to
pile-up and coincidence of the random trigger signal with beam wall and beam gas events
present with a rate ~ 100 kHz in the experimental region (see table (3.3)).

~ 103 ID 11
::s•...

P1 669.6 ± 84.72
P2 1.685 ± 0.9518E-01

102 P3 0.7509 ± 0.1070
P4 125.9 ± 92.83
P5 1.768 ± 1.412
P6 1.964 ± 0.4250

10

Figure 4.17: Average energy and multiplicity distribution fits using double Gaussian func-
tion. The parameters Pl ... P6 are the max height) mean and (j of the first and the second
summed Gaussian functions.
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Figure 4.18: The distributions shown here are related to random trigger events collected
during 1994 positron running (1807 runs between run N. 82961 and 90419). They show
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Chapter 5

Energy measurement with the
PLUG

In this chapter the most important aspects of the energy measurement performed using
the PLUG calorimeter are discussed.
The energy calibration of the PLUG calorimeter represents the foundation of the energy
measurement with this device and it is based on two main parts. The first consists of
determining the relationship between the deposited energy in the active region of the
calorimeter and the pulse height of the produced signal. In the second part of the calibra-
tion, the ratio of visible energy over the energy of the incoming particle is investigated.
This is called in the following effective sampling fraction (Sjf f) of the calorimeter. The
determination of Sjf f is achieved using Me-simulations and is supported by the results
of test beam experiments on Si-instrumented calorimeters.
Once these two main calibration parameters are known, the measurement of the total
deposited energy in the calorimeter is performed by measuring the total pulse height
corresponding to an event and rescaling this value according to the calibration of the
electronics and to the effective sampling fraction.
The energy measurement can be used in the physics analysis of ep scattering events, but
only when this is correlated with the energy of the particles originating from the inter-
action point and scattered within the calorimeter angular acceptance. Because of the
presence of inactive material distributed between the nominal interaction point and the
PLUG calorimeter, a considerable fraction of particles emitted within the PLUG angular
acceptance are absorbed or scattered off the solid angle of acceptance before they can
reach the calorimeter. The main consequence is that the energy deposited in the PLUG
is on average much lower than the energy of the primary particles.
In ch. 5.5 a method is presented, which permits the determination of the energy of the
primary particles using a large part of the information contained within the PLUG data.
Using this method, to correct for the energy losses in the inactive material, the energy



distribution of particles in the PLUG angular acceptance can be reconstructed. The cor-
relation plot of generated energy vs. corrected energy indicates that the method permits
an energy measurement on an event by event basis.

5.2 Energy calibration of the PLUG calorimeter

The starting point for the energy measurement using the PLUG is the calibration of the
Silicon diodes and of the H1-PLUG readout electronics.
The idea is to calibrate a charge injector consisting of a charge capacitor and of a precision
pulser, with the PLUG silicon detector response to a well known energy deposition (see
fig. 5.1). Then using the calibrated charge injector, the signal which would be given by

BNe
pulser

Charge sensitive
pre-amplifier

Figure 5.1: Charge-injector calibration sketch. The charge signal from a silicon detector
due to detection of an a-particle of energy EOI can be reproduced with high precision from
the charge injector system.

an irradiated PLUG silicon diode is reproduced. The relative uncertainty on the energy
calibration of the charge injector is below 0.1 % and therefore negligible for the calibration
constant determination. The use of the charge injector allows the transfer of the energy
calibration of the Si-detectors to the H1-PLUG electronics as illustrated in fig. 5.2.
The energy jsignal calibration of the charge injector was performed in the laboratory1.

The experimental setup is shown in fig. 5.3. For the realization of the measurement a
PL UG Si-detector has been irradiated with a-particles from a curium radioactive source
having the following decay mode [43]:

244C {a1 5.763MeV 24% +PuL x-rays
96 m ---+ 0'.2 5.805 MeV 76%

When one of these particles impinges upon a silicon diode, it is stopped by the silicon
within a range r ~ 30 f-Lm [63]. The particle releases the total kinetic energy and produces
in the silicon a large number of electron-hole pairs exactly proportional to the a-particle



~Hl,"l,"

Charge sensitive
pre-amplifier

------,

n!\"ru:i=i ---~----------~~~-------
: I : : pulser
, " -----_ 'Si-det. , ,-= ' - - - - - -: Charge injector~------------------------~

Figure 5.2: Hi-PLUG electronics calibration sketch. The energy calibrated signal from
the charge injector is processed like the signal of a PL UG detector. Thus the ratio energy
over ADG counts can be derived.

energy. The number of electron-hole pairs produced, is of the order of 106 since the energy
needed to produce one pair is E = 3.6 eV and the collection charge efficiency is rv 100%
(see ch. 4.3 and 4.1).

Using the multi-channel analyzer as illustrated in the experimental setup (fig. 5.3), it
was possible to record the spectrum of the Curium source detected using the Si-diode and
two reference signals produced by the charge injector. The reference signals are obtained
by setting two different amplitude levels on the pulser. This permits the calculation of the
pulseI' setting which corresponds to the energy Ec. = 5.805 MeV of a-particles chosen for
the calibration. Figure 5.4 shows the spectrum of the Curium source and the two peaks
produced by injecting charge in the acquisition circuit.
The use of the charge injector allows the transfer of the laboratory calibration of a PLUG
detector to the HI-PLUG electronics. The signal due to the a-particles (5.805 MeV) is
then measured within each channel of the HI-PLUG electronics (described in ch. 4.4).
Thci average measured result is (Ec.) = (71.2 ± 0.2) ADGcounts. The distribution of the
a-signal for the different PLUG channels is stable in time being ()'(E~)/(E~) ~ 0.03 .
Frofn this measurement the ratio Gel = E;;;!/ = 81.5 ± 0.2 KeV is derived [61, 62].
The determination of the E;;;!/ ratio sets the scale of the "visible" energy i.e. the energy
deposited in the active part of the calorimeter.

Formally the total absorbed energy in the calorimeter, can be obtained by dividing the
energy deposited in the active part of the calorimeter by the sampling fraction (Sf)'
Where Sf is defined as the ratio between the deposited energy in the active material and
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Figure 5.3: Laboratory setup for a-signal measurement and charge-injector calibration.
The source and the silicon detector are located in a vacuum chamber.

fact ~~ dxSf=---~---
fact ~~ dx + fabs ~~ dx

This definition would be adequate (for the actual energy calibration) only for calorimeters
in which the total energy of the incoming particle is absorbed (i.e. for a calorimeter depth
~ 8),). A more useful definition of the sampling fraction, for the application to calorimeter
with limited length, is the ratio between the energy deposited in the active layers and the

f - (dEjdx)MIP[1readout layer]
.amp - (dEjdx)MIP[1readout + 1absorber layer]

where (dEjdx)MIP indicate the mean specific energy loss for Minimum Ionizing Particle (MIP) in a given
material [71]. .
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The ratio defined here permits the determination of the energy of the incident particles
even in case of limited calorimeter length. With such a definition the sampling fraction
depends on the geometry and materials used in the construction of the calorimeter, but
also on the type and energy of the incident particle. Last dependence exists for each
calorimeter, in which the relative response to electromagnetic and to non-electromagnetic
shower components is not equal to 1 (e/ hintr =I- 1 in case of non-compensating calorimeters)
[70,71].
The dependence of the sampling fraction of the PLUG has been studied for electrons and
charged pions as a function of the particle energy using Me simulations. The results of
this study are reported in the first three columns of table 5.1 [42]. The entries in the
last column are the values for a sampling fraction calculated for the expected mixture
of incident hadrons produced during the hadronization phase (see ch. 2.4). For the
calculation of StX(E) the following simple formula has been used:

StX(E) ~ ~ [2Sr (E) + Sr (E)]

This equation is based on the following approximations:

1. the number of pions produced during the hadronization is on average one order
of magnitude larger than the number of other produced hadrons and for the high



1 Ei /GeV Sf (Ei) X 10-3 Sf (Ei) X 10-3 '" S,ix (Ei) X 10-3

1 2.0 1.23 0.76 0.92
2 8.0 1.33 0.81 0.98
3 16.0 1.32 0.81 0.98
4 32.0 1.31 0.83 0.99

Table 5.1: PLUG sampling fractions for electrons (Sr)) and negative pions (Sr) cal-
culated with MC simulations for different energies (Ei) of the incident particles. In the
fourth column the sampling fraction for the expected mixture of incident hadrons is indica-
ted (stX

). The errors on the sampling fractions due to the MC calculation are negligible.
The error on the determination of the sampling fractions due to reliability of the simula-
tions will be discussed in the next section.

energies of the incoming hadrons the strong interaction depends only weakly on the
type of hadrons involved.

2. the mean multiplicity of each type of produced pion is the same; this because for
the strong interactions occurring during the hadronization all pions are equivalent
particles.

3. the charged pions (7f±) are equivalent in producing hadronic showers, thus the sam-
pling fraction for pions with opposite charge is the same (Sf = Sr);

4. the interaction of a neutral pion with the calorimeter is experimentally equivalent
to the electron interaction 3 (Sr = Sf);

Considering points 3. and 4. eq. (5.2) can be transformed into eq. (5.1).

In order to complete the calibration, it is necessary to determine the effective sampling
fraction (SjJ!) independently from the energy of the incident particles. A good approxi-
mation of the effective sampling fraction can be obtained using the following formula:

SjJ! = L P(Ei) . SjiX(Ei) = ~L P(Ei) . [2S;- (Ei) + Sr (Ei)] (5.3)
t t

where the factors P(Ei) are the probabilities to find a hadron with energy Ei in the
interval (Ei, Ei + £lEi).
The values of SjiX(Ed are given in table 5.1 while the probabilities P(Ei) can be obtained
from the energy spectra of the particles generated after the hadronization. Figure 5.5
shows the energy spectra of particles produced in the PLUG angular acceptance range
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Figure 5.5: Energy spectra for single particle generated in the PLUG angular acceptance
using different Me models. With the chosen normalization f(Ei) is the probability density.
The overlayed histogram has been used in the determination of sy fusing eq. (5.3).

using some different Me models presented in ch. 2.4 . Since different models produce
very similar energy spectra 4 the determination of sy f is model independent to a good
approximation. The overlayed histogram, shown in the same figure has been used for
the determination of the probabilities in eq. (5.3). The obtained result for the effective
sampling fraction calculated using eq. (5.3) ( and (5.6) for the error) is:

sy f ~ (0.964 ± 0.081) x 10-3

3This is because rro,s (mean life T '" 8 .10-16 S ) decay essentially to gamma pairs (~ 98%) or a gamma
plus an electron-positron pair (~ 2%) [43]

4However differences between the Me models can be observed in the multiplicity distributions (see
fig. 5.22).



this finally allows the determination of the deposited energy in the P LUG cells using the
equations based on the following:

R = Gel' Ki N
. Se!!' ADC

!

where the index i runs over the individual calorimeter channels and Ki IS the inter-
calibration factor between the channels.

5.3 Calibration error determination

This section deals with the calculation ofthe errors concerned with the PLUG calorimeter
calibration. The calculation is based on the error propagation derived from equation (5.4)
which contains the possible error sources in a compact form.
The relative error on the energy deposited in the PLUG can be expressed by adding in
quadrature the three contributions present in eq. (5.4) as expressed in the right-hand side
of the following equation:

(
6.Gel)2 (6.sy!)2 (6.Ki)2

G + self + K·el ! z

The first term 6.GeL/Cel expresses the relative error on the calibration of the HI-PLUG
electronics; it is below 0.1% as stated in the previous section and it is negligible.
The contribution 6.1(/ Ki arises from the different gains of the individual channels and is
also negligible, because each time the calibration parameters are down loaded in the DSP
an equalization of the gains occurs and 6.Ki -t 0 (5).

However, unlike the previous terms the contribution to the error depending on SY! is
not negligible. Sjff is a derived quantity (see eq. (5.3) and (5.1) ) which depends on the
following three functions: S7r-(E) ,se-(E) ,P(E). Thus the knowledge of the error on
the single functions is necessary for the propagation of the error on SY! .
The determination of the error on the charged pion sampling fraction Sr (E) is per-
formed by comparing experimental data from a pion test beam experiment performed at
ITEP(Moscow) [49] with the respective Monte Carlo simulation obtained using GEANT
[72] with GHEISHA [74] as shower code.
The test-beam experiment was performed using PLUG Si-detectors as active material in
a sampling calorimeter with iron as absorber material. The sampling of the deposited
energy was performed using a readout layer every >../2 of absorber material. This cor-
responds exactly to the PLUG sampling structure and therefore the relative difference
between data and simulated response provides a determination of the relative error on
the sampling fraction Sr of the PLUG calorimeter. The result of the data-MC compari-
son for 5 GeV impinging pions is shown in fig. 5.6. The shape of the shower development



5 GeV 1t
- Fe-Si calorimeter (ITEP experiment)

1000
>
Q) 0 • experimental data:<: 900

t800 t a GEANT -Simulation

6; 700

fH
Q) 600I':
Q)

Q) 500
rl,.Q
-rl 400Ul
-rl:> 300

a
200 !
100

0 I I I I I , I I
0 0.5 1 1.5 2 2.5 3

depth [A.]

Figure 5.6: Data-Me comparison of the energy measured in the silicon as a function of
the calorimeter depth for 5 Ge V 71"- .

is well described by the simulation; the relative difference between data and MC of the
total response integrated over three interaction lengths is ~ 5%.

The ITEP experiment confirms the possibility of simulating the energy deposition
in the active material due to hadronic showers, within good accuracy. Also test-beam
experiments performed by the SICAPO Collaboration, using Fe-Si and U-Si sampling
calorimeters, confirm the possibility of simulating the hadronic shower development within
5 - 10 %. Results of data and MC-simulation ofthese test-beam experiments can be found
in [64]. By relying on the results of the ITEP experiment, a conservative estimate of the
relative error on the determination of the charged pion sampling fraction is: flSr ISr =
10%. The error is assumed to be constant or at least not larger then 10 % over the energy
interval from 2 to 32 GeV used for the sy f determination performed here.
The error associated with the determination of the electromagnetic sampling fraction Sr
is assumed to be constant to first order over the considered energy interval (see table
5.1) and to be not larger than 3 %. This error magnitude is also a conservative estimate:
experimental data of a silicon calorimeter test beam with electrons have been reproduced
within an accuracy of ~ 2% for e- energy between 2 - 6 GeV [45, 46] using EGS4 [65].
The reliability of the data simulation of a silicon instrumented calorimeter using EGS4
and GEANT has been demonstrated experimentally allowing for the small thickness of
the Si-diodes in the simulation [66, 67, 68, 69]. Figure 5.7 shows the electromagnetic



shower development induced by 6 GeV electrons in a silicon tungsten calorimeter and the
comparison with the simulations [64]. The error associated with the energy spectrum of
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Figure 5.7: Electromagnetic shower development induced by 6 Ge V electrons m a 5i- W
calorimeter compared with Me simulation.

the particles hitting the calorimeter is estimated from the different energy spectra shown
in fig. 5.5 obtained using different models. The magnitude of the relative error is in this
case 5 %. Thus by adding the three error terms weighted according to eq. (5.3), it is
possible to calculate the relative error on 5f11 using the following equation:

5.4 The simulation of the PLUG calorimeter in Hl

The full simulation of an experiment like HI can be divided in several parts (see ch.2.4).
In this section the interaction of generated particles with the HI detector is discussed.
Particular emphasis is given to the region between the nominal interaction point and
the PLUG since this produces relevant effects on the PLUG energy measurement. The
simulation of the detector and of the interaction between particles and the detector or



accelerator components represents a fundamental element in high energy physics experi-
ments. The precision of the simulation determines the interpretation of the measurement
and the evaluation of the associated errors.
The simulation code of the PLUG used in this work is contained in the HlSIM [73] soft-
ware package of the HI collaboration which permits the full simulation of the HI detector.
Figure 5.8 shows the geometric description of the HI detector as implemented in the simu-
lation. The description of the detector geometry and the interaction of the event particles

with the detector material is based on GEANT3.15 (1994) and earlier versions. The si-
mulation of the calorimeter information, the data structure, their format and the effects
due to the HI processing electronics is performed by special HI routines of HlSIM6.

6The package has a modular structure. A software "module" exists for every sub-detector: the PLUG
data simulation is obtained by calling the PDIGI sub-routine.



The different transport codes available in GEANT permit the tracking of the produced
secondary particles according to the particle type and their energies. For the simulation of
the electromagnetic interaction of electrons, positrons and photons essential parts of the
EGS4 simulation code have been included. The simulation of the energy loss by ionization
of the charged particles is performed by special sub-programs in GEANT according to
the energy losses in the specified material. The fluctuations around the average value of
the energy deposition ionization are simulated using approximated Landau probability
distributions. The explicit production of <5-rayand their simulation is also performed.
The simulation of the hadron-nuclear interaction and the consequent hadronic shower
development can be performed using the GHEISHA simulation code or using CALOR89
[78].
GHEISHA is used in HI as standard code for the production of simulated data. It utilizes
different collision models depending upon the energy involved in the hadronic interaction.
A general characteristic of this code is the parameterization of physical variables tuned to
experimental data. The use of different parameterizations in GHEISHA is often inspired
by theoretical models, however this code does not represent the simulation of a model or
of a theory [74]. In spite of the raw parameterization and interpolation of the hadronic
cross section at momenta below a few GeV, the nuclear resonance region, the calculated
calorimetric response is in good agreement with the signal response of different calorime-
ter types.
The CALOR89 package consists of several programs permitting the detailed simulation
of hadronic interactions down to an energy of 1 MeV. For the interaction of hadrons with
momenta larger than 10 - 15 GeV Ic the program uses FLUKA [75], which is also available
as a GEANT option and for particle momenta below 10 - 15 GeV Ic the code HETC [76]
is used. Finally CALOR89 allows a particular detailed tracking of low energy and of
thermal neutrons performed by MORSE [77] simulation code.
The use of this code is clearly advantageous for experiments using compensated calori-
meters where low energy neutrons playa fundamental role in the understanding of the
detector response [78].

Different simulation options exists for both hadronic transport codes (GHEISHA and
CALOR) of HISIM. These permit the simulation of the detector with different levels of
detail and within different energy cuts on the particles tracked7. The minimum energy
value allowed in GEANT is 10 KeV which is low enough to permit realistic simulations
in Si-sampling calorimeters.
The simulation of the PLUG calorimeter in particular is characterized by the small Si-
detectors thickness. In order to obtain reliable results the user-simulation parameters8

have been optimized according to the studies cited in ch.5.3 and have been implemented
in HISIM [42].
The detailed simulation option requires very high computation times, thus its use is re-

7The user can set the minimum values of energy below which the energy of the particle is deposited
in the present detector volume and no further tracking is performed.

8eUTELE, eUTGAM, eUTNEU, eUTHAD,and eUTMUO are the parameters to set the minimum
energies for the track-simulation of electrons, gammas, neutrons, hadrons and muons. DEEMAX sets the
maximal energy loss in the simulation of a tracking step and BeUTE, DCUTE influences the frequency
of Bremsstrahlung and J-ray processes



stricted to special detector studies as for example in the determination of the PLUG
sampling fraction in ch.5.2. The detailed simulation options cannot be used for mass
production of Monte Carlo events used in the physics analysis of the ep scattering.
For MC production a special fast simulation named H1FAST has been developed [79]. This
option uses simplified geometry configurations and averaged material properties within
detector volumes containing different materials. For the PLUG calorimeter the simula-
tion of electromagnetic showers are parameterized when at least 95 % of the shower is
contained in only one PLUG volume [79]. In such cases, the energy of a particle that will
not escape from a calorimeter cell, is deposited in the same cell. The energy deposition
takes into account the sampling fraction without further particle tracking calculations [79].
For the hadronic interaction, since the shower parameterization is not as reliable as for
the electromagnetic case, no parameterization is used. .
Since all MC events used for the analysis of the ep scattering are simulated using H1FAST,
it is necessary to verify the agreement level of the fast simulation with the reference results
obtained using the detailed option.
The results of the comparison of single particle event are shown in figure 5.9. The compa-
rison concerns the simulation of 1000 charged pion started from the interaction point and
distributed in the angular interval 0.90 < ()< 30 and over the full azimuthal angle. The
plots contain the total PLUG energy and the cell energy distributions for the three dif-
ferent simulation options: fast+GHEISHA9, detailed+GHEISHA and detailed+CALOR.
Three pion energies have been considered: 5, 10 and 20 GeV. These particle energies
have very high probability of production in ep scatterings at HERA within the considered
rapidity region, as shown in fig. 5.5, thus the comparisons constitute a relevant test for a
realistic simulation of ep events in the PLUG.
The comparison between the three presented simulation options shows, in general, a
good agreement between the fast and detailed simulations. The agreement improves with
increasing energy of the particles generated. The distributions of the energy per cell
(right-hand side of fig. 5.9) show that the multiplicity of the cells with energy below one
GeV is under-estimated in the fast simulation. This effect, which depends mainly on the
simulation of the inactive material, is considered later in the evaluation of the systematic
errors in ch.6.5 and does not affect the energy deposition which is, on average, well de-
scribed.
For every simulation option, the average values of the PLUG energy are below the ex-
pected values (5, 10, 20 GeV). This can be interpreted as an indication of energy losses
in the material present between the interaction point and the calorimeter and this is
investigated in the next section.

The inactive material between the interaction point and the
PLUG

The amount of inactive material between the interaction point and the PLUG calorimeter
varies between 0.8 and 5 interaction lengths. The result is a reduced signal and a non-
linear response of the calorimeter.

9Hl standard.
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The mechanical structure of the HI detector and the machine parts close to the beam
pipe which constitute the inactive material are mainly: the C4 collimator and the vacuum
pump placed in the forward tracker region of the beam pipe, the double walled cryostat
for the liquid argon (IF region) and the flange systems between cryostat and beam pipe
close to the PLUG. Figure 5.10 shows the distribution of the inactive material in inter-
action lengths as a function of pseudo-rapidity (ry = -In tan ~). In this figure the PLUG
acceptance region in angle (8) is also indicated. A quantitative evaluation of the energy

5:> 6
7J

Figure 5.10: Inactive material in front of the PLUG in term of interaction lengths ,\ as a
function of pseudo-rapidity ry (Configuration implemented in H1SIM for 1994). Indicated
are three pseudo-rapidity regions (bins 1) 2) 3) defining three PLUG sections. At the
lowest pseudo-rapidity the LAr cryostat (Al) and flange systems (steel) between cryostat
and beam-pipe constituite the main amount of inactive material. At the highest pseudo-
rapidity the main contribution is due to the C4 (W) collimator and to the beam pipe.

loss in the inactive material in a realistic case can be obtained by simulating events pro-
duced with a MC generator for the electron-proton DISlO, as a particle generator. In

laThe Me generator used here was LEPT06.1 [19].



the HlSIM simulation package it is possible to trace the energy per event deposited in
the inactive material [80, 81]. Figure 5.11 shows four energy distributions: fig. a) is the
total energy reconstructed in the P LUG (Erec), b) the energy deposited in the inactive
material between the PLUG and interaction region (Edead) c) energy deposited within HI
(Erec + Edead) and d) is the total energy (Egen) emitted within the angular acceptance
range 0.6° < () < 3.5°. From the average value of these distributions it is possible to
evaluate the relative quantity of energy deposited within the calorimeter, within the inac-
tive material and the energy which escapes from the detector. The results summarized in
table 5.2 indicate that in a typical ep scattering event, the energy detected in the PLUG
is 27 % of the energy emitted in its acceptance. Thus in order to use the PLUG as a
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Figure 5.11: Distribution of the energy reconstructed in the PLUG (E_rec) a)) distribu-
tion of the energy deposited in the inactive material in front of the PLUG (E_dead) b))
distribution of the sum of the energies (E_rec+ E_dead) c) and distribution of the energy
(E_gen) within PLUG acceptance d).

calorimeter it is necessary to correct the energy scale taking into account the energy losses
affecting the measurements.



PLUG rv 27 %-

inactive material rv 59 %
Energy leakage rv 14 %

Table 5.2: Energy fraction deposited in the PL UG, in the inactive material in front of the
PLUG and energy fraction lost due to the leakage, for a typical DIS energy flow into the
calorimeter acceptance region.

The results of the simulation obtained in the previous section emphasize the difficulty of
performing energy measurements using the PLUG, in the presence of inactive material
(0.8 < A < 5) screening the calorimeter.
In this section the possibility to perform an energy determination of the particles emitted
within the PLUG-angular acceptance is investigated. A method to correct the PLUG-
energy measurement based on Me simulation and on the knowledge of the inactive mate-
rial distribution shown in fig. 5.10 is developed. The method makes use of the analogue
response and of the good granularity of the calorimeter and allows a satisfactory correla-
tion between generated and corrected energy.
In the following section the performance of the PLUG calorimeter within HI after the
inactive material correction is presented also in terms of energy resolution. Figure 5.12
summarizes the results obtained using the PLUG without correction. The simulated
events used to produce the distributions have been generated using LEPT06.1 with the
mear option which corresponds to the ARIADNE4.03 program and have a squared 4-
mo~entum transferred within the interval 5 :S Q2 :S 100 GeV2• The upper plot shows
the~expected and the measured PLUG energy distributions plotted on a logarithmic scale.
Both the shape and the average values of the distributions are in disagreem'ent, being
(Eg~n) ~ 3.6 . (Erec). The correlation between the two variables, shown in the bottom
plot of fig. 5.12, provides evidence for the detection inefficiency produced by the inactive
material and a consequent attenuation of the calorimeter signal. With this correlation
the measurement of the energy emitted within the PLUG acceptance is not practicable.
As shown in figure 5.11, the observed difference can be understood in terms of energy
deposition between the interaction point and the calorimeter and in terms of energy leak-
age out of the calorimeter. A correction of the measured energy, which re-establishes the
correlation between measured and generated particles energy can be obtained considering
the inactive material presence and the limited dimensions of the PLUG.
To correct the data it is necessary to determine the relationship between the reconstructed
(Erec) and generated energy (Egen) distributions. The first order approximation of the
correction reads:
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Figure 5.12: The upper figure shows the distribution of PLUG reconstructed energy and
the generated energy in the PLUG acceptance. The lower plot shows the poor correlation
between the reconstructed and the generated energies.



where Ecor is the corrected energy and C a constant obtained as ratio ofthe average values
of the considered distributions:

In the ideal case the event by event correlation Egen = Ecor would be required. This
cannot be achieved using the first order correction given in (5.7). However using the
equations (5.7) and (5.8) and by cosidering avarage values it follows that:

This relation is valid for the average values, whereas the energy determination event by
event performed using eq. (5.7) is, in general, not correct. This is because the linear
transformation introduced does not change the shape of the measured energy distribution
(Erec), which remains substantially different from the distribution ofthe generated energy
(see fig. 5.12).
A more sophisticated correction can be obtained by introducing an energy dependence of
the correction factor C. This is justified by the presence of the inactive material in front of
the calorimeter which produces a non-linear response in energy of the PLUG. Furthermore
because of the strong variation of the inactive material amount with pseudo-rapidity, the
correction function will also be angular dependent. The general form of the correction
function reads:

where Ci are parameters.
A method to calculate and parameterize the correction function is presented in the follo-
wing. The calculation is based upon MC simulated events. The procedure used consists
of a number of steps. As first the most probable value of generated energy which produces
a reconstructed energy within a given interval is calculated. This is done for 16 intervals
of the PLUG reconstructed energy. The intervals used are indicated in table 5.3. for
each one of these intervals the distribution of generated energy can be produced; exam-
ples are shown in figure 5.13. For low values of the reconstructed energy the distributions
shown are asymmetric around the peak value. In these cases the average generated energy
does not coincide with the most probable value and moreover there is a systematic shift
between the two estimators (most probable and average value). The purpose of the correc-
tion function is the energy evaluation on an event by event basis and not on average, thus
given a value of reconstructed energy in the PLUG, the correction function must estimate
the most probable value of generated energy. In such a case the energy associated with
the event after the correction has a higher probability to be the true generated energy of
the event.
To estimate correctly the value with the largest probability of occurrence it is necessary to
determine the peak positions of the distributions. This is done by fitting the distributions
around the peaks using Gaussian functions to minimize the statistical fluctuations from
bin to bin in the distributions of the generated energy.
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Figure 5.13: Distributions of the generated energy Egen for a given interval around Erec
and fits to determine the most probable values (Egen)mp. The Me simulation used here
was LEPT06.1 with MEAR option (Ariadne 4·03)



Int. (E~ec; E:eJ GeV Int. (E;ec; E:eJ GeV
1 (0.5;1.5) 2 (1.5;2.5)
3 (3.5;4.5) 4 (5.5;6.5)
5 (7.5;8.5) 6 ( 9;11 )
7 (14;16 ) 8 (19;21 )
9 (24;26 ) 10 (28;32 )

11 (38;42 ) 12 (48;52 )
13 (55;65 ) 14 (65;75 )
15 (75;95 ) 16 (95;125)

Table 5.3: Intervals of reconstructed energy (Erec) used for the production of the generated
energy distribution (fig.5.13) (E1; EU) indicate lower and upper bound of the considered
intervals of reconstructed energy in the PL UG.

This procedure has been repeated using two different QCD-MC modelsll available within
the program LEPT06.1 in the MEPS12 and MEAR13 option in order to minimize the
physical model dependency of the correction.
The final most probable values plotted in figure 5.14 are obtained averaging over the re-
sults of the two MC-models.
The parameterization of the correction function is performed by fitting the obtained nu-
meric relation with the function:

{
a + b (Erec )0.45 + C (Erec)4

f(E ) - 1 1 Eo 1 Eorec - + b Erec
a2 2 Eo

Erec < 18 GeV
Erec;::: 18 GeV

and further by imposing the continuity of the first derivative at the point (18 GeV) where
the function becomes linear, the following coefficients are obtained:

al - 1.7545 GeV a2 = 37.770 GeV-

b1 - 17.567 GeV b2 = 1.587 GeV-

Cl - 7.5318 . 10-7 GeV Eo = 1 GeV-

The constant parameter Eo has been used to normalize the dimension of the variable in
the eq. (5.10). The value of the parameter al = 1.7545 GeV indicates that even by
reconstructing zero energy in the PLUG, there is a sizeable probability that the generated
energy is around the non zero value al . This prediction of the used parameterization is
consistent with the presence of the inactive material, which can completely absorb low
energy particles precluding their detection in the calorimeter.
Thus far the correction function has been calculated by the implicit assumption that the
distribution of the inactive material as a function of angle is constant. The achievement
of this correction is summarized in fig. 5.15. The correction improves the energy deter-

11 Simulating the DIS processes with Leading Order Matrix Element calculation + parton shower (PS)
and color dipole model (CDM).

12Matrix Element + Parton Shower.
13Matrix Element + Ariadne (CDM).



> 225Q)

CJ•.....
a. 200:iE.••.....•..
s::
Q)

wm 175
'-../

150
125
100
75
50
25
0 •

0 100 120
Erec I GeV

Figure 5.14: Most probable values of generated energy (Egen)mp vs. (Erec) and paramete-
rization curve.

mination without correction (compare fig.5.15 with 5.12), but it is still not sufficient to
describe the distribution of the generated energy (Egen). To improve the energy determi-
nation an angular dependence of the correction function is introduced and the obtained
results are discussed.

Angular dependent correction function

The inactive material distribution has a strong angular dependence (see fig.S.lo). This
suggests the possibility to improve the energy determination using further parameters in
the correction function which take into account the variation with TJ (or 8) of the inactive
material distribution in front of the PLUG.
A possibility to introduce such parameters in the correction function (S.lo) is to multiply
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Figure 5.15: The plot shows the distribution of PLUG energy obtained using only the
energy dependent correction function compared to the generated energy in the PLUG accep-
tance.

where c(TJ) is a factor which depends on the pseudo-rapidity TJ (or 0) of the calorimeter
cell.
As shown in figure 5.10, a reasonable choice to divide the pseudo-rapidity region covered
by the PLUG is to consider the three intervals listed in table 5.4. With this choice the
(5.11) can be rewritten in a simplified form:

PLUG section TJ regIOn inactive material A
bin 1 3.5 < TJ < 4.0 t"V 4.2
bin 2 4.0 < TJ < 4.5 t"V 2.4
bin 3 4.5 < TJ < 5.1 t"V 1.5

-

Table 5.4: Pseudo rapidity intervals used to locate three regions of the PLUG calorimeter
and average inactive material amount within the intervals.



1. the intervals have almost the same extension in 'rJ, this is important because on ave-
rage a similar particle multiplicity is expected in equally extended rapidity intervals;

2. the amount of inactive material is on average as different as possible between the
different intervals. This permits the choice of different parameters for the three
regions and therefore a better parameterization of the correction;

3. the smallest angular section of the PLUG (i.e. bin 3) has a radial dimension larger
than the innermost PLUG Si-detectors.
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Ebin2! GeV
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Figure 5.16: Generated and corrected energy distributions in the pseudo-rapidity bin 2 of
the PLUG. The correction function Ecor (eq. (5.12))is applied using the parameter Cz = 1.

In the central interval of the PLUG (bin 2), the average amount of inactive material
(rv 2.4>.) is approximately equal to the average value over the total PLUG acceptance.
This observation is consistent with the results of the energy distribution comparison be-
tween corrected and generated energy in the central angular region of the PLUG. Figure
5.16 shows that, if the correction function (5.10) is applied to the reconstructed energy
in the region indicated with bin 2 in fig.5.10, the distribution obtained agrees well with
the distribution of the energy generated in this region. The agreement obtained in the
bin 2 together with the disagreement shown in fig. 5.15 demonstrates that the energy
distributions in the regions indicated by bins 1 and 3 are not sufficiently corrected.
In the case of the distributions in bin 1, this can be understood in terms of inactive ma-
terial since the corrected distribution decreases more steeply with increasing the energy



than the distribution of the generated energy. In this region the amount of inactive ma-
terial is almost two times larger than that in the bin 2 region, as can be observed in fig.
5.10. An improvement of the description of the expected distribution can be obtained
by multiplying the correction function (5.10) with a factor Cl(1]) larger than one. The
optimization of this parameter leads to a value Cl = 1.3. Figure 5.17 shows the compa-
rison between corrected and generated energy in this case. The large amount of inactive

~ 10l:
~
W

Figure 5.17: Energy distributions in bin 1 of the PLUG angular acceptance. The correction
function Ecor (eg. (5.12)) is applied using the parameter Cl = 1.3.

material decreases the detection efficiency for low energetic particles hampering a better
determination of the energy.
Another important effect, that can be considered for the improvement of the correction
function, is the particle leakage from the calorimeter volume during the shower develop-
ment. This effect which is due to the limited dimension of the PLUG, is of particular
importance in the higher pseudo rapidity region as demonstrated in table 5.5, where the
relative volumes of the three considered PLUG sections are given.
The dimensions of the expected hadronic shower in the PLUG are comparable with the
dimension of the calorimeter itself. Therefore in pseudo rapidity bin 3 of the PLUG only
the core of the shower is sampled and as such a factor C3( 1]) > 1 is expected to provide an
improved correction. A further effect in this direction is that, the energy of the emitted
particles rises approaching the proton beam. The dimension of the associated particle
showers increase and therefore a larger fraction of energy escapes from the calorimeter.



PLUG section V(bin i) / V(PLUG)
bin 1 rv 37 %-
bin 2 rv 47 %-
bin 3 rv 16 %-

Table 5.5: Fractions of the total PLUG volume in each pseudo rapidity bin. The bin
definition is given in table 5.4 and the graphical representation in fig. 5.10.

An excellent agreement14 between the corrected and generated energy distributions in bin
3 is achieved using a factor C3(ry) = 1.5. This is shown in fig. 5.18. The rather large value
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Figure 5.18: Energy distributions in bin 3 of the PLUG angular acceptance. The correction
function Ecor (eq. (5.12)) is applied using the parameter C3 = 1.5.

of the factor C3( ry) is qualitatively justified considering the energy leakage in the beam
pipe aperture and beyond the calorimeter.
A significant improvement of the distribution description concerning bin 1 cannot be ob-
tained even by calculating a correction function as those expressed in eq. 5.10 for the sub
region called bin 1. The application of this method is hampered by the amount (4 -7 5 >..)
of inactive material affecting this region (approximately 2 times larger compared to those
in bin 2) which absorbs on average 95% of the energy due to 5 GeV pions as demonstrated



by fig.4.l. The limited description of the energy distribution in bin 1 does not largely
influence the total energy determination; in fact on average the sum of the three PLUG
sections depends to an extent of 85 % on the energies emitted solely in bins 2 and 3, which
are themselves very well reproduced.
Figure 5.19 shows the correlation of the corrected energy using the angle dependent cor-
rection function versus the generated energy. The corrected and generated energies are
on average reasonably correlated. In order to estimate the achieved improvement, the
correlation shown here should be compared with correlation shown in fig.5.12.
The modest resolution caused by the presence of the inactive material in front of the
calorimeter is evidenced by the large energy fluctuations. In fact for a given value the
corrected energy the associated generated energy spans in a wide range. A quantitative
evaluation of the energy resolution is performed in the next section.
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Figure 5.19: Energy correlation after the angular dependent correction. The corrected
energy Eear versus the generated energy Egen is plotted.

o 0

The total PLUG energy distributions are shown in fig.5.20; these concern the energy
obtained without correction (Eree), the energy obtained using the angle dependent cor-
rection function (Eear) and the distribution of the energy as generated from Me (Egen).

The shape of the corrected and generated energy distributions agrees for energy larger
than 20 GeV. Below this energy value the correction is limited by the detection ineffi-
ciency due to the inactive material. The corrected energy overshoots the generated energy
distribution around 80 GeV while around 160 GeV the opposite effect can be observed.
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Figure 5.20: PLUG energy distribution without correction (Erec), with correction (Ecor)

and as generated in the PLUG acceptance (Egen). For energy larger than 20 Ge V the two
last two distributions show a reasonable agreement.

The dependence of the developed correction on the Me model has been investigated as
a function of the energy in order to estimate the systematic error on energy determination.
The ratio bin by bin, generated over corrected energy for each of the three pseudo rapidity
bins and for the full PLUG coverage has been built for two Me models15. This is shown
in figure 5.21. The systematic variation of the bin by bin correction is on average over the
energy spectrum within 10 %. Larger differences can be observed for total PLUG energy
EpLUG larger than 160 GeV. However the fraction of events with a generated energy in
the PLUG acceptance larger than 160 is lower than 5 %.

In conclusion, even with the large amount of inact,ive material in front of the PLUG,
the possibility to perform energy determination of particles emitted in the pseudo ra-
pidity region 3.5 < 1] < 5.1 has been demonstrated. The energy correlation (fig. 5.19)
demonstrates the feasibility of the energy correction on an event by event basis. The
reconstruction of the PLUG energy distribution for energies larger than 20 GeV is ob-
tained and for the PLUG sub-regions bin 2 and 3 the corrected and the generated energy
distributions are in good agreement over the full energy spectrum.
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5.6 Energy resolution in the experiment

In this section the energy resolution of the PLUG calorimeter within the HI experimental
environment is investigated. In a typical ep DIS event the color connection between the
proton remnant and the scattered parton produces through the fragmentation (see ch.
2.4) several particles (hadrons) with differing energies. The expected multiplicity distri-
bution of particles emitted into the PLUG angular acceptance is show in fig. 5.22 in the
case of the three different Me models considered previously in ch. 5.2. The multiplicity

particle multiplicity
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Figure 5.23: Energy correlation plot. The events within the vertical slices have been used
to produce the distribution of the corrected energy in fig· 5.24·



of particles with an energy larger than a few GeV reaching the calorimeter is about 5 per
event and the resulting hadronic showers cannot be spatially separated from each other.
This is intrinsically impossible, when the shower dimension is on average larger than the
distance between two primary particles hitting the PLUG so that the two originating
showers overlap for more than 50% of their volume. Under these conditions it is conve-
nient to investigate the energy resolution of the calorimeter for the expected particle flow
per event. This has been done using a sample of simulated data containing events with a
squared momentum transferred, within the range 5 < Q2 < 100 GeV2

. The evaluation of
the effective energy resolution of the PLUG is presented here for event energies from a few
to more than 100 GeV. The events used for the resolution evaluation can be represented
in a correlation plot similar to that shown in fig. 5.19, but containing more events.
Figure 5.23 shows such a plot where 4 intervals of generated energy have been indicated
with vertical bars. By selecting the events within one of the four chosen intervals, it is
possible to produce the distributions of corrected energy shown in fig.5.24. The determi-
nation of the width of the distribution and of the averaged value of generated energy in
the considered interval, permits the calculation of the PLUG resolution in H1 for these
simulated events. The obtained resolution results are indicated in fig. 5.25. For generated
energies below 30 GeV the resolution does not permit energy determination on an event by
event basis. This results from the poor detection efficiency for low energetic particles due
to the presence of the inactive material and the concomitant increase of the fluctuation of
the calorimeter response. For event energies larger than 30 GeV the resolution improves
and its value reaches 35% for event energies around 100 GeV. Events of generated energy
larger than 112 GeV have been not considered in the energy resolution plot. The reason is
the large energy leakage from the calorimeter with the subsequent saturation effect in the
calorimeter response due to the dimension of the showers associated with the event. The
response saturation effect for events with a generated energy between 112 < Egen < 280
GeV is summarized in table 5.6. In the last column of the same table the fraction of

I(Egen) (Egen)[ ± RMS GeV (Ecorh ± RMS GeV (Ecor h/ (Egenh % F%
(112,140) 125 ± 7.9 96.5 ± 42.8 77 13.9
(140,168) 152.4 ± 7.9 107.5 ± 45.5 71 5.7
(168,196) 179.6 ± 7.6 118.6 ± 47.2 66 2.6
(196,224) 207.9 ± 7.7 127.7 ± 53.8 61 1.2
(224,252) 235 ± 7.5 143.3 ± 65.1 61 0.6
(252,280) 263.7 ± 7.8 162.3 ± 65.7 61 0.3

Table 5.6: The first column contains the interval definitions of generated energy in the
PLUG acceptance (I(Egen)), the second the averaged generated energy (Egenh with its
root mean squared (RMS)) the third the averaged corrected energy (Ecor h and its RMS
as a measurement of the fluctuationj the fourth is the signal saturation of the calorimeter
response and the fifth the fraction F of events with Egen > (Egenh .

events F generated with an energy Egen >- (Egen) is given. F gives an estimate of the
contribution to the energy flow due to the events with Egen > (Egenh where I indicates
the energy interval on which the average (Egenh have been calculated.
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Figure 5.24: Distributions of the corrected energy for different intervals of generated energy
Egen shown in the plots. The curves are obtained performing Gaussian fits and avoiding
the regions of low corrected energy where the detector is limited in efficiency.
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Figure 5.25: PLUG Energy resolution in the Hi experiment as obtained from simulated
data.



5.7 Plug energy distributions for real data

In order to demonstrate the feasibility to correct real data, the distributions of the energy
in the PLUG, before and after the correction, are shown and compared with MC simula-
tions. The events used are selected according to the criteria discussed in the ch. 6.1 and
are in a region of the phase space (x; Q2) bounded such that 5 < Q2 < 100 Gey2 and
10-4 < x < 10-2• Figure 5.26 shows the data-MC comparison at the reconstruction
level (i.e. without correction). The distribution of the reconstructed energy in the PLUG
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Figure 5.26: PLUG total energy distributions before correction Erec. Data and two MC-
model are compared (the MC-model being Ariadne4.03 and Lepto6.1 MEPS).

(i.e. before the correction) is well described using different MC simulation models. In
particular good agreement between data and simulated distribution is achieved using the
model implemented in Ariadne (fig. 5.26). Under these condition it is expected that the
correction developed using this simulation will produce reliable results for real data.
Figure 5.27 shows the total PLUG-energy distribution after the correction and the dis-

tributions of the generated energy for two models. The corrected energy distributions
for data in the three pseudo rapidity regions of the PLUG are shown in fig. 5.28. The
generated energy obtained using the two Me models are superimposed on the same plots.
The energy distributions from data are well described by the models in pseudo rapidity
bins 1 and 2 for energies larger than 50 GeY. The better description of the data distri-
bution in bin 3 is achieved for energies below 80 GeY. Finally two further control plots
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Figure 5.27: Total energy distribution after correction Ecor compared to generated energy
distributions Egen•

confirm the reliability of the correction function. The first in fig.5.29 shows the averaged
energy per event as a function of the longitudinal section of the calorimeter. This is an
averaged measurement of the event shower development in the PLUG. The longitudinal
development of the energy deposition is similar for data and MC, the slope is steeper
for the data points. In the last layer there is an enhancement of the signal in the data
which is not observed in the simulations. This effect can be interpreted as the detection
of back scattered particles generated by the interaction of the proton beam with the C3
collimator placed beyond the PLUG. A similar effect due to back scattering particles is
also observed in the HI tail catcher [82].
The second control plot (fig. 5.30) shows the data and MC comparison of the averaged
corrected energy per event as a function of the pseudo rapidity. The data and the mo-
dels substantially agree; the largest discrepancy being in the extreme pseudo rapidity bin
where higher energy flows are expected.
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Figure 5.28: The energy distributions in the three pseudo rapidity regions of the PLUG
are shown. Corrected data Ecor are compared with generated energy distributions from
MC models Egen .
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5.8 Test of the correction function using data

As pointed out into the introduction in order to perform measurements on the widest
phase space region, the electron-proton interaction point has been shifted for a limited
period of the 1994 luminosity run. The shifted vertex data offer the possibility to verify
the stability of the energy correction with the change in the PLUG acceptance determined
by the shift of the interaction point. This test based on real data is independent of Me
simulations.

Two samples of events with different z coordinates of the interaction point have been
considered. The first sample, called A, is a data subset with nominal vertex position. The
selected events have negative z coordinate of the interaction point ( ZA < 0 cm ) in order
to maximize the change of PLUG acceptance with respect to the second sample, called
B. The resulting averaged interaction point of the events in the sample A is:

The events of the sample A are selected according the criteria specified in ch. 6.1 for
the nominal vertex sample, with the further requirements to have x and Q2 within the
intervals:

The sample B contains shifted vertex events selected as described in ch.6.1 but additionally
having x and Q2 within the intervals

With this choice of the conditions on the kinematic variables the samples A and B have
similar average values of x and Q2:

(XA) = (8.9 ± 0.1) . 10-4

(XB) = (8.7 ± 0.1) . 10-4

(Q~) = 14.4 ± 0.1 Gey2

(Q1) = 13.9 ± 0.1 Gey2

thus the two samples are almost equivalent in respect of the event kinematics and ex-
pected energy flow.

The two experimental conditions, schematically illustrated in fig.5.31, realize two dif-
ferent inactive material configurations in front of the PLUG. The displacement in the
forward direction of the interaction point produces a decrease of the forward acceptance
of the detector.

Figure 5.32 shows the inactive material distribution with the central section of the
PLUG called bin 2A and 2B respectively (for the samples A and B) indicated. The
pseudo-rapidity decrease of £l"l = 0.2 corresponds to a large increase (rv 50%) of the
inactive material amount in front of the central region of the PLUG (bin 2). Therefore the



Figure 5.31: The consequence of the vertex displacement on the Plug acceptance zn a
schematic representation.
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Figure 5.32: Inactive material distribution with the pseudo rapidity bin 2A and 2B super-
imposed upon it.

reconstructed energy per event in this region of the PLUG using the sample B is expected
to be lower than that obtained using the sample A. The comparison of the reconstructed
energy distribution using the two samples is shown in fig. 5.33. The relative decrease of
the averaged reconstructed energy is of 22 % and also depends on the averaged rapidity
of bins 2A and 2B (see later).
The distributions of the energy in the central region of the PLUG after the correction are
presented in fig. 5.34. As expected the correction function for the sample B introduces
larger correction on average due to the inactive material increase. The averaged correc-
tion factors for the two samples can be evaluated considering the ratios of the averaged
corrected energy over the averaged reconstructed energy:

CA = (Ecor) j (Erec) ~ 3.22

CB = (Ecor)j(Erec) ~ 3.68



2l
c:
~w

10

DATA Ere<

• B (Ere<>= 5.52
A (Er•c> = 7.09

o 10 20 30 40 50 60 70 80 90 100

Eb1n2' GeV

Figure 5.33: Distributions of the reconstructed energy in the central pseudo rapidity bin
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Figure 5.34: Distributions of the corrected energy in the central pseudo rapidity bin of the
PLUG.

Since CB > CA the increase of the inactive material which affects the energy determination
on the sample B, is correctly taken into account by the correction function.
The relative difference of the averaged corrected energy is:

where, (Ecor)A > (Ecor)B.
It is possible now, using Me generators, to estimate how changes the averaged energy

per event in the two pseudo-rapidity intervals called bin 2A and 2B having same extension,
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Figure 5.35: Distributions of the Me generated energy in the central pseudo rapidity bin
of the PLUG.

but shifted from each other by 6TJ = 0.2 pseudo-rapidity units. The comparison of the
relative variation of averaged energy expressed in eq. (5.13) for the corrected data with
that expected from MC generator allows one to verify the precision of the correction.
Figure 5.35 shows the distributions of the energy per event emitted within bin 2A and bin
2B using the Herwig MC generator. The relative variation of averaged generated energy
due to the pseudo rapidity shift is:

using Herwig and 16 % using Ariadne 16. By comparing the variations expressed in eq.
(5.13) and (5.14) it is possible to conclude that assuming the correction function is correct
for bin 2A there is on the energy determination in bin 2B a maximal overcorrection of
rv 5% if the Ariadne result is considered (or rv 3% using Herwig).
This is an excellent result if the magnitude of the correction given by CA is considered.
The 5 % represents an estimate, for the bin 2 region, of the systematic error due to the
inactive material correction determination that is used in ch. 6.5 in the total evaluation
of the systematic error.



Chapter 6

Physics analysis using the PLUG

In the previous chapter, the feasibility of performing energy measurements using the
PLUG calorimeter has been investigated. In particular the energy resolution and the
linearity of the response achieved on the energy measurement of particles emitted within
the PLUG angular region has been presented for a wide range of energies.
In this chapter measurements of the transverse energy flow as a function of the pseudo
rapidity obtained within the HI experiment are presented. The measurements are per-
formed in the laboratory and in the center of mass. systems. Particular emphasis is given
to the pseudo rapidity region covered by the PLUG calorimeter.
The measurements concern deep inelastic scattering events with a squared transfered mo-
mentum Q2 < 100 Gey2 recorded during the 1994 HERA luminosity run period.
The data analysis is performed by dividing the phase space into several regions and mea-
suring the transverse energy flow for each region (i.e. a bin in phase space). This permits
the determination of the evolution of the measured quantities as a function of two con-
sidered kinematic variables.
The kinematic variables x and Q2 are used to define the phase space of the events pro-
duced in the ep scattering.
A useful representation of the events investigated in this analysis is obtained consider-
ing the kinematic plane (defined by x and Q2) in which each point represent one event.
Figure 6.1 shows how the events populate the phase space after the event selection. The
requirements which define the data selection are discussed in the next section.
The selected events belong to two different data sets: the first in which the interaction re-
gion was around the nominal interaction point!, called the nominal vertex sample (NYX),
and the second, called the shifted vertex sample (SYX), was obtained by shifting the in-
teraction position in the forward direction along the z-axis2

•

The forward shift of the z-coordinate of the interaction point produces a shift in accep-
tance of the HI detector. The small reduction (rv 0.12° degree) of the forward acceptance
corresponds an extension from ONVX= 173° to Osvx = 176 of the backward acceptance

IThe nominal value was Znominal = 5 em.
2The nominal value for the SVX data sample was Zsi}ijt = 67 em.



with the detection of scattered particles to larger values of polar angle B. A desired con-
sequence is an enhancement of the accessible phase space to lower values of x and Q2 for
the physics analysis using the data of the SVX sample as can be seen from figure 6.1.

Figure 6.1: Selected events and cuts in the kinematic plane (Xi Q2) (see ch. 6.1). Be is
the polar angle individuating the direction of the scattered electron. The curves Be = 1570
and Be = 1760 indicate the achieved acceptance using both data samples. Be = 1730 gives
the max. acceptance for the NVX sample.

The events for the analysis carried out in this work constitute a subset of the total amount
of data collected during the luminosity run period 1994.
The selected events pass through the trigger Levels 1 and 4 (see ch. 3.3) of the data
acquisition and the Level 5 in which the information from all sub-detectors is completely
reconstructed. After this first selection procedure the data are classified according to
physics classes 3.

3The class of event used as starting point of the selection is called class 11 its definition is given in
[84]



The acquired runs4 considered in the data selection fulfill the condition to have almost
every main detector operational; they are classified to have either a good or a medium
quality according the criteria assumed in the HIEp5 data base for the run classification
of the 1994 Luminosity period.
In general an ideal selection would contain all events representing the analyzed physics
processes. At the same the selection should not include events produced by undesired
processes which represent background on the measurements. This ideal situation is how-
ever not realizable using the full detector acceptance. In order to define a sample with
almost ideal characteristics and which is well represented by simulated events, range of
values of physical variables, reconstructed quantities and of the event kinematics must be
used. These variable ranges or selection criteria, which define the measurement accep-
tance, are based on the precision and reliability of the measurement of the same variables.
The precision and reliability determination are obtained from MC simulations of events
and detector. Simulations have also to be used to correct the measurements for detector
effects. As introduced in ch. 2.4 and 5.4 a correct interpretation of the events is possible
when the simulation of the known physics processes and of the detector response to the
same events is well established. This means that the distributions of the main physics
observables of experimental data are reproduced to a satisfactory extent.
The analysis in this chapter is performed using the following HI sub-detectors described
in ch. 3.2 and 4 and grouped as follows:

2. the central jet chambers used in this analysis for the reconstruction of the interaction
point (vertex of the event)

3. the Backward Electro-magnetic Calorimeter (BEMC) and the Backward Propor-
tional Chamber (BPC), used for the scattered electron identification and the mea-
surement of its energy and position;

4. the Liquid Argon and the PLUG calorimeter for the measurement of energy and
position of the particles associated to the hadronic system X.

The selection criteria (cuts) used to define the data sample have been developed within the
"flow and spectra" physics working group of the HI collaboration. The same have been
used in a similar way in previous analysises of the hadronic final states [90, 92, 93, 83].
These cuts are explained below.
The distributions shown in the following concern data and MC samples after the cuts
discussed in this section.

4The run is a small unit of acquired data. Typically a run contains a number of the order of 104
events. In every run, parameters of the detector, trigger or electronics can be re-adjusted.

5The run classification good means that all major systems are operational (major systems are: JCl-2,
LAr, Muons, BPC, Lumi, BEMC, MWPC, FTplanar). Medium means that one or more major systems
are out of operation or several minor systems out of operation (minor systems are: FwMuons, COZ, CIZ,
FPS, CST, PLUG, BST, FTradial, FNC, RZ-trigger, DCRPhi-trigger, z-vrtx-trigger, FwMuon-trigger).



• The high rate background originated upstream of the main detectors from beam-gas
and beam-wall interaction events is rejected using the veto signals from the ToF and
veto Wall systems.
A further condition to suppress background events is the bound on the z-coordinate
of the vertex in a coordinate window defined by IZvertex - zl < 30 cm.
The distributions of the vertex z-coordinate for data and MC is shown in fig. 6.2 for
the NVX and SVX samples. Both data distribution of the reconstructed interaction
points are Gaussian as expected.
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Figure 6.2: Distributions of the z-coordinate of the reconstructed event vertex for the NVX
and SVX selections. Shown are the data compared to Me simulation.

• The determination of the event vertex, reconstructed using the charged particle
tracks in the central jet chambers and the electron candidate hit in the BPC, per-
mit the determination of the scattering angle e of the electron. The reconstructed
polar direction must be within the interval 1570 < e < 1730 for the NVX sample
and within 1640 < e < 1760 for the SVX sample. Furthermore in order to ensure
the full containment of the electro-magnetic shower in the BEMC, the radial coor-
dinate of the hit in the BPC rBPC = (x1pc + y1pc) t should be within the range
15 < rBPC < 60 cm and additionally have IXBPcl + IYBPcl > 18 cm.
The distributions of the reconstructed angles are shown in fig. 6.3.
The electron identification in the BEMC is based on the combined information from
the BEMC and BPC sub-detectors. The electron candidate is defined as the most
energetic BEMC cluster having an energy weighted cluster radius (ECRA estima-
tor) smaller than 4 cm and a BPC hit within a radius of 4 cm around the cluster
center of gravity [85].
The electron energy is required to be larger than 12 GeV, in order to suppress
photo-production events with mis-identified electrons. The energy cut on the elec-
tron cluster ensures 100% trigger efficiency [86]. By requiring hits in the proportional
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Figure 6.3: Distribution of the electron scattering angle a for the NVX and SVX selections.
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chamber corresponding to the BEMC cluster mis-identification of gammas as elec-
trons is avoided. Figure 6.4 shows the energy distribution of the scattered electron.
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Figure 6.4: Distribution of the scattered electron energy for the NVX and SVX selections.
The data are compared to MC simulation.

The event selection with the scattered electron in the BEMC ensures a DIS event
selection with a transfered four momentum, Q2 < 100 GeV2 as is shown in fig.
6.1.



• The value of the total quantity E - pz reconstructed in the detector as Li(E -
PZ)i with i running over all calorimeter clusters, is required to be within the range
30 < E - pz < 70 GeV. The expected value for E - pz is 2Ee in which Ee is
the electron beam energy and whereby the equivalence follows from energy and
momentum conservation.
Proton-induced background events can produce values of E - pz larger than 70 GeV
which are suppressed by this cut. On the other hand, untagged photo-production
events where the electron remains undetected in the beam pipe, may produce small
values of E - pz and are efficiently rejected by the condition E - pz > 30 GeV. The
same is valid for initial state radiation (ISR) in which the interacting electron has
an energy Ee < 27.5 GeV. Fig. 6.5 shows the E - pz distribution for the data and
the Me simulations after all cuts are applied.
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Figure 6.5: Distribution of E - pz for the NVX and SVX selections. Shown are the data
compared to Me simulations .

• The rapidity gap events (ch. 3.4) are excluded by requiring more than 0.5 GeV
between 4.4° < ()< 15° in the calorimeter.

The kinematic variables introduced in ch. 2.1 can be evaluated with different recon-
struction methods based on measurable quantities within the detectors. A review of the
different methods can be found in [87].
In this work the determination of the event kinematic make use of the polar angle and
energy of the scattered electron, and of the given nominal electron-beam energy (electron



method). From the electron method follows:

Q; = 2EeE~(1 + cos Be)
E'Ye = 1 - _e (1 - cos Be)
Ee

where E~ is the energy of the scattered electron; the calculation of x follows from the
relationship:

(6.1 )

(6.2)

The Jaquet-Blondel method [36] using hadronic quantities and the double angle method
have been considered for the cut on the invariant mass of the hadronic system and to "
check the consistency of the results.
In the phase space region considered, the electron method produces on average the better
overall resolution on the determination of the kinematic variables and has been therefore
used.
The cuts applied on the kinematic variables are as follows: on the invariant mass squared
of the hadronic system W; (6), the cut W; > 4400 Gey2 ensures, in general a certain
level of hadronic activity in the detector. Furthermore in order to suppress events with
radiative processes the same condition is applied to this variable calculated from hadronic
quantity Wr The distributions of W;h calculated with the electron and the hadron
methods are shown in fig.6.6. The differ~nt shape of the distributions of the variables We

2

and Wl depend on the different detector acceptance and resolution to scattered electrons
and hadrons.
The cut on W; and on the scattered electron energy E~ > 12 GeY limit the variable Y
to within the interval 0.05 < y < 0.6 ; the distribution of y in comparison with MC is
shown in fig. 6.7. Finally the distributions of the kinematic variables x and Q2 and the
comparisons with MC simulations are shown in figure 6.8.
The selection cuts adopted constrain the kinematic variables x and Q2 to within the range:

for the SYX data sample (see fig. 6.10 and 6.11). In the latter sample the contamination
due to photo-production 3%. These contributions have been estimated by MC studies in
an analysis using identical cuts [83].
All the plots shown in this section present the comparison of data with the MC simulation.
The different data distributions are on average well described by both shown simulation.
This permits the correction of the data to the detector effects by using the simulated data
as described in the following section.
Figure 6.9 shows the event display of a typical event selected using the presented criteria.
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Figure 6.6: Distribution of the invariant mass of the ,* - P system calculated from the
electron variables We and from hadronic variables Wh both for the NVX and SVX selec-
tions. The data are compared with the Me simulations.

The experimental measurements are always influenced by detector effects7. In order to
correct data to detector effects and to estimate the error magnitudes, Me simulations are
used as explained in the following.

7There are different effects which depend on detector characteristics as for example resolution, sensi-
tivity, precision, linearity range and so on. All kind of detector characteristics and interplay determines
the response function R(Xl .... Xn) of the detector.
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The corrected data are detector independent, therefore they can be compared with mo-
dels, theories and eventually with other experimental results.
The correction procedure used here, takes into account detector effects and also the ef-
fects on the measurement produced by the radiative events. In the latter case the event
kinematic may be wrongly reconstructed producing event migration between the phase
space bins and thus distorting the measurements.
The detector effect can be evaluated using simulated data from a MC-model which de-
scribes the general features of the data. As shown in the previous section only in this case
it is possible to use the measurement for comparison with theory, MC models or other
experimental results. This is the case for the MC-models used in this work as shown in
the previous section. The radiative corrections are performed with the DJANGO MC-
generator[88] as illustrated in [83].
The measurements of physics variables is in general a derived measurement. Thus the
measurement of the true distribution f( u) of a physical variable u is performed by measu-
ring the distribution s( v) of the variable v which is typically a detector signal correlated
with u. The relationship between the distribution at the detector level s( v) and the true
distribution f( u) can be expressed using the following integral equation:

s(v) = J R(u,v)f(u)du + b(v)

where the function R( u, v) represents the response function of the detector and the func-
tion b(y) the distribution of the background to the signal [89].
The problem consists therefore in the resolution of eq. (6.4) with respect to the function
f( u). In the real case the functions s( v), b( v) and f( u) can have the form of discrete
binned distributions. The numerical equation system associated with the equation 6.4
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where i)k are bin indexes and n is the number of bins. If the measured signal v is well
correlated with the variable u and the bin extension is not small with respect to the signal
resolution, it follows that the non-diagonal matrix elements Ri,k with i =I k can be set
to zero to a good approximation. In this case the solution of the equation 6.5 is straight
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The factors 1/ Ri,i can be calculated as the ratio: 1/ Ri,i = fiMC / sf'!c where sf'!c and fiMC

are calculated using Me simulated events.
The distribution value at the j-th of the n interval becomes:



6.3 'Transverse energy flow

In this section the corrected differential distributions of the averaged transverse energy
flow per event and pseudo-rapidity ('rJ) units are presented. The measurement of this
observable, performed in different sub-regions (bins) of phase space, is reported in this
and in the subsequent section. It extends the existing published data [90, 91, 92, 93, 94]
by adding results in a pseudo rapidity region 8 where no previous measurement has been
ever performed.
The measurement of the transverse energy flow at HERA is motivated by the possibility
to extend the knowledge regarding the parton dynamics within hadronic matter, in the
low x region of the available phase space. The measurement of the proton structure func-
tion F2(x, Q2) which rises steeply with decreasing x [95, 96] is compatible with the two
different evolution equations (DGLAP and BFKL). The measurement of F2(x, Q2) can be
based only on the determination of the variables associated with the scattered electron,
neglecting the properties of the hadronic final states. Thus it may not provide conclusive
results in discriminating which evolution equation best describes the parton dynamics at
low x, because of the missing information on the hadronic final stated.
It has been proposed [34, 98, 99, 100] that the hadronic final state in DIS events, might
provide observables more sensitive to the parton dynamics than the structure function.
One example of a variable assuming different values in the case of the DGLAP and the
BFKL approaches is the transverse energy flow in the central rapidity region between the
current-jet and the proton remnant [101, 102].
Even more detailed information related to the hadronic final state in Deep Inelastic Scat-
tering at HERA is given by the transverse energy flow as a function of the pseudo-rapidity.
Starting from these motivations, the energy flow measurement is compared with the MC
predictions from the models presented in ch. 2.4.
In previous DIS and e+e- experiments the properties of the hadronic final state were
well described using the available MC models. Thus it is interesting to verify the predic-
tions of the models in the new phase space region accessible at HERA as a test of the
understanding of the hadronic matter with the present theory.

In order to perform the energy flow measurement as a function of x for almost fixed Q2
values, a partition in x and Q2 as indicated in figures 6.10 and 6.11 has been chosen. On
the figures which represent the kinematic plane, the angular acceptance and the major cuts
on the event kinematics are indicated. Furthermore average values and the resolution9

of the two kinematic variables used is shown within each phase space bin. The choice
of the dimension of the interval ~i( x) and ~i( Q2) should be larger than the errors O"i(x)
and O"i( Q2). This criterion limits the migration of events even between adjacent bins

8Towards the proton remnant fragmentation region

9The resolution for a kinematic variable v is calculated as follows: ~ =
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Figure 6.10: Phase space partition for the SVX data sample. The sub-regions (bins) are
indicated with the number from 1 to 10 and contain each one the point individuated by
the average values of x and Q2 calculated in the bin. The error bars represent the variable
resolution multiplied by the variable average.

Figure 6.11: Phase space partition for the NVX data. The bins are indicated with the
number from 11 to 21. The average values of x and Q2 calculated in each bin are shown
with error bars representing the variable resolution multiplied the variable average.



and ensures a large number of events per phase space bin thereby minimizing statistical
fluctuations on the measurements [83].

According eq. (6.7) in order to correct the averaged transverse energy flow as a function of
the pseudo rapidity, it is necessary to calculate the correction factors ffc /src depending
on the detector response. This should be performed in each pseudo rapidity bin in which
the transverse energy flow is measured. The correction factors are obtained by considering
the MC simulation at the generator level and after the full detector simulation. The
calculation of the factors, ffc / src, for the bin by bin correction for the transverse energy
flow as a function of pseudo rapidity is performed using simulated events as follows:

(Ern(r/j))
(E[ec(7]J)

where (E~gen),(rec) (7]J) indicate the average transverse energy in the interval 7]j as gener-
ated by the MC (gen) or after the full detector simulation (rec).
In figure 6.12 and 6.13 the values of the factors are plotted for values of 7] between
-3 < 7] < 5 corresponding to the maximal acceptance achievable with the HI calorimeter
systems. In each of the 21 plots, the last three points in the forward region between
3.5 < 7] < 5 refer to the acceptance correction for the PLUG calorimeter. Their values
decrease with increasing pseudo rapidity. For the pseudo rapidity bins 2 and 3 of the
PLUG (see tab.5.4) the factors are close to unity being larger for bin 2 and smaller for
bin 3. In the region affected by the largest amount of inactive material, pseudo rapidity
bin 1, the factor is around 1.5 and is in general smaller for the phase space regions from
1 to 10 (fig. 6.12) in the SVX sample. Because of the acceptance shift (in the SVX
sample) the pseudo rapidity interval 3 < 7] < 3.5 is populated by both LAr and PLUG
measurements. Two effects are responsible for the high values of the correction function
in this pseudo rapidity bin: the de-population of the bin from LAr cells and population
with PLUG cells mostly affected by the inactive material.

The corrected transverse energy flow per event in the laboratory system is shown in
fig. 6.14 for the SVX sample and in figures 6.15 and 6.16 for the NVX sample showing
different MC models. The measurement in bin 21 (fig. 6.15 or 6.16) shows a transverse
energy distribution strongly peaked around 0.5 pseudo rapidity units. The maximum Et
is around 5.4 GeV; the high value of Et depends on the farge transverse energy of the
electron in the laboratory frame. It is evident that this enhanced peak structure tends
to disappear for the phase space bin below 7 (fig. 6.15). In this phase space region (low
x and Q2 values) the distribution of the transverse energy flow appears almost constant
within the interval -1 < 7] < 3. The average value is slightly below 2 GeV.
A comprehensive overview for the considered phase space is shown in fig. 6.17. In this
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Figure 6.13: Correction factors to the transverse energy flow for the 'r/j interval in the 11
bins indicated with the numbers (11 ... 21) of the phase space (NVX sample). Correction
in the laboratory system.
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Figure 6.14: The transverse energy flow as a function of the pseudo rapidity 'Tl in the
laboratory system. The measurement concerns the SVX sample and the phase space par-
tition as shown in fig. 6.10. The data is compared with the DJANGO and HERWIG
Me-models. Only the statistical errors are shown.
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ratory system. The measurement concerns the NVX sample and the phase space partition
as shown in fig. 6.11. The data is compared with the ARIADNE 4.03 and HERWIG
Me-models. Only the statistical errors are shown.
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as shown in fig. 6.11. The data are compared 'with the LEPT06.5 and ARIADNE 4-08
Me-models. Only the statistical errors are shown.



figure the PLUG measurement points are show with systematic and statistical errors
added in quadrature. The evaluation of the systematic errors used in the last plots is
performed in ch. 6.5.
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Figure 6.17: The transverse· energy flow as a function of the pseudo rapidity'fJ in the labo-
ratory system. The measurement concerns the NVX sample and the phase space partition
as shown in fig. 6.11. The data are compared with the DJANGO and HERWIG MC-
models. The errors on the PLUG measurement points include statistical and systematic
contributions.



6.4 Measurement in the hadronic center of mass sys-
tem

The asymmetric momentum beams within of the HERA machine, make the use of a frame
system different from the laboratory system worthwhile. In order to be able to compare
the data with the theory or with other experimental results, the hadronic center of mass
system (CMS) is the most natural choice for measurements concerning the hadronic final
state. In fact in such a system the transversal component of scattered electron momentum
is equal to zero. Thus the transverse energy measured depends only on the dynamic of
the partons in the protons and not from the scattered electron transverse energy.
The hadronic center of mass system is the center of mass system of the the virtual photon,* and the incoming proton P.
This system moves within the laboratory with a velocity:

7J = _"ii_+_P_
Eq + Ep

calculated from the components of the 4-momentum q - (Eq;"ii) associated to the virtual
photon and P == (Ep; P) to the incoming proton.
The direction of the z-axis in the CMS after the Lorentz transformation is defined by
the direction of the virtual photon. With this choice the proton remnant lies within the
negative region of the CMS pseudo rapidity 'rJ*.
As in the case of the transverse energy flow measurement in the laboratory system, the
correction factors for each interval of pseudo rapidity 'rJ*, and for each of the 21 phase
space sub-regions have been calculated using events simulated produced by the DJANGO
MC. The results are shown in fig. 6.18 and 6.19. Since for each event the velocity 7J
and consequently the Lorentz transformation may in general change, the acceptance of
the detector in this frame may be shifted on an event by event basis. In the transition
regions between the calorimeters the pseudo rapidity bin may not be totally filled. As
a consequence, the factors can vary discontinuously from pseudo rapidity bin to bin and
produce a non-reliable correction of the transverse energy in that bin. In such cases the
correction factor and the associated measurement points have been excluded from the
presented results. The excluded points around the boundary region between the PLUG
and the LAr calorimeter are affected by the largest amount of inactive material. In this
transition region the uncertainty on the correction is larger as quantified in the next sec-
tion. The corrected transverse energy flow per event in the CMS is shown in fig. 6.14
for the SVX sample and in figures 6.15 and 6.16 for the NVX sample. The experimental
results are compared with different MC-models. The difference between the model pre-
dictions for a certain interval of Q2 (for ex. for 5 ~ Q2 ~ 10 GeV2 are shown in the phase
space sub-regions 13,14,15,16 ) increases with decreasing x, in particular in the negative
pseudo-rapidity region 'rJ* which is covered by the PLUG.
Figure 6.23 shows an overview of the transverse energy flow as a function of the pseudo-
rapidity 'rJ* over the full considered phase space. The measurements performed with the
PLUG are shown with systematic and statistical errors added in quadrature. Even con-
sidering the full error, the model implemented in HERWIG5.8d shows a better agreement
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Figure 6.18: Correction factors to the transverse energy flow for the 'r/; interval in the 10
bins of the phase space (SVX sample). Correction in the center of mass system.
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Figure 6.19: Correction factors to the transverse energy flow for the r;; interval in the 11
bins indicated with the numbers (11 ... 21) of the phase space (NVX sample). Correction
in the center of mass system.
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Figure 6.20: The transverse energy flow as a function of the pseudo rapidity T/* in the
center of mass system (CMS). The measurement concerns the SVX sample and the phase
space partition as shown in fig. 6.10. The data is compared with the DJANGO and
HERWIG MC-models. The statistical errors are shown.
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Figure 6.21: The transverse energy flow as a function of the pseudo rapidity ry* in the CMS.
The measurement concerns the NVX sample and the phase space partition as shown in
fig. 6.11 The data is compared with the ARIADNE 4.03 and HERWIG MC-models. The
statistical errors are shown.
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Figure 6.22: The transverse energy flow as a function of the pseudo rapidity "1* in the CMS.
The measurement concerns the NVX sample and the phase space partition as shown in
fig. 6.11. The data is compared with the LEPTO and ARIADNE 4.08 MC-models. The
statistical errors are shown.
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Figure 6.23: The transverse energy flow as a function of the pseudo rapidity r( in the
CMS. The data is compared with the ARIADNE 4-08! HERWIG and LEPT06.5 MC-
models. The errors on the PLUG measurement points include statistical and systematic
contributions.



to the experimental data than LEPT06.5 and ARIADNE4.08.
\i\lith respect to that the interpretation of the results, assuming the MC models HER-
WIG and ARIADNE as in some sense representative of the DGLAP and BFKL evolution
equations, indicates that the DGLAP perturbative approach even at this low value of x
is fully compatible with the measurements presented here.

6.5 Systematic effects on the measurements

In this section systematic effects on the transverse energy flow measurement in the accep-
tance region of the PLUG calorimeter are summarized and a systematic error is evaluated.
A detailed study of the systematic errors on the transverse energy measurements in the
BEMC and LAr region has been performed elsewhere [83].

The first contribution to the uncertainty on the transverse energy flow is given by the
error on the energy scale since Et = E sin (). The energy scale error has been evaluated
in the ch. 5.3; its relative value t:>.l = 0.084 is constant over the three PLUG measu-
rement points. The contribution due to the error on the determination of the energy
deposition in the PLUG calorimeter cells, which enter in the Et calculation because of
the () determination, depend on the precision of the shower simulation. This precision is
mainly limited because the full simulated events used in the analysis are produced using
the fast simulation (see ch. 5.4). Even if the energy of a shower is well reproduced in the
simulated events, the cell multiplicity can not be exactly described by the fast MC. As a
consequence the lateral dimension of the showers may be underestimated thus affecting
the position determination (thereby the angle ()) of the energy deposition in the MC sim-
ulated events used for the corrections (ch. 5.5 and 6.2). This effect is estimated to be not
larger than 1%.

The uncertainty of the inactive material correction has been investigated in ch. 5.8
using data from the SVX and NVX selections. The estimated value of the systematic
error in the central region of the PLUG (bin 2) is 5%. The error value associated to bin
3 is assumed to be not larger than the value associated to bin 2. This is a reasonable
assumption considering that the amount of inactive material affecting the bin 3 region is
not larger, but even smaller than that affecting bin 2. From a conservative estimation 5%
error is associated to the bin 3 too. According to the previous assumption an error value
twice as large is associated to the region bin 1 since the amount of inactive material in
front of this region is about a factor two than that in bin 2 (see fig. 5.10).

The dependency of the shower model on energy determination has been investigated
comparing MC events generated with the Ariadne model and simulated using GHEISHA
and Calor as shower transport codes (see ch. 5.4). The relative differences between the
model in the different PLUG region are given in the table 6.1. As expected these effects
are larger in the extreme sections of the calorimeter. In fact the different spatial energy
distribution in the shower models influences more the calorimeter response in the PLUG
sections where the energy leakage is large.



The Me-model dependency has been evaluated using the relative difference of the
correction factors calculated in eq. 6.8 using DJANGO and HERWIG. Figure 6.24 shows
the comparison of the factors over the total considered acceptance. The values associated
to this source are given in table 6.1 too .
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Figure 6.24: Comparison of the correction factors obtained using two MC-models in the
laboratory system. The relative difference between the corrections is large in the BEMC
region because of the limited response to hadrons -3 < 'r/ < -2, and it is within 10% in the
pseudo-rapidity region -2 < 'r/ < 3. The difference reach 20% in the acceptance region of
the PLUG because of the inactive material and the difference in particle spectrum between
the models.

The noise and pile up effects discussed in ch. 4.6 have been subtracted from the signal
according eq. 6.7. The fraction oftransverse energy subtracted over the average measured
value in the three PLUG regions is given in table 6.l.
In conclusion the systematic error on the transverse energy measurement changes from
31% to 23% in the different angular region of the calorimeter. The larger value of the
error consistently corresponds to the region mostly affected by the inactive material.



PLUG section systematics
error source Bin 1 Bin 2 Bin 3
E-scale 0.084 0.084 0.084
CJ(()(n})/(()) 0.01 0.01 0.01
In. Mat. Cor. 0.10 0.05 0.05
shower code 0.22 0.10 0.20
MC-model 0.18 0.20 0.05
Quadratic sum 0.31 0.24 0.23

I sub. pile-up I 0.18 I 0.09 I 0.03 I
Table 6.1: The different sources of error considered in the total systematic error evaluation
of the transverse energy flow measurement using the PLUG calorimeter.



Chapter 7

Summary and conclusions

In the present work general aspects of the HI experiment at HERA have been presented.
The main emphasis of the work was devoted to the forward silicon-copper sampling calo-
rimeter called PLUG. It extends the calorimetry acceptance of the HI detector by 1.5
pseudo-rapidity units. The purpose of this work was to demonstrate how the PLUG calo-
rimeter can be used in the physics analysis of the deep inelastic scattering events. In
particular the energy measurement of the hadronic final states in the region close to the
beam pipe around the proton remnant has been presented in detail.

The most relevant technical aspects and the performances of the PLUG in the analysis
of the ep scattering have been discussed. These aspects are: the calorimeter monitoring,
the energy calibration, the simulation, the response linearity and the energy resolution
within the configuration of HI. The energy-measurement performance, largely discussed
in the fifth chapter, is strongly limited by the inactive material in front of the calorimeter.
To permit the energy determination even in the presence of large amount of inactive
material a energy correction has been developed. This correction technique is based on the
complete simulation of DIS events in the HI detector. The correction takes into account
the uncorrected event energy measured in the PLUG (Erec), its spatial distribution and
the angular distribution of inactive material. The resulting corrected energy is optimized
to reproduce the energy on an event by event basis. This achievement, which further
permits the reconstruction of the shape of the distribution of the generated energy has
been demonstrated using simulated events. The correlation plot between the energy
generated within the PLUG angular acceptance versus the corrected energy in the same
acceptance range demonstrate also the reliability of the correction on an event by event
basis.
The PLUG energy resolution within HI has been determined using DIS simulated events
in the range between 10 and 110 GeV. From the resolution determination it follows that
the energy measurement on a single event basis is possible for PLUG corrected energies
from 30 to 110 GeV. In this energy window the resolution improves with increasing energy
varying from 80 to 35 %. Since more than 50 % of DIS events are expected to have a
PLUG energy within the given energy window, even the energy determination of forward
jets within the PLUG seems feasible for future analysis.



For events with larger generated energy the calorimeter is affected by signal saturation
(almost 40 % for event energy of 280 GeY) due to particle leakage from the calorimeter
volume. For energies below 30 GeY, the resolution rises steeply to values much larger
than 100 % because of the absorption of low energy particles in the inactive material. In
such cases single event measurements are not practicable without change of the forward
configuration of HI and further corrections.

The most important result achieved in the analysis presented in chapter 6 is the trans-
verse energy flow measurement of the hadronic final states in deep inelastic scattering.
The events belong to the region of the HERA phase space with 2.5 < Q2 < 100 Gey2

and 10-5 < X < 10-2. The physics analysis starts from the events selection. The cuts
depending on the detector, physics variables and event kinematics have been discussed
and the related distributions for data and MC simulated events have been shown. The
presented MC simulations demonstrate a general description of the data and permit the
correction of detector effects on the measurements.
Data have been analyzed in both laboratory and center of mass (CMS) systems. The
corrected transverse energy flow as a function of the pseudo-rapidity ('r/) measured using
the PLUG calorimeter of the HI detector has been presented. These represent the first
measurements of this kind ever performed at such extreme pseudo-rapidity values.
The measurements cover the full HI calorimeter system's acceptance. The part of the
measurements performed exclusively with the PLUG are in the pseudo-rapidity regions
between 3.5 < 'r/ < 5 in the laboratory system and between -3 < 'r/* < -1 in the CMS.
The measurements in the center of mass system of the hadronic final states properties are
easier to interpret than those in the laboratory system. In fact in the CMS the transverse
momentum of the electron vanishes by definition and does not contribute to the transverse
energy of the hadronic final states. In this system the transverse energy of the hadrons
reflects properties of the structure of the hadronic matter and of the parton dynamics
within it.
Different MC models have been compared with the results of the measurements. From
these comparisons and from the results on the tuning of MC simulation models to HERA
physics [97]it follows that an agreement with the energy flow measurements can be reached
using different models. For example, the simulation models: HERWIG and ARIADNE
are flexible enough to describe fairly well data when adequately tuned.
These results even if affected by systematic error of about 25%, are useful in the fine
tuning of MC models. Furthermore the presented measurements improve the detail of
knowledge of the hadron structure in the very low x region of the phase space which is
still considered one of the most important test fields for the QCD theory.
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