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von

Krzysztof Nowak
aus

Polen

Promotionskomitee
Prof. Dr. Ulrich Straumann (Vorsitz)

Dr. Katharina Müller
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Abstract

This thesis presents measurement of the production of prompt photons in photoproduction
with the H1 experiment at HERA. The analysis is based on the data taken in the years
2004-2007, with a total integrated luminosity of 340 pb−1. The main difficulty of the
measurement comes from the high background of neutral mesons decaying into photons.
It is accounted for with the help of multivariate analysis. Prompt photon cross sections
are measured with the low negative four-momentum transfer squared Q2 < 1 GeV2 and
in the inelasticity range 0.1 < y < 0.7 for photons with a transverse energy 6 < Eγ

T <
15GeV and in the pseudorapidity range −1.0 < ηγ < 2.4 as a function of photons
transverse energy and its pseudorapidity.

Cross sections for prompt photon events with an additional hadronic jet are measured as
a function of the transverse energy and pseudorapidity of the jet and of the momentum
fractions xγ and xp of the incident photon and proton carried by the constituents partic-
ipating in the hard scattering process. Additionally, the transverse correlation between
the photon and the jet is studied. The results are compared with predictions of a next-
to-leading order calculation and a calculation based on the kT factorisation approach.
Neither of calculations is able to describe all the aspects of the measurement.

Kurzfassung

In dieser Arbeit wird die Produktion von prompten Photonen in Photoproduktion mit
dem H1 Detektor bei HERA vorgestellt. Die Analyse basiert auf den Daten der Daten-
nahmeperiode 2004-2007 mit einer integrierten Luminosität von 340 pb−1. Die Mes-
sung wird erschwert durch den hohen Anteil von Untergrundereignissen vom Zerfall von
neutralen Mesonen. Dieser wird mit Hilfe einer multivariaten Analyse bestimmt. Der
Wirkungsquerschnitt von prompten Photonen mit einer transversalen Energie im Bereich
von 6 < Eγ

T < 15GeV und der Pseudorapidität −1.0 < ηγ < 2.4 für Ereignisse mit
negativem Viererimpusübertrag Q2 < 1 GeV2 und Inelastizität im Bereich 0.1 < y < 0.7
werden als Funktion von ηγund Eγ

T gemessen.

Zusätzlich werden Wirkungsquerschnitte für Ereignisse mit einem Photon und einem
zusätzlichen hadronischen Jet als Funktion der transversalen Energie und Pseudorapidität
des Jets und des Impulsbruchteils, der von den wechselwirkenden Partonen getragen wird,
gemessen. Die Ereignisse mit einem Photon und hadronischen Jet werden ausserdem be-
nutzt, um die transversalen Korrelationen zwischen dem Jet und dem Photon zu unter-
suchen. Die Resultate werden mit Vorhersagen von zwei verschiedenen QCD Rechnun-
gen verglichen, welche beide nicht in der Lage sind, die Verteilungen in allen Details zu
beschreiben.
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Introduction

The Standard Model is a well established theory proved to be successful in describing
fundamental particles and their interactions. It reduces almost all the variety of subatomic
effects into interaction of twelve fundamental particles, six quarks and six leptons. Three
forces, electromagnetic, weak and strong are carried by particles called bosons. All the
masses are acquired by a coupling to the Higgs boson, the only still undiscovered particle
of the Standard Model. Even though the Standard Model is not considered as a final and
complete theory, it appears extremely difficult to obtain experimental data contradicting
its predictions. It is believed though that new physics data needs to be observed at
higher energies, as the Standard Model can not for example describe successfully the
gravitational force, explain the dark matter / energy phenomena or the observed matter
- antimatter asymmetry.

The electron-proton collider, HERA, has been developed particularly to improve the un-
derstanding of the strong interaction described by the quantum chromodynamics (QCD)
theory. The QCD introduces eight massles bosons, called gluons, carriers of the strong
force. Its strength is given by the coupling constant αs, which increases with the dis-
tance, the effect giving rise to the concept of quark confinement. At high energy scales
and short distances the strength is sufficiently small to allow perturbative calculations,
where scattering amplitudes are expressed in power series of the coupling constant. At
larger distances though, QCD calculations become increasingly difficult and processes
such as hadronisation, by which partons emerging from high energy collisions form colour
neutral hadrons, require further understanding.

Among a large variety of processes which can be studied at HERA, this work concentrates
on the prompt photon production. The term prompt photons is commonly used to de-
scribe photons produced directly in the hard interaction, as opposed to secondary photons
coming from the decays of unstable particles. Prompt photon measurements, as opposed
to measurement based purely on jets are believed to be less sensitive on the details of the
non perturbative hadronisation process and can be used to test the QCD predictions. In
the region of low four momentum transfer squared between the electron and the proton, so
called photoproduction, in addition to the direct interaction of the mediating photon, the
contribution of resolved events, where mediating photon fluctuates into a partonic state,
becomes more important. Accordingly, prompt photon measurements in photoproduction
are sensitive to the hadronic structure of both the proton and the photon. Furthermore, a
good understanding of the Standard Model production of isolated photons is required for
new physics searches in future experiments, particularly for a search for the Higgs boson in
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the two photon decay channel for relatively small Higgs particle masses (MH < 140 GeV).

In this thesis the prompt photon measurement in photoproduction is presented. The
study is based on data collected by the H1 detector in the years 2004-2007 with an
integrated luminosity of 340 pb−1. The study significantly extends the phase space of the
previous prompt photon measurement in photoproduction towards photons produced in
the forward region of the detector and lower event inelasticities. The extension enhances
the contribution of resolved events and consistently improves the sensitivity to the parton
density function of the photon.

The main experimental difficulty are secondary photons produced in the decays of un-
stable neutral hadrons, such as π0 → γγ. The prompt photon signal is extracted with a
multivariate analysis based on the shape of the energy deposits in the calorimeter. The
high statistics of HERA II data used for this analysis, increased by a factor of three com-
pared to the previous measurement, allows to use a sophisticated unfolding method to
separate photons from background and determine the cross sections. The production of
prompt photons is studied in the inclusive phase space and in the phase space of photons
accompanied by the hadronic jet.

The results of this work have been approved by the H1 collaboration, have been shown
on several conferences and are in the process of being published.

The outline of this work is as follows:

• Chapter 1, Theoretical framework, lays the basis needed for the understanding of this
study. General concepts of particle physics are introduced with a special emphasis
on the prompt photon production. A review on recent prompt photon measurement
is also given.

• Chapter 2, Theoretical predictions, describes the QCD calculations and the Monte
Carlo predictions used in this analysis.

• Chapter 3, The H1 experiment at HERA, provides an overview of the HERA collider
and the H1 detector, with the most important detector compontents for this analysis
briefly highlighted.

• Chapter 4, Event reconstruction and preselection, gives the basic informations of the
data used in this analysis and its reconstruction. The trigger used and the selection
of electron-proton interactions is also discussed.

• Chapter 5, Prompt photon selection, presents the prompt photon in photoproduction
event signature with detailed description of cuts applied to obtain the final selection.

• Chapter 6, Photon signal extraction, gives an overview of the method employed to
discriminate between prompt photon signal and neutral hadron background. It is
based on the cluster shapes combined with a multivariate analysis.

• Chapter 7, Calibration and tuning, shortly summarises efforts made to improve the
Monte Carlo description of the data, particularly to correct the simulation of the
cluster shapes which is essential for the final results.
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• Chapter 8, Cross section building, describes in details the unfolding method em-
ployed for a determination of the results. This chapter uses all the pieces introduced
previously, such as data selection, Monte Carlo simulation and signal to background
discrimination to produce the final cross sections. The measurement errors are also
discussed. Furthermore, it describes the correction applied to the QCD calculations.

• Chapter 9, Results, is the place where the final cross sections are presented and
discussed in comparison to the theoretical predictions.
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Chapter 1

Theoretical framework

This chapter introduces the theoretical basis needed for the understanding of prompt
photon production in photoproduction. In sections 1.1 and 1.2 the theoretical introduc-
tion to the Standard Model and the electron-proton scattering is given. Prompt photon
theory and summary of recent studies is presented in sections 1.3 and 1.4. The chapter is
finished with discussion of the prompt photon analysis motivation. Finally, the goals for
the described work are defined in section 1.5 setting the foundament for the discussion
following in next chapters.

1.1 The standard model

The Standard Model (SM) is the experimentally well-tested theory of the particle physics
based on fundamental particles and their interactions. Within this model, fundamental
particles can be classified according to three basic types: quarks, leptons and gauge bosons
(the carriers of force). The quarks and leptons, which in turn are divided into three
generations, are members of a family of particles called fermions (particles with half
integer spin). The properties of these fundamental fermions are summarized in table 1.1.
Experimentally six different types of quarks, known as flavours, have been observed: up
(u), down (d), charm (c), strange (s), top (t) and bottom (b) are grouped into three
generations. The left handed (L) quarks, which have the spin oppositely aligned with the
direction of motion, are grouped into the doublets. The right handed (R) quarks, where
the spin is aligned with the direction of motion, are grouped into singlets.

(

u
d

)

L

,

(

c
s

)

L

,

(

t
b

)

L

, uR, dR, cR, sR, tR, bR (1.1)

All visible matter is composed of the first generation particles, e.g. protons and neutrons
are made out of u and d quarks. Quarks have never been observed as free isolated states,
but only exist in bound states, e.g. baryons represent the bound states of three quarks
(qqq), and mesons, the bound state of the quark-antiquark (qq̄) pairs.

Leptons are spin 1/2 particles which can be observed as free particles. Analogous to the
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Gene- Quarks Leptons

ration Flavour Q M [GeV] Flavour Q M [GeV]

1st u (up) +2/3 2.55+0.75
−1.05 × 10−3 e (electron) −1 5.1 × 10−4

d (down) −1/3 5.04+0.96
−1.54 × 10−3 νe (e-neutrino) 0 < 1 × 10−8

2nd c (charm) +2/3 1.27+0.07
−0.11 × 100 µ (muon) −1 0.105

s (strange) −1/3 104+26
−34 × 10−3 νµ (µ-neutrino) 0 < 2 × 10−4

3rd t (top) +2/3 171.2+2.1
−2.1 × 100 τ (tau) −1 1.776

b (bottom) −1/3 4.20+0.17
−0.07 × 100 ντ (τ -neutrino) 0 < 2 × 10−2

Table 1.1: The properties of the fundamental fermions (quarks and leptons, spin = 1/2)
of the SM [1, 2]. The anti-particle partners of these fermions (not included in the table)
have the same mass (M), but opposite electric charge (Q). Q is given in units of the proton
charge.

quarks, there are 3 known generations which differ from each other only in mass and
flavour. The electron (e), muon (µ) and tau (τ) particles each have an associated low
mass, chargeless neutrino. Leptons are also group into singlets and doublets:





e

νe





L

,





µ

νµ





L

,





τ

ντ





L

, eR, µR, τR (1.2)

The neutrinos, neutral leptons, are considered to be massless within the SM. The obser-
vation of neutrino mixing [3–7] however, has shown that in fact they can not be massles.
The electron, like the proton, is a stable particle and is present in almost all matter. The
µ and τ particles are unstable and are found primarily in cosmic rays.

Important ingredients of the SM are the intermediate gauge bosons, or the carriers of
force. Table 1.2 lists the fundamental forces and their carriers. The gauge bosons transmit
three of the four fundamental forces through which matter interacts. The gluon (g) is
responsible for the strong force, which binds together quarks inside protons and neutrons,
and holds together protons and neutrons inside atomic nuclei. The photon (γ) is the
electromagnetic force carrier that governs electron orbits and chemical processes. The
photon couples to the electric charge. Lastly, the weak force is mediated by W± and Z0

bosons responsible for radioactive decays. The weak force couples to quarks as well as
to leptons. Due to the lack of colour and electric charge, neutrinos do not interact via
the strong or the electromagnetic force, and therefore interact with matter only via the
weak interactions. Within the SM, theories of electromagnetic and of weak interactions
are unified to the Electroweak theory by Glashow, Salam and Weinberg [8].

The SM includes the strong, electromagnetic and weak forces and all their carrier particles,
and describes how these forces act on all the matter particles. However, the fourth force,
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Force
Force

Coupling
Relative Mass

Spin
carriers strength [GeV]

Strong g (gluon) quarks 1 0 1

Electromagnetic γ (photon) charged particles 1.4 × 10−2 < 3 × 1036 1

Weak W±, Z0 quarks and leptons 2.2 × 10−6 80, 91 1

Gravitational graviton all particles 10−38 0 2

Table 1.2: The fundamental forces and force carriers, i.e gauge bosons [1]. Three kinds of
fundamental forces are combined in the SM. The fourth fundamental interaction, gravity,
is shown separately as it is not yet included in SM.

gravity, is not part of the SM. In fact, attempts have been made to describe gravity as
a quantum field theory, with the interaction mediated by a spin-2 boson, the graviton,
associated to the gravitational field. Such extensions of the SM, however, need also an
adapted description of the SM itself, because of problems such as non-renormalizability.
The gravitational force does not play a significant role in atomic and subatomic processes
because it is much weaker than the SM forces.

Although the SM explains the interactions among quarks, leptons, and bosons, the theory
does not include an important property of elementary particles, their mass. In 1964
Francois Englert and Robert Brout [9], Peter W. Higgs [10], and independently Gerald
Guralnik, C. R. Hagen, and Tom Kibble [11], proposed a mechanism that provides a way
to explain how the fundamental particles could acquire mass. The theory states that the
space is filled with a scalar field, now called the Higgs field. Particles moving through the
field acquire mass. The particle associated with the Higgs field is the Higgs boson, having
no intrinsic spin or electric charge. The Higgs boson does not mediate a force as do the
other gauge bosons and it has not been observed yet. Finding it, is the key to discover
whether the Higgs field exists, and whether the Higgs mechanism for the origin of mass is
indeed correct. Detectors at Fermilab and eventually at the LHC1 at CERN 2 are looking
for the elusive Higgs particle.

1.2 Basics of electron - proton scattering

Electroweak theory describes electron - proton scattering by the exchange of the virtual
gauge bosons. Neutral current (NC) interactions are mediated by either a photon γ
or neutral boson Z0 in opposition to charged current (CC) interactions with exchanged

1Large Hadron Collider.
2Conseil Européen pour la Recherche Nucléaire.
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charged W± boson. Figure 1.1 presents the simplest NC and CC Feymann diagrams with
a standard notation for the four momenta of the given particles provided in brackets. The
final state consists of hadronic system X and the scattered lepton being the electron in
case of NC interactions (ep → eX) and neutrino for CC interactions (ep → νeX).

e(k) e(k′)

γ,Z0(q)

p(P)
X X

a) b)
e(k) νe(k′)

W(q)

p(P)
X X

a) b)

Figure 1.1: Lowest order Feymann diagrams for the neutral current (a) and the charged
current (b) electron - proton scattering process.

a) b)

For a fixed centre of mass energy
√

s the kinematics of the reaction is fully given by
the four-momenta of the scattered particles. If k and k′ denote the four-momenta of the
scattered lepton, P corresponds to the four-momentum of the incoming proton and both
electron and proton masses can be neglected, s can be expressed by

s = (k + P )2 = 4EeEp, (1.3)

where Ee and Ep denote the energy of the electron and proton beams.

The four-momentum transfer q = k − k′ defines the invariant mass of the virtual boson
√

q2. Since q2 has a negative value, the commonly used variable is a negative four-
momentum transfer squared

Q2 = −q2 = −(k − k′)2. (1.4)

The Q2 is also referred to as a virtuality of the exchanged boson and in case of Q2 ≈ 0
the exchanged boson is a quasi-real or on mass-shell particle.

The relative energy transfer of the electron in the proton rest frame is described by the
inelasticity y defined as

y =
q · P
k · P . (1.5)

The Björken scaling variable x is defined as

x =
Q2

2P · q . (1.6)

If the struck parton is colinear to the proton, the Björken scaling variable x represents
the fraction of the four-momentum of the proton carried by the struck quark. Both x and
y take values between zero and one.
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Neglecting particle masses, the quantities given above may be related by

Q2 = x · y · s. (1.7)

Figure 1.2 shows the neutral and charged current cross sections measured by the H1
experiment as a function of Q2. Below Q2 ≈ 3000 GeV the neutral current cross section
clearly dominates. Due to high masses of the Z0 and W± bosons, at lower Q2 their
exchanges are kinematically suppressed. In the following only the pure photon exchange
is considered. The differential NC cross section for the process e±p → e±X is given by

d2σ±
NC

dxdQ2
=

2πα2

xQ4
Y+

(

F2(x, Q2) − y2

Y+
FL(x, Q2)

)

. (1.8)

Here, α denotes the fine structure constant, Y+ = (1 + (1− y)2) is the helicity factor and
F2(x, Q2) and FL(x, Q62) are called proton structure functions, which parametrise the
proton content as probed by the virtual photon. The FL contribution is kinematically
suppressed compared to F2 and becomes significant only at very high event inelasticities
y.

1.2.1 Quark - parton model

In the infinite momentum frame (P 2 ≫ m2
P ), the proton can be considered as a parallel

stream of independent partons, from which every one carry the fraction ξp,i of the lon-
gitudinal proton momentum. This picture is used in the quark parton model (QPM).
Deep inelastic scattering processes can then be interpreted as elastic electron scattering
on a single parton, as visualised in the figure 1.3. Other partons, not participating in the
hard interaction form the proton remnant and are referred to as spectator partons. The
individual partons within the proton are not directly visible and the proton content can
be described by universal probabilistic parton densities. Since the partons in the proton
have been identified as quarks and gluons, for each quark flavour and gluon parton density
functions (PDFs) exist, which give the probability of finding a parton i with a momentum
fraction ξp in the proton.

In the QPM, F2 depends only on x and can be written as

F2(x) = x
∑

q

e2
q

[

f p
q (x) + f p

q̄ (x)
]

, (1.9)

where the sum runs over all the quark flavours q, eq are the quark charges and the functions
f p

q and f p
q̄ contain the quark and antiquark densities in the proton. In this picture the

longitudinal structure function FL disappears

FL(x) = 0. (1.10)

Early experimental results on F2 were effectively in agreement with the so-called scaling
behaviour of F2 (no Q2 dependence of F2). Later, from the observation of the scaling
violation at lower x values, it was concluded that also gluons and gluon splitting into
quark-antiquark pairs have to be considered for the successful description of the proton
content.
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Figure 1.3: Electron - proton scattering in the quark parton model.
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1.2.2 The strong interaction and renormalisation

The QPM fails to explain why quarks are never observed in the final state, although they
appear to be quasi free in deep-inelastic scattering experiments. The model also fails to
describe the scaling violation observed at lower and higher x values. The quantum chro-
modynamics (QCD) theory instead was very successful in describing the measurements.

The QCD provides the quarks with additional quantum number, the colour charge red,
green or blue. The mediating gauge bosons of QCD are eight massless, spin one particles
with no electrical charge. Instead, each gluon carries a combination of colour-anticolour
charge allowing for gluon self-interaction (i.e. splitting g → gg is possible). Gluon self-
coupling is a reason for an anti-screening effect, which causes the strong coupling constant
αs to behave differently than the electromagnetic coupling α. At small momentum scales
(large distances) αs becomes very large and partons interact strongly. This forces the
partons to be bound into colour neutral states, called hadrons. The mentioned effect is
called confinement. With increasing momentum scale, αs becomes very small, until the
parton is effectively observed as a free particle. This effect is usually called asymptotic
freedom.

In perturbative QCD (pQCD) particle scattering cross sections are given as a power series
in αs. Quark and gluon loop diagrams, such as shown in figure 1.4 start contributing
beyond leading order (LO). The calculation of such loop contributions incorporates an
integration over all particle momenta p in the loop. In the limit p → ∞ ultraviolet
(UV) divergences occur which can be absorbed by introducing an arbitrary dimensionless
renormalisation scale µR. Above µR scale all loops are absorbed into the coupling constant.
The strong coupling constant αs at scale µR > ΛQCD can be written as

αs(µ
2
R) =

12π

(33 − 2Nf) · ln(µ2
R/Λ2

QCD)
, (1.11)

where Nf is the number of quark flavours with mq < µR. The parameter ΛQCD determines
the scale at which αs becomes large, so that power series in αs do not longer converge
and perturbation theory is not applicable anymore. Experimentally ΛQCD was found to
be of order ∼ 200 MeV. The scale dependence of the strong coupling constant αs can be
observed in figure 1.5, the effect often referred to as the running αs.  !"# !" $ %&'()*+,'-./0  12*3,+45(67.&8 9167.&57.&8!" +:%/5(57346();8<=
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Figure 1.4: Higher order loop corrections to the scattering process. Gluon loop (a) and
fermion loop (b).

a) b)



8 Theoretical framework

Q / GeV            
10 210

   
   

   
   

   
 

0.10

0.15

0.20

Q / GeV            
10 210

   
   

   
   

   
 

0.10

0.15

0.20

H1

Q / GeV            
10 210

   
   

   
   

   
 

0.10

0.15

0.20

Q / GeV            
10 210

   
   

   
   

   
 αs

0.10

0.15

0.20

H1 Combined H1 data (incl., 2-, 3-jet)

                 

Theory uncertainty

 fitsα

Normalised Jet Cross Sections

Figure 1.5: The scale dependence of the strong coupling constant αs. Figure taken
from [13].

1.2.3 Factorisation theorem

The calculation of gluon radiations (q → qg, g → gg) and splittings (g → qq̄) in pQCD
gives rise to infrared divergencies. The introduction of a factorisation scale µF cures
the problem in a similar way as the µR does. Above the cut-off scale µF collinear soft
radiations are absorbed into the parton density functions. Reliable pQCD calculations
are possible only for µF ≫ ΛQCD.

Within the factorisation theorem, the proton structure function F2 can be written as
a convolution of perturbatively calculable coefficient functions Ci and parton density
functions fi/p(ξ), which could be interpreted as a probability of finding a parton of type
i carrying a fraction ξ of the protons longitudinal momentum:

F2(x, Q2) = x
∑

i=q,q̄,g

∫ 1

x

dξCi

(

x

ξ
,
Q2

µ2
R

,
µ2

F

µ2
R

, αs(µ
2
R)

)

fi/p(ξ, µ
2
F , µ2

R). (1.12)

Based on the factorisation theorem, the ep cross section can be decomposed in the presence
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of a hard scale, into

σep ∼ fi/p(ξ, µ
2
F ) ⊗ σ̂i,j(ŝ, αs(µ

2
R), µR, µF ) ⊗ fi/γ(ξγ, µ

2
F ). (1.13)

where σ̂ denotes a hard subprocess calculable in pQCD and fi/p and fi/γ are parton density
functions of proton and photon.

1.2.4 Parton evolution model

A calculation of fi/p is beyond the scope of perturbative QCD and it should be extracted
from experimental measurements. Nevertheless, the dependence of fi/p can be studied
theoretically, given that the cross sections must not depend on µF . This leads to parton
evolution equations which are used to evolve parton density functions known at a certain
starting scale µ0 up to the factorisation scale µF . The scale µ0 is usually taken as the
momentum transfer in the hard interaction, µ0 = Q2. In order to solve parton evolution
equations, some approximations must be made, which are expected to be valid only in
certain regions of the phase space. Parton evolution equations can be obtained by gluon
splitting and gluon radiation processes leading to a gluon ladder. The ladder diagram of
gluon emissions is shown in figure 1.6. In the following, three main approximations are
described.

Figure 1.6: A schematic gluon ladder diagram of parton evolution in ep scattering. A
parton from the proton interacts with a virtual photon from the electron after radiating
n gluons. The transverse and longitudinal momenta of each emitted gluon is denoted pT,i

and zi, respectively.

Q2

k2
T , x

k2
T,n, xn

k2
T,n−1, xn−1

k2
T,1, x1

Q2
0, x0

p2
T

p2
T,n, zn

p2
T,n−1, zn−1

p2
T,1, z1
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1.2.4.1 DGLAP evolution equations

The Dockshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [14–18]
define the way in which quark and gluon momentum distribution evolve with the scale of
the interaction. Within DGLAP approach a strong ordering of the transverse momenta
kT,i

Q2 ≫ k2
T,i ≫ k2

Ti−1 ≫ kT,i−2 . . . ≫ kT1
≫ Q2

0, (1.14)

and a soft ordering of the fractional longitudinal momenta xi

xi < xi−1 < xi−2 . . . < x1 (1.15)

are assumed. Here, Q2
0 is the virtuality of the parton at the start of the emission cascade

and Q2 is the virtuality of the exchanged photon. The DGLAP evolution equations are
given by

∂fq/p(x, Q2)

∂ logQ2
=

=
αs(Q

2)

2π

∫ 1

x

dy

y

[

fq/p(y, Q2)Pqq

(

x

y

)

+ fg/p(y, Q2)Pqg

(

x

y

)]

,

(1.16)

∂fg/p(x, Q2)

∂ logQ2
=

=
αs(Q

2)

2π

∫ 1

x

dy

y

[

fq/p(y, Q2)Pgq

(

x

y

)

+ fg/p(y, Q2)Pgg

(

x

y

)]

,

(1.17)

where q and g denote quark and gluon density function respectively and Pij are splitting

functions of a parton i to parton j with the momentum fraction
(

x
y

)

shown in figure 1.7.

Both DGLAP equations assume massles partons and are hence only valid for gluons and
light quarks (u, d and s). The splitting functions are given in leading order by

Pqq(z) =
4

3

(

1 + z2

(1 − z)+

)

+ 2δ(1 − z), (1.18)

Pqg(z) =
1

2

(

z2 + (1 − z)2
)

, (1.19)

Pgq(z) =
4

3

(

1 + (1 − z)2

z

)

, (1.20)

Pgg(z) = 6

(

z

(1 − z)+

+
1 − z

z
+ z(1 − z)

)

+

(

11

2
− nf

3

)

δ(1 − z), (1.21)

where the notation (F (x))+ defines a distribution such that for any sufficiently regular
test function f(x),

∫ 1

0

dxf(x) (F (x))+ =

∫ 1

0

dx (f(x) − f(1))F (x). (1.22)
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Pqq Pgq Pgg Pqg

Figure 1.7: Feymann diagrams for four splitting functions in the DGLAP evolution
equations.

1.2.4.2 BFKL evolution equations

The DGLAP equations neglect terms of the form log(1/x) which may become large as
x becomes small. Summation of such contributions leads to unintegrated gluon distri-
butions (dependent on the transverse momentum kT ), which obey the Balitsky-Fadin-
Kuraev-Lipatov (BFKL) [19, 20] approximation. In the framework of the unintegrated
gluon distribution, predictions for the measured cross sections are calculated using the
kT -factorisation theorem [21]. Cross sections are factorised into an off-shell (kT dependent)
partonic cross section and a kT -unintegrated parton distribution. The BFKL approxima-
tion allows the summation of terms with leading powers of αslog 1

x
in the regime of very

low x and moderate Q2. In this approach, a strong ordering of the fractional longitudinal
momentum xi

xi ≪ xi−1 ≪ xi−2 ≪ ... ≪ x1 (1.23)

and no ordering on the transverse momenta kT along the ladder are assumed. The result-
ing BFKL evolution equation is given by

∂fg/p(x, k2
T )

∂ log(1/x)
=

3αs

π
k2

T

∫ ∞

0

dk′2
T

k′2
T

[

fg/p(x, k′2
T ) − fg/p(x, k2

T )

|k′2
T − k2

T |
+

fg/p(x, k2
T )

√

4k′4
T + k4

T

]

. (1.24)

The terms within brackets of equation 1.24 correspond to the real gluon emission and
virtual corrections, respectively. The BFKL gives the evolution of fg/p(x, k2

T ) with respect
to small x. It can be solved for any small x and kT once it is known for a starting value.
For a fixed αs, the BFKL equation can be solved and the result is

f(x, k2
T ) = F (x, k2

T )

(

x

x0

)−λ

, (1.25)

where λ = 3αs

π
4log2. Hence, this approximation predicts that the gluon density increases

proportional to (1/x)−λ as x decreases.

1.2.4.3 CCFM evolution equations

Both the DGLAP and the BFKL methods only sum over one particular leading behaviour
of the evolution to obtain results. A complete (infinite order) calculation should take into
account both, the terms in log(Q2) and log(1/x) and sum over them. To accomplish
this, Ciafaloni [22] and Catani, Fiorani and Marchesini [23] introduced angular ordering
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for the emitted gluons. The maximum allowed angle is defined by the hard scattering,
where the quark pair is produced. This is combined with unintegrated gluon densities and
off-shell partons, like in the BFKL approach. This method seems very promising, as it
can (approximately) reproduce the DGLAP and BFKL equations within the appropriate
limits. However, it is still incomplete. Currently, it does not include quark evolution
contribution.

1.2.5 Proton structure

The parton density functions of the proton are not physical observables and need to be
determined from fits to the measured F2(x, Q2) data. The quark densities are very well
known in the kinematical range accessible by the present experiments, while the gluon
density has still uncertainties of the order of 10% to 40%. In figure 1.8 the parton density
of the proton as a function of x for a fixed Q2 = 1.9 GeV2 and Q2 = 10 GeV2 is shown,
as extracted with the help of recent H1 data [24]. It can be seen that the valence quarks
u and d dominate at high x, whereas the gluons come into play at lower x exceeding
the quark contribution by far at low enough x. This behaviour is correlated with the
large scaling violations of F2(x, Q2) observed at low x. In the linear scale plots the gluon
contribution is scaled down by factor 20.

Figure 1.9 shows the proton structure F2 as a function of Q2 for various x values as
obtained by the H1 collaboration [25]. Clear scaling violation can be observed. The ra-
diation of a gluon reduces the original momentum fraction of the scattering quark and in
addition gluons can split into quark-antiquark pairs with relatively small momentum frac-
tions of the proton. At higher momentum transfers more such processes can be resolved
and hence the quark densities are expected to rise with Q2 at low x and to decrease with
Q2 at high x.

A lot of PDF sets from different groups are available which are based on global fits to
the data, primary inclusive DIS data. In this analysis the results of two different proton
PDF groups are used, the parton distribution functions fitted by CTEQ [26] group and
by MRST [27] group.

1.2.6 Photoproduction

In the region of small Q2 electron-proton scattering can be simplified by factorising radia-
tion of a photon from the electron and the subsequent interaction of the photon with the
proton. This particular domain of electron-proton scattering is called photoproduction.
Since the photon propagator gives rise to a factor 1/Q2 in the inclusive NC DIS cross
section, photoproduction dominates the ep scattering cross section. In photoproduction
processes, the electron radiates a quasi-real (Q2 < 1 GeV2) photons with energy fractions
y according to the Weizsäcker-Williams approximation. The variable y is directly related
to the centre of mass energy Wγp of the photon proton system:

W 2
γp = (q + P )2 = y · s − Q2 ≈ y · s, (1.26)
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Figure 1.8: Parton distributions as determined by the H1PDF 2009 QCD fit at
Q2 = 1.9 GeV2 (a, b) and at Q2 = 10 GeV2 (c, d). In a) and c) (linear vertical scale), the
gluon and sea-quark densities are downscaled by a factor 0.05. The inner error bands show
the experimental uncertainty, the middle error bands include the theoretical model uncer-
tainties of the fit assumptions, and the outer error band represents the total uncertainty
including the parameterisation uncertainty. The figure is taken from [24].

where P is the proton and q the photon four-momentum. The proton and electron masses
are here and in the following neglected.

The cross section σep→eX can be factorised into two parts:

σep→eX =

∫

dyfγ/e(y)σep→eX(y), (1.27)

where fγ/e is the photon flux. Using the Weizsäcker-Williams approximation [28,29], which
neglects terms involving longitudinal photon polarisation, the flux of photons with energy
fraction y and up to virtuality Q2

max can be calculated via

fγ/e(y) =
α

2π

[

1 + (1 − y)2

y
ln

(

Q2
max

Q2
min

)

− 2m2
ey

(

1

Q2
min

− 1

Q2
max

)]

. (1.28)



14 Theoretical framework

10
-3

10
-2

10
-1

1

10

10 2

10 3

10 4

10 5

10 6

1 10 10
2

10
3

10
4

10
5

Q2 / GeV2

F 2 
⋅  

2i

x = 0.65, i = 0

x = 0.40, i = 1

x = 0.25, i = 2

x = 0.18, i = 3

x = 0.13, i = 4

x = 0.080, i = 5

x = 0.050, i = 6

x = 0.032, i = 7

x = 0.020, i = 8

x = 0.013, i = 9

x = 0.0080, i = 10

x = 0.0050, i = 11

x = 0.0032, i = 12

x = 0.0020, i = 13

x = 0.0013, i = 14

x = 0.00080, i = 15

x = 0.00050, i = 16

x = 0.00032, i = 17

x = 0.00020, i = 18

x = 0.00013, i = 19

x = 0.000080, i = 20
x = 0.000050, i = 21 H1 e+p high Q2

94-00

H1 e+p  low Q2

96-97

BCDMS

NMC

H1 PDF 2000

extrapolation

H
1 

C
ol

la
bo

ra
tio

n

Figure 1.9: The proton structure function F2 as a function of Q2 for different values of
x measured by the H1 collaboration and the fixed target experiments BCDMS and NMC.
The results are compared with the corresponding Standard Model expectation determined
from the H1 PDF 2000 fit indicated by the error bands. The figure is taken from [25].

The fine structure constant is denoted as α and Q2
min = m2

ey
1−y

is the kinematic lower limit.

The maximum photon virtuality Q2
max is given by the scattered electron energy E ′

e and
angle θe:

Q2
max = 2EeE

′
e(1 + cos θe), (1.29)

with the energy of the incoming electron denoted as Ee.
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1.2.7 Photon structure

In the photoproduction regime two event classes depicted in figure 1.10 may be considered.
If the photon interacts directly with a parton in a proton, it is called direct photoproduc-
tion. Besides, it is possible that the photon fluctuates into qq̄ state before the interaction,
which is then called a resolved photoproduction. In resolved photoproduction usually two
contributions are distinguished. In the first case, the qq̄ pair may form a vector meson
which carries the quantum numbers of a photon and then interacts with the proton like
a hadron. This case is modelled by the Vector Meson Dominance Model (VDM). The
photon may also fluctuate into an unbound quark pair which is subject to gluon radi-
ation and gluon splitting. The photon then acts as a source of partons and reveals a
hadronic structure. Similar to the case of the proton, the calculation of the latter can
be approximated by ascribing parton densities to the photon. Taking into account only
QED contributions, the probability fq/γ of finding a quark within the photon carrying a
momentum fraction xγ of the initial photon momentum can be written as [30]:

fq/γ(xγ , µ
2
γ) = e2

q ·
α

2π
(x2

γ + (1 − xγ)
2) ln

(

µ2
γ(1 − xγ)

m2
qxγ

)

. (1.30)

Here, eq denotes the electric charges of quark q and mq its mass and µγ is the scale probing
the photon fluctuation.
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Figure 1.10: Direct (a) and resolved (b) photoproduction event. The hard interaction is
described by the matrix element (ME) and the proton and photon content by the parton
density function (pdf).

The momentum fraction xγ is defined as

xγ =
P · pj

P · q , (1.31)

where pj is the four-momentum of the parton inside the photon. Summing over all colours
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nc and flavours nf results in a photon structure function F γ
2

F γ
2 (xγ , µ

2
γ) = 2xγ

∑

nc,nf

e2
qfq/γ(xγ , µ

2
γ)

= 3
∑

nf

e4
q

α

2π
xγ(x

2
γ + (1 − xγ)

2) ln

(

µ2
γ(1 − xγ)

m2
qxγ

)

.
(1.32)

Unlike the proton structure F2, the quark charge contribute to the fourth power in F γ
2 .

In addition, it depends directly on the scale µ2
γ, while for F2 the scale enters only via the

QCD evolution equations. In figure 1.11 the distribution xγ ·fq/γ is shown for the example
of µ2

γ = 220 GeV2, only QED effects are considered. The contribution of the bottom quark
is very small due to its large mass. The probability of finding a charm quark however
is much larger. Charm contribution even exceeds lighter d quark contribution due to its
larger charge.
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Figure 1.11: Quark density of the photon, figure taken from [30].

The QCD corrections have been studied [31]. They preserve the logarithmic dependence
on µ2

γ and thus still the equation 1.30 gives qualitatively valid description of the difference
between various quark contributions. Photon quark densities have been measured mainly
in e+e− collisions. A nice review can be found in [32]. The photon structure function F γ

2

has been investigated up to large scales, but the experimental uncertainties at high xγ

and high scales are still large. The knowledge about photon gluon density is poorer, but
the observed F γ

2 scaling violations, compared to the same effect for the proton F2 suggest
that the gluon density in photon is much less pronounced and the resolved photon consist
mainly of quarks.

1.3 Prompt photon production

Prompt photon measurements complement the measurements relying on jets. Compli-
cated, non perturbative hadronisation process affects prompt photon measurements to a
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lower extend compared to jets. Also, the energy resolution is usually higher for photon
measurements. Compared to the jet production, prompt photon processes are suppressed
by order α due to the coupling of the photon. Therefore, the cross section is much lower
and a measurement faces difficulties with high rates of background photons. As a re-
sult, complicated background discriminator methods are required and may lead to high
systematic error.

Figure 1.12 shows some leading order Feymann diagrams of prompt photon production in
both direct and resolved processes, while some higher order Feyman diagrams are shown
in figure 1.13, particularly a box diagram (figure 1.13a) and the photon radiated directly
from the quark line (figure 1.13b).
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Figure 1.12: Direct (a, b) and resolved (c - e) prompt photon process in leading order.
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Figure 1.13: Box diagram for the prompt photon production (a) and the photon radiated
from the quark line (b).

In addition to photons coming directly from the hard interaction, photons in the final
state can originate from the quark-to-photon fragmentation process. The examples are
depicted in figure 1.14.

Prompt photon production is sensitive to the parton structure of the proton and due to
resolved processes, to the parton content of the photon.
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Figure 1.14: Examples for the fragmentation process at LO (a) and NLO (b).

Following the distinction above, the prompt photon cross section can be divided into
four parts: direct non-fragmentation σnonfrag

dir , direct fragmentation σfrag
dir , resolved non-

fragmentation σnonfrag
res and resolved fragmentation σfrag

res and factorised in the following
way:

dσnonfrag
dir =

∑

fa/p(x, µ2) ⊗ fγ/e(y) ⊗ σaγ→γX , (1.33)

dσfrag
dir =

∑

fa/p(x, µ2) ⊗ fγ/e(y) ⊗ σaγ→dX ⊗ Dγ/d(z), (1.34)

dσnonfrag
res =

∑

fa/p(x, µ2) ⊗ fγ/e(y) ⊗ fb/γ(xγ , µ
2) ⊗ σab→γX , (1.35)

dσfrag
res =

∑

fa/p(x, µ2) ⊗ fγ/e(y) ⊗ fb/γ(xγ , µ
2) ⊗ σaγ→dX ⊗ Dγ/d(z). (1.36)

Here, fa/p(x, µ2) and fb/γ(xγ , µ
2) is the already introduced probability of finding parton

a in a proton and a photon respectively given longitudinal momentum fraction x and a
scale probing the partonic structure µ. Similarly, fγ/e(y) is the photon flux calculated
with the Weiszäcker-Williams approximation (see equation 1.28). Dγ/d(z) describes the
fragmentation of the parton into the photon.

The parton fragmentation function Dγ/d(z) gives the probability that the parton d will
produce a photon γ carrying a fraction z of the parton momentum. It should be noted
that already at leading order a collinear singularity appears in the photon emission by the
quark. As physical cross sections are necessarily finite, the singularity may be factorised
into the fragmentation function defined at the factorisation scale µF,γ. Within the so-called
phase space slicing method [33] a parameter ymin can be introduced, which separates the
divergent collinear contribution from the finite contribution, where the outgoing quark and
photon are still theoretically resolved. In this context the quark-to-photon fragmentation
function at order α is given by [34]:

Dγ/d(z) = Dγ/d(z, µF,γ) +
αe2

q

2π

(

P (0)
qγ (z) ln

z(1 − z)yminseq

µ2
F,γ

+ z

)

, (1.37)

where Dγ/d(z, µF,γ) describes the non perturbative transition q → γ at the factorisation
scale µF,γ. The second term represents the finite part after absorption of the collinear
quark-photon contribution into the bare fragmentation function separated by the parame-
ter ymin. The variable eq denotes the charge of quark q and seq the electron-quark centre of
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mass energy squared. In the second term also the LO quark-to-photon splitting function
P

(0)
qγ = (1 + (1 − z)2)/z contributes.

The variation of the fragmentation function Dγ/d(z, µF,γ) with the scale µF,γ can be pre-
dicted by the evolution equations analogue to the DGLAP evolution equations. The
fragmentation function Dγ/d(z, µF,γ) at the scale µF,γ can be related to the one at the
initial scale µ0 by

Dγ/d(z, µF,γ) =
αe2

q

2π
P (0)

qγ (z) ln

(

µ2
F,γ

µ2
0

)

+ Dγ/d(z, µ0). (1.38)

1.4 Recent prompt photon measurements

In this section some recent results on the production of prompt photons are presented.
At first some measurements using HERA data, both in deep inelastic scattering and
photoproduction are reviewed. A discussion on recent prompt photon production results
measured in hadron collisions follows.

1.4.1 Results at HERA

At HERA inclusive prompt photon and photon + jet production was measured both in
photoproduction region and in DIS.

In photoproduction both H1 [35] and ZEUS [36–38] have already reported prompt photon
measurements, which were compared to PYTHIA and HERWIG Monte Carlo (MC - see
section 2.1) as well as to NLO calculations. Figure 1.15 presents the H1 and ZEUS 3

inclusive prompt photon cross sections in bins of transverse energy of the photon Eγ
T

and its pseudorapidity 4 ηγ compared to the MC predictions. The kinematical range
of the measurements is given by Q2 < 1 GeV2, 0.2 < y < 0.7, −1.0 < ηγ < 0.9 and
5 < Eγ

T < 10 GeV. Slightly different ZEUS measurement phase space has been corrected
for. The ZEUS measurement was performed using 38.4 pb−1 of data integrated luminosity,
while H1 was based their results on 105 pb−1 of data integrated luminosity. The two
measurements are consistent within errors, but predictions are low in normalisation by
40−50%. The comparison of the H1 measurement with the QCD calculation is presented
in figure 1.16a and 1.16b. After the hadronisation and multiple interaction correction,
the shape of the cross section is reasonably well described, but the normalisation is again
too low by 30 − 40%.

The prompt photon cross sections with the additional requirement on the accompany-
ing hadronic jet as measured by the H1 collaboration [35] are presented in figure 1.16c
and 1.16d. The measurement is somehow better described by the calculation in this case.
The better description, together with the fact that NLO corrections are in average smaller

3The ZEUS measurement was corrected to the kinematic range used by the H1 analysis.
4For a definition of a pseudorapidity the reference system is needed. It is introduced in section 3.2

where the η definition is also given.
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than in the inclusive case, suggests that higher order corrections are of less importance
for prompt photons if accompanied by an energetic jet.
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Figure 1.15: Inclusive prompt photon differential cross sections dσ/dEγ
T (a) and dσ/dηγ

(b) in photoproduction as measured by the H1 [35] and ZEUS [36] collaborations com-
pared to predictions by PYTHIA (solid black line) and HERWIG (dashed red line). The
contribution of direct events is presented with a dashed dotted line and a prediction
without multiparton interaction with blue dotted line. Cross sections of the ZEUS were
corrected to the kinematics used by the H1 analysis.

Prompt photon production with accompanying jet was also studied by the ZEUS collabo-
ration [38] and some results of this study are presented in figure 1.17. Monte Carlos again
predict cross sections low in the normalisation, while QCD calculations give a reasonable
description of the data. Especially the calculation based on the kT factorisation approach
(see section 2.2.2) performs well, while NLO calculations predict too low cross sections
for low transverse energies of the photon and low pseudorapidities. For an increased min-
imum transverse energy of the photons to 7 GeV, the differential cross sections are well
described by all studied calculations.

In deep inelastic scattering, prompt photons were studied by both ZEUS [41, 42] and
H1 [43]. Figure 1.18 presents the differential cross sections measured by the ZEUS col-
laboration [41] compared to MC predictions of PYTHIA and HERWIG. The measure-
ment has been performed in the phase space 5 < Eγ

T < 10 GeV, −0.7 < ηγ < 0.9 and
Q2 > 35 GeV2. The transverse energy distribution is reasonably described by PYTHIA
scaled by factor 2.3 and by HERWIG scaled by factor 7.9. PYTHIA fails to predict even
the shape of cross section in bins of ηγ , while HERWIG predicts a too steep Q2 slope.
The contribution of photons radiated from the electron was neglected in this study.
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Inclusive prompt photon
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Prompt photon + jet
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Figure 1.16: Inclusive prompt photon differential cross sections dσ/dEγ
T (a) and dσ/dηγ

(b) and photon + jet differential cross sections dσ/dEγ
T (c) and dσ/dηγ (d) in photopro-

duction as measured by the H1 [35] collabration compared to QCD calculations. Two
sets of calculations are used - FGH [39] (blue line) and K&Z [40] (red dotted line). The
leading order cross sections are shown with blue dashed-dotted line. The cross sections
without hadronisation and multiparton interaction corrections are presented as dashed
line.
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Figure 1.17: Prompt pho-
ton + jet differential cross sec-
tions dσ/dEγ

T (a) and dσ/dηγ

(b) in photoproduction as mea-
sured by the ZEUS [38] collabo-
ration compared to predictions by
PYTHIA (solid black line), HER-
WIG (dashed-dotted black line),
NLO calculation (green shaded
band) and the calculation based
on the kT factorisation approach
(striped band).

The importance of the radiation from the electron was shown by the study of the H1
collaboration presented in figure 1.19. The results are quoted for the phase space 4 <
Q2 < 150 GeV2, y > 0.05, 3 < Eγ

T < 10 GeV and −1.2 < ηγ < 1.8 and have been
performed using data based on 227 pb−1 integrated luminosity. The H1 measurement in
DIS is compared to a LO calculation and to MC prediction, both including radiation
from the electron line. The additional contribution of photons radiated from the electron,
drastically changes the shape of the ηγ distribution. Nevertheless, both MC and QCD
calculation underestimate the prompt photon production rate by roughly a factor two,
with the difference being most significant at low Q2.

The preliminary ZEUS results [42], performed with 320 pb−1 of integrated data luminosity
within the kinematic range of 10 < Q2 < 350 GeV2, 4 < Eγ

T < 15 GeV, −0.7 < ηγ < 0.9
confirm the observations of the H1 collaboration.

1.4.2 Results in hadronic collisions

In hadron collisions prompt photons have been studied for a long time. A large variety
of experiments have measured the photon cross section at both fixed target and collider
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Figure 1.18: Inclusive prompt photon differential cross sections dσ/dηγ (a), dσ/dEγ
T

(b) and dσ/dQ2 (c) in DIS as measured by the ZEUS [41] collaboration compared to MC
predictions.
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Figure 1.19: Inclusive prompt photon differential cross sections dσ/dηγ (a, d), dσ/dEγ
T

(b, e) and dσ/dQ2 (c, f) in DIS as measured by the H1 [43] collaboration compared to
LO QCD calculation (a-c) and MC prediction (d-f). The direct photon radiation from
the quark is indicated by the dashed black line, radiation from the electron line by a red
solid line and the sum of the predictions by a blue solid line.

a) b) c)

d) e) f)

energies. Figure 1.20 summarises results from pp and pp̄ collisions. Results are given as
the ratio of data to QCD calculations as a function of the reduced variable xT = 2Eγ

T /
√

s.
The data used in the figure is summarised in table 1.3 (for further details and references
see [44]). With an exception of the measurement performed by E706 experiment, the data
agree well with the NLO calculations all over the studied xT range. The agreement can be
still improved by the introduction of ’intrinsic kT ’ for the partons within a proton. This
situation motivated the introduction of an extra parameter 〈kT 〉 to account for the effects
of multiple soft gluon emissions associated to hard partonic scattering [45]. Authors of [46]
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claim though that there is no need for additional kT to force the agreement between QCD
predictions and experiment, with the sole exception of E706 results, which they claim are
inconsistent with other experiments. So the kT hypothesis remains controversial [47].

Figure 1.21 shows the comparison of data cross sections to the NLO calculations in bins
of Eγ

T . The different slope of data and theory for E706 experiment is clearly visible.

Figure 1.20: Ratio data to theory prompt photon cross section for collider and fixed
target hadronic collisions. Figure taken from [44].

1.5 Analysis motivation and goals

Prompt photon results are presented in the form of cross sections with the binning and
phase space chosen such as to enhance sensitivity to the studied effects. All the cross sec-
tions calculated in this analysis are identified below and shortly discussed. Furthermore,
in this section the phase space of the measurement is defined and referred throughout the
following chapters.

The production of prompt photons with high transverse momentum can be calculated in
perturbation theory, and one may study the prompt photon cross sections in order to test
the quality and relevance of the QCD calculations. The measurement of inclusive prompt
photon production is performed in bins of its transverse energy Eγ

T and pseudorapidity
ηγ. Those measurements are performed in the phase space with the event kinematics
conditions and the photon condition later on referred to as the inclusive prompt photon
phase space. The measurement is restricted to the photoproduction region by the cut
on the negative four momentum transfer squared Q2 < 1 GeV2. In addition, to ensure
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Experiment Accelerator Initial state
√

s year

R806 ISR pp 63 GeV 1982

WA70 SPS pp 23 GeV 1988

UA1 Spp̄S pp̄ 630 GeV 1988

R110 ISR pp 63 GeV 1989

R807 ISR pp 63 GeV 1990

UA2 Spp̄S pp̄ 630 GeV 1991

UA6 SppS pp̄ 24.3 GeV 1998

UA6 Spp̄S pp̄ 24.3 GeV 1998

E706 Tevatron fixed target pBe 31.6 GeV 1998

E706 Tevatron fixed target pBe 38.8 GeV 1998

D0 Tevatron collider pp̄ 630 GeV 2000

D0 Tevatron collider pp̄ 1800 GeV 2001

CDF Tevatron collider pp̄ 630 GeV 2001

CDF Tevatron collider pp̄ 1800 GeV 2001

Table 1.3: Summary of the experiments whose results are presented in figure 1.20. The
last column indicates the starting year of the given experiment.

that the studied phase space is directly visible by the measurement, a requirement on the
inelasticity y is introduced. The low inelasticity region is experimentally dominated by
beam gas collision events, while high y events resemble the topology of the deep inelastic
scattering. In this analysis, the inelasticity is therefore restricted to 0.1 < y < 0.7 range.
The transverse energy 6 < Eγ

T < 15 GeV and pseudorapidity −1.0 < ηγ < 2.4 of the
studied photons is chosen such as to correspond to the acceptance of the experiment.
Finally, the measurement is restricted only to photons that are well isolated from the
surrounding hadronic activity. As shown in [39, 48] the photon isolation requirement is
able to decrease the influence of the quark-to-photon fragmentation, which is not known
to a very good precision. Furthermore the isolation requirement is needed for the analysis
to suppress background from decay photons. The isolation is ensured with the method
similar to the recent prompt photon measurements [38, 43] by the cut on the z variable,
z > 0.9, where

z =
Eγ

T

Eγ−jet
T

, (1.39)

where Eγ−jet
T is the transverse energy of the jet which the prompt photon is assigned to

(for details of the jet algorithm see section 4.2.2). This isolation definition is both collinear
and infrared safe.

Collecting the information of both the photon and the leading hadronic jet gives more
insight into the underlying dynamics of the prompt photon production process. The most
general measurement can be performed in bins of transverse energy and pseudorapidity
of both the photon (Eγ

T , ηγ) and the accompanying hadronic jet (Ejet
T and ηjet). Prompt
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Figure 1.21: Photon production cross sections measured in hadronic collisions compared
to NLO calculations. The E706 data is scaled by factor 10−4. The figure taken from [44].

photon measurements are also sensitive to the parton density functions (PDFs) of both
the proton and the photon and may be used in dedicated analyses to fine tune their
parameters. In order to enhance the sensitivity to the parton density functions, the
measurement is performed in bins of xLO

γ and xLO
p defined as

xLO
p = Eγ

T

exp(ηγ) + exp(ηjet)

2Ep
, (1.40)

xLO
γ = Eγ

T

exp(−ηγ) + exp(−ηjet)

2yEe
, (1.41)

where Ep and Ee are the energies of the incoming proton and electron respectively. Both
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variables are estimators of the longitudinal momentum fractions carried by the parton
which enter the hard interaction from the proton side x and from the photon side xγ ,
already introduced in section 1.2. These leading order definitions of the estimators do
not use the energy of the jet. The latter is expected to be reconstructed with relatively
low resolution and thus the leading order estimators yield a higher correlation between
the generated and reconstructed levels. The usage of the variable xLO

γ is recommended
in [49, 50] to reduce infrared sensitivity. The variable xLO

p is discussed e.g. in [51]. The
accompanying hadronic jet is required to be within the pseudorapidity range of −1.3 <
ηjet < 2.3 and has the transverse energy above 4.5 GeV. The asymmetric energy cut on
the photon and the jet is required to ensure the validity of the NLO calculation [49,52,53]
The prompt photon phase space with additional jet requirement is later on referred to as
exclusive or photon+jet phase space.

Another interesting measurement is the study of the transverse correlations between the
prompt photon and the accompanying jet. For direct events in leading order and at
sufficiently low Q2, the measured acoplanarity is directly sensitive to the transverse mo-
mentum kT of the parton entering the hard interaction. The mentioned effect can be
studied using two variables ∆Φ and p⊥ defined as

p⊥ ≡ |~p γ
T × ~p jet

T |
|~p jet

T |
= Eγ

T · sin∆Φ. (1.42)

and sketched in the transverse plane5 in figure 1.22.

γ
T

p

 jet

T
p

p
Φ∆

Transverse plane

Figure 1.22: Definition of the variables ∆Φ and p⊥ used to study the correlations
between prompt photon and the leading jet.

The azimuthal acoplanarity between the photon and the jet ∆Φ and the photon momen-
tum perpendicular to the jet direction p⊥ were chosen such as to avoid usage of the jet
energy measurement and thus minimising the potential degradation of the resolution. If
the jet perfectly balances the photon candidate, p⊥ is equal to zero and ∆Φ is equal to

5For a definition of the transverse plane the reference system is needed. It is introduced in section 3.2
where transverse plane is also defined.
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Inclusive Phase Space

Q2 < 1 GeV2

0.1 < y < 0.7

z > 0.9

6.0 < Eγ
T < 15 GeV

−1 < ηγ < 2.4

Exclusive Phase Space

Q2 < 1 GeV2

0.1 < y < 0.7

z > 0.9

6.0 < Eγ
T < 15 GeV

−1 < ηγ < 2.4

Ejet
T > 4.5 GeV

−1.3 < ηjet < 2.3

Table 1.4: The inclusive and exclusive prompt photon phase space definitions.

Direct Enhanced Phase Space

Q2 < 1 GeV2

0.1 < y < 0.7

z > 0.9

6.0 < Eγ
T < 15 GeV

−1 < ηγ < 2.4

Ejet
T > 4.5 GeV

−1.3 < ηjet < 2.3

xLO
γ > 0.8

Resolved Enhanced Phase Space

Q2 < 1 GeV2

0.1 < y < 0.7

z > 0.9

6.0 < Eγ
T < 15 GeV

−1 < ηγ < 2.4

Ejet
T > 4.5 GeV

−1.3 < ηjet < 2.3

xLO
γ < 0.8

Table 1.5: The direct and resolved enhanced prompt photon phase space definitions.

180◦. Both variables are studied in the phase space with enhanced contribution from
either direct or resolved events with xLO

γ variable used to split the exclusive phase space
accordingly. The part of the phase space with enhanced contribution of direct events
(xLO

γ > 0.8) is referred later on as the direct phase space. The complementary part
(xLO

γ < 0.8), with enhanced contribution from the resolved events is referred to as the
resolved phase space.

All the phase spaces defined in this section are summarised in tables 1.4 and 1.5.



Chapter 2

Theoretical predictions

The following chapter describes theoretical predictions to the prompt photon production
studied in this analysis. The Monte Carlo models are described in section 2.1. The pQCD
calculations performed for a direct comparison with the measurement are introduced in
section 2.2.

2.1 Monte Carlo simulation

The Monte Carlo 1 (MC) term describes a broad set of problem solving methods based
on a stochastic approach with pseudorandom numbers statistically probing the problem.
They are particularly useful for problems that cannot be solved analytically, like calcula-
tion of multi-dimensional integrals with complicated boundary conditions. MC techniques
are also fit for studying complex systems with a large number of possibly coupled degrees
of freedom. The flexibility of MC makes it useful in a broad area which ranges from
computational physics, chemistry, biochemistry, climate sciences through to business ap-
plications and risk management simulations.

In high energy physics MC simulations are extensively used for modelling hard interac-
tions. They have the advantage of including non-perturbative processes such as fragmen-
tation which cannot be calculated in QCD and need to be modelled. MC simulations
are also used to study various detector effects and to determine corresponding detector
corrections.

2.1.1 MC event generators

MC event generation is divided into a set of successive steps, as illustrated in figure 2.1
for the case of ep scattering:

1The history of the name can be traced back to the Manhattan Project in Los Alamos Scientific
Laboratory where two physicists, John von Neumann and Stanis law Ulam proposed for the first time a
stochastic method to be applied to solve the problem that could not be solved by theoretical calculations.
Being secret, their project got the code name after the famous casino in Monaco.
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Figure 2.1: MC generation process in the ep scattering case. The figure is taken
from [54].

• Hard scattering
The interaction between particles are described by matrix elements calculated ac-
cording to the Feymann rules. This perturbative step determines the main char-
acteristics of the event. The parton from the proton is chosen according to parton
density functions (PDFs) describing the probability of finding a parton in a proton
at a given Q2 and x values. The photon PDF is used for choosing a parton from the
photon in case of resolved events. For more details concerning PDFs see section 1.2.

• Initial and final state radiation
The existence of charged or coloured objects before or after hard interaction may
lead to large corrections due to photon or gluon emissions. The electromagnetic
radiation is modelled according to QED.

QCD corrections may be modelled by the so called Parton Shower (PS) model [55]
describing the parton cascade by splitting of a parent parton into two daughters.
The possible transitions are q → qg, g → qq̄, g → gg and the evolution of the whole
shower is based on the DGLAP equations (see section 1.2) and splitting functions
Pαβ(x/z). The PS model can be applied for both initial and final state radiation
and therefore the parton entering the hard interaction may already originate from
a parton splitting.

An alternative to the PS model is given by a colour dipole model (CDM) [56]
where each pair of coloured objects is treated as a colour dipole emitting gluons.
The radiation leads to additional dipoles emitting gluons and resulting in a parton
cascade. In case of ep scattering, the cascade is initiated by the dipole constructed
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by a struck quark and the proton remnant.

• Fragmentation
After the radiation step, as distances between partons increase, QCD becomes
strongly interacting and the perturbation theory breaks down. The coloured par-
tons are combined into colourless hadrons in a process called fragmentation. Since
the fragmentation region is non perturbative, some phenomenological models are
used.

In the Lund string model [57, 58], two colour charged objects are bound together
forming a string. As two particles move apart, the potential energy of the string
increases until enough energy is accumulated to produce a quark-antiquark pair in
a break up of the string. Newly created quarks get connected with the loose ends
of the original string and the process continues until stable hadrons emerge.

An alternative to the Lund string model is provided by the cluster decay fragmen-
tation (CDF) model [59]. In this approach all gluons produced in parton showers
are decayed into quark-antiquark pairs. Colourless pairs of qq̄ form clusters conse-
quently decaying into final state hadrons.

• Detector simulation
In the last step, the final state particles are passed through the detector simulation
producing a comparable output with information collected in real data experiment.
In the case of the H1 experiment (see chapter 3), the H1SIM [60] software package,
based on the GEANT [61] program provides a detailed description of the H1 detector
including all the instrumentation as well as passive material. Due to the high time
consumption of the detailed shower simulation in the LAr calorimeter [62, 63] (see
section 3.2.2), it has been exchanged by the significantly faster H1FAST [64, 65]
shower parameterisation. It has been proven [66] that the used parameterisation
gives reliable shower description even in such a detailed shower shape analysis (see
chapter 6) as used for this thesis. In the same way as for real data, the output of the
H1SIM package is passed through the H1REC [67] reconstruction program, which
interprets the electronic signals and creates composed objects.

As pictured in figure 2.1, the event properties can be studied using partons, hadrons
or detector objects and are referenced later on as parton, hadron and detector levels.
The parton (generator) level takes into account all the particles after the radiation step.
The hadron level uses all the stable final state particles produced in the fragmentation
step as well as stable particles that do not hadronize. Finally, experimentally measured
detector level uses all the objects obtained after the reconstruction stage, such as tracks
and clusters. The direct comparison between data and theory is possible only on the same
level, usually being the hadron level. MC, having its representation on all three levels is
used for transition between different levels.
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2.1.2 MC samples

More than thirty different MC samples were generated for their specific purposes in this
analysis. In this subsection the ones directly involved in the calculation of the results are
shortly described. Four different generators were used for the MC production:

• PYTHIA
The main MC event generator used to account for the majority of the effects is the
PYTHIA [68] program (version of 6.224). The event generation is based on a LO
matrix elements for quarks scattering with a transverse or longitudinal polarised
virtual photon: qγ∗

T → qγ and qγ∗
L → qγ. PYTHIA computes parton showers

with the PS method and uses the JETSET [69] program to model Lund string
fragmentation. Multi parton interactions (see section 8.7.1) are implemented by
adding interactions between spectator partons within the same event.

• HERWIG
The HERWIG [70] program (used in version 6.505), in contrast to PYTHIA is using
the CDF model to describe fragmentation and thus it is used to evaluate model
dependence of the hadronisation corrections (see section 8.7.3).

• RAPGAP
The RAPGAP MC event generator [71] was used to simulate the background from
low Q2 DIS events and to study its influence on the selected data sample. Similarly
to PYTHIA it uses initial and final state PS and the Lund string fragmentation
model.

• DJANGOH
The DJANGOH MC event generator [72] was used in order to generate high Q2 DIS
background. The sample generated by DJANGOH complements DIS phase space
generated by RAPGAP.

The bulk of the MC events was generated by PYTHIA running in the prompt photon
channel with direct and resolved subprocess codes (ISUB) listed in table 2.1. In addition,
the radiated photons, both in the direct and resolved mode are selected from a di-jet MC
sample, produced with subprocesses given in table 2.2 with a hard radiated photon in the
final state. The high statistics of 11 milion events is needed to sufficiently populate the
unfolding matrix (see section 8.2.1). The sample is referenced as MC set I in table 2.3,
which summarises all the MC signal samples.

To sufficiently populate high transverse energies, a prompt photon sample (MC set II)
with prescaled low Eγ

T prompt photon events (Eγ
T < 10 GeV) is generated. In order

to correctly take into account the changing detector condition, both samples (MC set I
and II) were simulated four times for four different running periods additionally increasing
statistics of the signal MC. Samples were generated with CTEQ6L [73] serving as a proton
PDF and SASG-1D [74] as a photon PDF.
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Direct Resolved

ISUB Process ISUB Process

34 fiγ → fiγ 14 fif̄i → gγ

18 fif̄i → γγ

29 fig → fiγ

114 gg → γγ

115 gg → gγ

Table 2.1: Processes included in the PYTHIA signal MC generation.

Direct Resolved

ISUB Process ISUB Process

33 fiγ → fig 11 qiqj → qiqj

54 gγ → fkf̄k 12 qiqi → qkqk

13 qiqi → gg

28 qig → qig

53 gg → qkqk

68 gg → gg

Table 2.2: Processes included in the PYTHIA radiated signal and background MC
generation.

Parton level pQCD calculations (see section 2.2) need to be corrected to the hadron level
(corrections themselves are explained in section 8.7) for a comparison to the measure-
ment. For this specific purpose and to study multiparton interaction (MPI) effect (see
section 8.7.1), MC sets III and IV were generated. Since the detector level is not used in
this case, the simulation and reconstruction steps were skipped.

Further MC sets were used to evaluate uncertainties of the corrections applied to the
pQCD calculations. The uncertainties arise from: multiparton interaction model (MC
sets V-VIII), hadronisation model (MC set IX-X) and the choice of PDF sets (MC sets
XI-XV). All those effects are explained in section 8.7. Since the photon PDF participates
only in the generation of resolved events, direct event samples are not needed in every
PDF set configuration. As for MC set III, the simulation and reconstruction steps were
skipped.

Table 2.4 summarises all the MC samples used to study the background to the analy-
sis presented in this thesis. The main background arises from neutral hadrons decaying
into multiple photon final state (see chapter 6). To properly take it into account, a
huge photoproduction MC sample (MC set XVI) with typical photoproduction processes
(summarised in table 2.2) was generated. Due to analysis cuts optimised for background
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rejection, its selection rate is of the order 10−5. In order to avoid processing of not
needed events, only events with an isolated neutral particle with transverse momentum
pT > 4 GeV are accepted for simulation already on the generator level. To avoid double
counting, events with a hard radiated photon are removed from the sample. Both require-
ments remove 98% of all generated events. In the remaining sample, the final selection
rate for direct events amounts to ∼ 1.0%, while for resolved events it drops to ∼ 0.5%.
From the originally generated 0.8 × 109 direct background events and 1.5 × 109 resolved
background events only approximately 170×103 direct and 140×103 resolved events were
used for the discrimination process described in chapter 6.

The DIS background was studied using three different MC samples: prompt photon sam-
ple produced in low Q2 DIS events (MC set XVII), photons radiated from an electron line
in low Q2 DIS events (MC set XVIII) and high Q2 events (MC set XIX). The low Q2 DIS
prompt photon events were studied in [43] and the same signal and background samples
were used in this analysis. DIS events may migrate into the selection if scattered electron
in not correctly identified, or in case of high Q2 events, it is misidentified as photon.

The shower shape analysis, described in chapter 6, requires additional statistically inde-
pendent signal and background samples. Since only the LAr calorimeter signal initiated
by a single photon and photons coming from decayed isolated neutral hadrons is needed,
single particle (SP) MC was produced. SP photons (MC set XX) and SP hadrons (MC
set XXI-XXX) were generated flat both in transverse energy and pseudorapidity and
simulated for 2005 running period. Hadron samples were mixed according to the study
presented in [66]. Table 2.5 summarises all the SP MC samples.
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MC set Generator Comments Simulation period
Luminosity [pb−1] N unweighted events [×103]

dir. res. drad. rrad. dir. res. drad. rrad.

MC Signal (simulated ×4) (simulated ×4)

I PYTHIA 04/05/06/07 71958 110233 16940 3443 5405 5696 110 281

MC Signal (high Eγ
T ) (simulated ×4) (simulated ×4)

II PYTHIA 04/05/06/07 7442 10333 − − 254 221 − −
Correction to the calculations

III PYTHIA ∼MPI − 6202 8615 4978 1256 584 406 31 90

IV PYTHIA MPI − 5162 − 2092 − 262 − 150

Multiparton interaction correction uncertainty

V PYTHIA pmin
T = 2.2 GeV ∼MPI − 6199 8619 − − 585 399 − −

VI PYTHIA pmin
T = 2.2 GeV MPI − − 8621 − − − 404 − −

VII PYTHIA pmin
T = 1.6 GeV ∼MPI − 6200 8594 − − 584 397 − −

VIII PYTHIA pmin
T = 1.6 GeV MPI − − 8596 − − − 376 − −

Hadronisation correction uncertainty

IX HERWIG − 14911 20334 − − 2132 1664 − −
X HERWIG ∼MPI − 7794 11038 − − 725 520 − −

PDF uncertainty

XI PYTHIA pCTEQ5L
PDF × γAFG

PDF − 1222 8597 − − 128 433 − −
XII PYTHIA pCTEQ5L

PDF × γGRV
PDF − − 8593 − − − 435 − −

XIII PYTHIA pCTEQ6L
PDF × γAFG

PDF − 1240 5154 − − 126 260 − −
XIV PYTHIA pMRST04

PDF × γAFG
PDF − 1136 8595 − − 126 433 − −

XV PYTHIA pMRST04
PDF × γGRV

PDF − − 8594 − − − 433 − −

Table 2.3: Summary of direct (dir.), resolved (res.), radiated direct (drad.) and radiated resolved (rrad.) signal MC samples.
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MC set Generator Comments Simulation period
Luminosity [pb−1] N unweighted events [×103]

dir. res. dir. res.

Photoproduction background

XVI PYTHIA 05 45248 5244 15584 29902

Low Q2 DIS background

XVII PYTHIA Q2 > 3 GeV2, prompt-γ 05 1056 − 193 −
XVIII RAPGAP Q2 > 3 GeV2, inclusive 05 49 − 540 −
High Q2 DIS background

XIX DJANGOH Q2 > 100 GeV2, inclusive 05 655 − 3960 −

Table 2.4: Summary of direct (dir.) and resolved (res.) background MC samples.

MC set Particle Simulation period N events [×103]

XX γ 05 900

XXI π0 05 825

XXII η 05 808

XXIII η′ 05 300

XXIV ω 05 300

XXV n 05 300

XXVI n̄ 05 300

XXVII K0
L 05 300

XXVIII K0
S 05 300

XXIX ρ 05 300

XXX K∗ 05 300

Table 2.5: Summary of single particle MC samples.
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2.2 QCD calculations

In this section, two QCD calculations used in this analysis are presented: a full NLO
collinear approach and a calculation based on the kT factorisation approach. Calculations
are performed in the same phase space as the measurement (listed in tables 1.4 and 1.5),
with the sole exception of the isolation criteria (discussed in section 8.7.2).

2.2.1 NLO collinear calculation

The full NLO collinear calculation by Fontannaz, Guillet and Heinrich (FGH) [39, 75]
includes the leading order direct and resolved processes γq → γq and NLO corrections to
these terms. Besides the direct hard interaction, photons may also be produced from the
fragmentation of a high pT quark or gluon in the final state (see section 1.3). The frag-
mentation process, described by a fragmentation function, is included in the calculation,
as well as the direct box diagram shown in figure 1.13a. The box diagram is calculated
to order α2

s. The contribution from quark to photon fragmentation to the total cross
section is at the level of 4%, while box diagram amounts to roughly 10% of the total cross
section. The calculation uses the parton density functions CTEQ6L [73] for the proton
and AFG04 [50] for the photon. The scales for renormalisation µR and factorisation µF ,
are chosen to be µR = µF = Eγ

T . The NLO corrections to the LO cross section are signifi-
cant in the inclusive sample. They increase the predicted cross section by factor between
1.1 − 1.4, being largest at low Eγ

T and large ηγ (the detailed study of NLO correction is
presented in section 9.3). For the exclusive phase space, the corrections are much smaller
and below 10% on average.

2.2.2 k⊥ factorisation calculation

Conventional parton densities are defined in terms of an integral over all transverse mo-
menta and virtuality for a parton that initiates hard scattering. While such a definition of
an integrated parton density is appropriate for very inclusive quantities, such as ordinary
structure functions F1 and F2 in DIS, the definition becomes increasingly unsuitable as
one studies less inclusive cross sections, where introduced approximations on parton kine-
matics become visible. The next step of PDF development is the usage of kT unitegrated
parton densities functions (uPDF), where kT denotes the original transverse momentum
of the parton from the composed particle. The calculation that convolutes uPDF with the
matrix elements are called kT -factorisation [76,77] based calculations (for more complete
review of the method see [78, 79]).

The calculation of Lipatov and Zotov (LZ) [80] are based on the k⊥ factorisation ap-
proach. The calculation uses the unintegrated quark and gluon densities of the photon
and the proton using the Kimber-Martin-Ryskin (KMR) prescription [81] with the GRV
parameterisations of the colinear quark and gluon densities [82,83]. The kT -factorisation
approach is expected to account for the main part of the colinear higher order QCD cor-
rections [80]. Direct and resolved processes are considered in the calculation while the
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contributions from fragmentation and from the box diagram are neglected.



Chapter 3

The H1 experiment at HERA

This chapter introduces the experimental apparatus used to collect the data that this
analysis is based on. At first, in section 3.1, an overview of the HERA1 ep collider is
given. The most important elements of the H1 detector are introduced in section 3.2.
Special care is taken to describe parts particularly relevant for this analysis.

3.1 HERA storage ring

The HERA [84] storage ring in located at the DESY2 research facility in Hamburg, Ger-
many. It is an unique electron3-proton collider providing an opportunity to study lepton-
parton interaction at high energies. Figure 3.1 shows an overview of the HERA facility.

The proton beam preparation starts with the acceleration of negatively charged hydrogen
ions up to 50 MeV in the linear accelerator (H−-linac). In order to obtain the proton beam,
ions are stripped off the electrons before the injection into the DESY III ring. Seventy
bunches with a bunch crossing distance of 96 ns, identical to HERA, are accelerated up
to 7.5 GeV in the DESY III ring. The bunches are then transferred into the PETRA4

storage ring, where they are accelerated further. The 70 GeV protons are injected to the
HERA ring. The procedure is repeated until HERA is filled with 210 proton bunches. In
the HERA ring, protons are accelerated to their final energies of 920 GeV.

The lepton acceleration starts with the e−-linac (e+-linac in case of positron beam) accel-
erator, where they are accelerated to the energies of 450 MeV. A single bunch of electrons
≈ 60 mA is transferred into the DESY II ring, where it is accelerated to the energies of
7 GeV. Seventy electron bunches are injected into the PETRA II ring, where they reach
the energy of 14 GeV. The final energy of 27.6 GeV is achieved at the last stage of the
acceleration in the HERA ring, where 210 electron bunches circle the ring with 96 ns

1Hadron Electron Ring Anlage.
2Deutsches Elektronen Synchrotron.
3Unless otherwise stated, here and in the following the term electron refers to both the electron and

the positron.
4Positron Elektron Tandem Ring Anlage
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Figure 3.1: Layout of the HERA collider (left) and its pre-accelerator system (right).

spacing.

With the rate of 10.4 MHz, defining the HERA-clock electron and proton bunches cross
each other. The head-on collisions of 27.6 GeV electrons and 920 GeV protons lead to the
system with centre-of-mass energy of

√
s = 319 GeV (see equation 1.3).

There are four experiments located on the HERA ring. Two general purpose experiments,
H1 [85] and ZEUS [86] are detectors working on ep head-on collisions. The HERMES ex-
periment [87] records the scattering of polarised electrons on polarised gas targets and has
been commissioned to study the spin structure of nucleons. The HERA-B experiment [88]
was designed to study the CP violation in B0-B0 system generated through collisions of
beam protons with a stationary target.

The performance of the accelerator is characterised by the produced integrated luminosity
L which is proportional to the number of events expected in the scattering experiment
N ep,

N ep = L · σep, (3.1)

where σep is the total ep scattering cross section. The integrated luminosity is defined as
the time-integrated instantaneous luminosity L,

L =

∫

Ldt. (3.2)

L depends on the bunch crossing frequency, bunch currents and the collimation of the
beams. Figure 3.2 presents the integrated luminosity collected by the H1 experiment
during two HERA running periods. The HERA I running period extends between the
first collisions recorded in 1992 and the year 2000, when HERA went through the major
improvement effort [89]. After the upgrade the instantaneous luminosity is increased
compared to the previous conditions by approximately a factor five to L

HERAII
designed = 7.4 ·

1031 cm−2s−1. The HERA II running period counts between years 2004 and 2007 when
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the HERA collider has been switched off. Last few months of the HERA II running
were dedicated for the special collision with decreased proton energy to 460 GeV and
575 GeV. The decrease of the proton current is reflected in the lower slope of the integrated
luminosity plot at the end of the HERA II run.
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Figure 3.2: HERA I and HERA II integrated luminosity as a function of time.

3.2 H1 detector

The multi-purpose detector H1 was designed to measure the final state particles resulting
from the ep collisions provided by the HERA machine. Its complex set of subdetectors
build around the nominal interaction point IP allows precise identification and reconstruc-
tion of particles emerging from the interaction. It provides almost hermetic geometrical
coverage, with the main limitation being the beam pipes.

Figure 3.3 presents the H1 detector drawn with its major components highlighted. The
IP is surrounded by the tracking system consisting of a variety of subdetectors. The in-
nermost system, the tracking systems is enclosed by the calorimetry dedicated to measure
energy of the final state particles. Both tracking and calorimetry systems are contained
within the homogeneous magnetic field of 1.15 T provided by superconducting magnets.
The beam energy asymmetry is reflected in the geometry of the detector. The proton
beam direction, referred to as the forward direction is significantly heavier instrumented.
The opposite, electron beam, or backward direction is dedicated predominantly to the
reconstruction of the scattered electron.
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Figure 3.3: The H1 detector with its major components and the reference system.

The right-handed reference frame at H1 is defined such that the positive z-axis points
into the proton direction, positive x-axis point horizontally to the centre of the storage
rings and positive y-axis points vertically upwards. The polar angle θ is measured with
respect to the z-axis and the azimuthal angle φ lies in the xy-plane, referred to as a
transverse plane, with φ = 0 indicating the x-axis. The radial distance r lays also in the
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transverse plane and is defined as r =
√

x2 + y2. The reference system is presented in
the upper-right corner of the figure 3.3. The pseudorapidity η, defined as

η = − ln tan(θ/2) (3.3)

is valued for its invariance5 under longitudinal Lorentz-boosts and is often used instead
of the polar angle θ.

The detailed description of the H1 detector can be found in [67,85]. Here, only the most
relevant for the present work subdetectors are briefly described.

3.2.1 Tracking

The interaction point is tightly enclosed by the H1 tracking system, constituting the
innermost part of the detector. Figure 3.4 gives a longitudinal view of the system with
its most important components indicated. The H1 tracking system consists of the set of
drift chambers, multi-wire proportional chambers and silicon trackers and is divided into
the central tracking detector (CTD) and the forward tracking detector (FTD).������������ ������������@@@@@@@@@@@@������������ÀÀÀÀÀÀÀÀÀÀÀÀ���������@@@@@@@@@���������ÀÀÀÀÀÀÀÀÀ���������@@@@@@@@@���������ÀÀÀÀÀÀÀÀÀ ��������������������������������������������������������@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@��������������������������������������������������������ÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀ��������������������������������������������������������QQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢����������������������������������������@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@����������������������������������������ÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀ����������������������������������������QQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢����������������@@@@@@@@@@@@@@@@����������������ÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀ������������@@@@@@@@@@@@������������ÀÀÀÀÀÀÀÀÀÀÀÀ������������ ���������������@@@@@@@@@@@@@@@���������������ÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀ���������@@@@@@@@@���������ÀÀÀÀÀÀÀÀÀ���������@@@@@@@@@���������ÀÀÀÀÀÀÀÀÀ ���������������������������������������������������������������@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@���������������������������������������������������������������ÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀ���������������������������������������������������������������QQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢���������������������������������������������@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@���������������������������������������������ÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀÀ���������������������������������������������QQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQQ¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢������������@@@@@@@@@@@@������������ÀÀÀÀÀÀÀÀÀÀÀÀ������������@@@@@@@@@@@@������������ÀÀÀÀÀÀÀÀÀÀÀÀ

0�13 2 -1 -2 m

0

1

-1

Forward Track
Detector (FTD)

Central Track Detector
(CTD)

Central Jet Chamber (CJC)

CJC2

CJC1

COZ COP CIZ CIP

Silicon Tracker

cables
electronics

BDC elm hadr
SpaCal

cable distri-
bution area

(CDA)

transition
radiators

planars

radials MWPCs
CST BST

Figure 3.4: A longitudinal view of the H1 tracking system including the central and
forward tracking detectors.

The main part of the CTD has an active length of 220 cm along the z direction and consist
of two concentric drift chambers, the inner CJC1 (20.3 < r < 45.1 cm) and the outer CJC2
(53.0 < r < 84.4 cm) [90]. The CJC1 (CJC2) is azimuthally segmented into 30 (60) drift
cells with 24 (32) sense wires per cell aligned parallely to the z direction. Charged particles
travelling through the chambers are traced by their ionising of gas atoms6. The spatial

5Strictly speaking, only the difference in pseudorapidity is invariant.
6In the CJC the mixture of Ar, CO2 and CH4 is used.
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resolution in the rφ plane is based on a drift-time measurement of the ionisation electrons,
while the z-coordinate is obtained from charge division. The hit position is measured with
an accuracy of 170 µm in the rφ plane and 3 cm along the z-axis. The z resolution can be
improved by employing the Central Inner Proportional (CIP) chamber [91] and Central
Outer Z (COZ) chamber [92], which leads to an improvement of the z measurement
resolution up to typically 300µm.

The CIP chamber (see figure 3.5) is a multiwire proportional chamber (MWPC) which
consist of five cylindrical detector layers with cathode pad readout. It is located between
15 < r < 20 cm and has a total active length of 2.2 m. The chamber is segmented into
16 azimuthal sectors and 93-119 (depending on the layer) pads along the z direction.
Multiwire proportional chambers are characterised by a very fast response to ionising
particles. A typical value for intrinsic time resolution is 10 ns. and for that reason, the
CIP chamber provides the information used already on the level one trigger level (see
section 3.2.5).

Figure 3.5: The structure of the CIP chamber.

The FTD [93] is a set of drift chambers designed to detect forward tracks in the polar
angle range 5◦ < θ < 25◦. It consists of three identical supermodules aligned along the
z-axis. Each of the supermodules contains a planar drift chamber and a proportional
chamber.

The Backward Proportional Chamber (BPC) [94] covers the polar angle in range 153◦ <
θ < 174◦ and is used to enhance the angle measurement of the scattered electron at low
Q2.

The innermost part of the tracking system is composed of the silicon detectors, the Back-
ward Silicon Detector (BST), the Central Silicon Detector (CST) and the Forward Silicon
Detector (FST). The BST [95] has an acceptance coverage of 164◦ < θ < 176◦ and a
resolution σr = 22 µm in r-direction. It is used to identify the scattered electron at
small polar angles. The CST [96] consists of two layers of silicon strip detectors, arranged
parallel to the beam pipe. The polar angle acceptance range is 30◦ < θ < 150◦ and the
resolution is σz = 12 µm in z and σrφ = 22 µm in both r and φ. It is used for a precise
reconstruction of the interaction vertex. The FST [97] consists of five planes of silicon
strip detector covering the polar angle 8◦ < θ < 16◦ and having resolution similar to the
BST.
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3.2.2 Calorimetry

Calorimeters are detector components providing the energy measurement for both charged
and neutral particles. H1 calorimetry system consists of four separate calorimeters, with
the main one, being the Liquid Argon (LAr) calorimeter covering the forward and cen-
tral region of the detector. Energy leaking out of the LAr is measured by the tail
catcher installed in the instrumented iron. The plug calorimeter and Spaghetti calorimeter
(SPACAL) provide energy measurements in the forward and backward detector regions
respectively.

The LAr calorimeter [98] is the most important subdetector used in the current analysis.
It provides the identification of prompt photons as well as measures energy of hadronic
final state particles. Due to its vital importance it is described below in some more details.

Figure 3.6 shows a longitudinal cross section of the LAr calorimeter. It is geometrically
divided into eight wheels, listed from the backward direction these are the Backward
Barrel (BBE), three Central Barrels (CB1, CB2 and CB3), two Forward Barrels (FB1
and FB2) and Inner and Outer Forward module (IF and OF). Except of BBE, which is
purely electromagnetic and OF, which is purely hadronic, all the wheels are equipped
with electromagnetic and hadronic sections. In addition to the wheel segmentation, LAr
calorimeter is divided into eight octants along the azimuthal angle φ. Between octants
and wheels, there are insensitive calorimeter regions, which are referred later on as to
φ-cracks and z-cracks, respectively. The LAr has an asymmetric polar angle coverage of
4◦ < θ < 154◦.

Figure 3.6: Longitudinal cross section of the Liquid Argon calorimeter showing its
segmentation into eight wheels.

The LAr is a sampling calorimeter composed of alternating absorber layers and liquid
argon filled gaps. The electromagnetic section consists of 2.4 mm thick lead absorber
plates separated with 2.35 mm wide liquid argon sampling layers. The liquid argon acts
as an active material between the high voltage and readout cells which are mounted
on the absorber plates. Shower particles crossing the sampling layer induce a signal
by the ionisation of liquid argon atoms. The total depth of the absorber material in
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the electromagnetic section varies between 20-30 radiation length7 X0 depending on the
impact angle.

Since for most absorbers, the nuclear interaction length λ8 is roughly one order of magni-
tude larger than X0, hadronic shower penetrate much deeper into the absorber material.
The hadronic section therefore extends the electromagnetic part and consists of 19 mm
thick stainless steel absorber and liquid argon filled gaps of of twice 2.4 mm width. All
together, the whole LAr calorimeter, including the electromagnetic section yields 5 − 8
nuclear interaction lengths λ. Figure 3.7 shows the longitudinal cross section of the LAr
calorimeter drawn together with lines of constant radiation length 20X0 and constant
nuclear interaction length λ.

Figure 3.7: Longitudinal cross section of the Liquid Argon calorimeter showing lines of
constant radiation length 20X0 and constant nuclear interaction length λ

As illustrated in figure 3.6, the orientation of the absorber plates varies between wheels,
being horizontal in all three CB wheels and vertical elsewhere.

Both the electromagnetic and the hadronic section are highly segmented in the trans-
verse and longitudinal direction with about 44000 cells in total, which is illustrated in
figure 3.8. The cell granularity is finer in the forward direction on account of the higher
particle concentration and in the electromagnetic section in order to resolve the compact
electromagnetic showers induced by electrons and photons. The longitudinal segmenta-
tion varies from three (central) to four (forward) layers of cells in the electromagnetic
section, where the first layer has a thickness of three to six radiation lengths, and from
four to six layers in the hadronic section. Transversally a basic granularity of the elec-
tromagnetic readout cells is twice the Molière radius9 2RM measured at the entrance of
the electromagnetic calorimeter. In the BBE, CB1 and CB2 the transverse resolution is
relatively poorer. For particles incident from the interaction point, the laterally projected

7The radiation length is a material dependent constant, which measures the mean distance over which
a high-energy electron loses all but 1/e of its energy by bremsstrahlung. A good approximation of the

radiation length X0 is [99] X0 =
716.4g/cm

2

A

Z(Z+1) ln(287/
√

Z)
, where A is the atomic weight and Z the atomic charge.

8 Nuclear interaction length λ is defined as an average free path between inelastic interaction.
9The Molière radius RM is defined i.e. in [100, 101] and is a measure of the transverse dispersion of

the electromagnetic shower. Roughly 95% of the shower is contained within the radius of 2RM .
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cell size in the electromagnetic stack ranges between 5× 5 cm2 in the forward and 7× 13
cm2 in the central wheels.

Figure 3.8: Longitudinal (a) and transversal (b) cross section of the Liquid Argon
calorimeter illustrating the granulity of the readout system.

The energy resolution of the LAr calorimeter, determined in the test beam measure-
ments [102, 103] is

σel(E)

E
=

12%
√

E/GeV
± 1% (3.4)

for the electromagnetic section and

σhad(E)

E
=

50%
√

E/GeV
± 2% (3.5)

for hadronic showers.

During the reconstruction process, the readout cells of the LAr firstly undergo the noise
suppression algorithm and later are assigned to clusters, which are contiguous formations
of cells that are likely to contain the cascade of a single incident particle.

In the backward part of the H1 detector, the SPACAL [104] is used with the main pur-
pose of detection of the electron scattered under the polar angles 153◦ < θ < 177.5◦. This
coverage corresponds to the measurements in the kinematic range of 4 < Q2 < 150 GeV2.
Like the LAr calorimeter, SPACAL is a sampling calorimeter with an inner electromag-
netic and outer hadronic section. Both parts are fabricated of long scintillating fibres
placed parallel to the beam axis and embedded in the lead absorber material. Charged
shower particles in the induced showers are detected by the excitation of molecules in the
scintillator material, which trigger light impulses in the fibres. The light is transmitted to
photomultiplier tubes at the backward end of the fibres, where the impulses are converted
into electrical signals. In this analysis SPACAL is used to veto low Q2 DIS events.

3.2.3 Luminosity system and electron tagger

The H1 luminosity system (LUMI) [105] make use of the Bethe-Heitler process ep → epγ
predicted in QED with high accuracy. Both electron and photons are mostly scattered
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under the small angles and leave the detector through the beam pipe. They are detected
by the coincidence of the signal in two calorimeters, the electron tagger (ETAG) and the
photon detector (PD). The overview of the system is given in the figure 3.9.

Figure 3.9: The H1 luminosity system. Photons and electrons are detected in the
electron tagger (ETAG) and the photon detector (PD).
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The PD is located at z = −103 m and is a tungsten (absorber plates) / quartz (active
material) fibre based sampling calorimeter with the sufficient depth to fully contain elec-
tromagnetic shower of about 25X0. The position of the PD makes it strongly exposed
to the synchrotron radiation. The beryllium based filter with depth of 2X0 is placed
in front of the main calorimeter, in order to protect it from the synchrotron radiation.
Incorporated into the system are two electron taggers, placed in positions z = −5.7 m
(ETAG6) and z = −44 m (ETAG44). The ETAG6 is a SPACAL type calorimeter con-
taining scintillating fibres. The ETAG44 have been installed already during the HERA
I running period and is based on scintillating crystals. Both of the electron taggers are
used to tag the photoproduction events (Q2 < 0.01 GeV2).

3.2.4 Time-of-flight system

The Time-of-Flight (TOF) system consists of plastic scintillators installed at various
places within the H1 experiment. The TOF system delivers precise timing information
used to reject non-ep background events which are asynchronous to the strict 96 ns pe-
riod of ep collisions at HERA. In particular two scintillators of the veto-wall (VETO) at
z = 8.1 m and z = 6.5 m reject events with a significant time offset to the HERA clock.

3.2.5 Trigger system and data acquisition

The main objective of the trigger system is to provide a fast decision for the acquisition
of interesting ep events while sorting out background events. Background sources are
mainly due to reaction of the protons e.g. reaction of the protons with the gas in the
beam pipe (beam-gas) or with the material of the beam pipe (beam-wall). Beam halo
muons and cosmic muons also yield significant amount of background. The background
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rates exceed the ep interaction rates typically by two orders of magnitude, so the efficient
trigger system is needed for successful experimental running.

The H1 trigger system consists of four levels (L1 - L4), of which all but L3 was in operation
during HERA II data taking period. The H1 trigger system, consists of several levels,
denoted L1 to L4. Only after an event has been accepted by all operating systems, it is
written to tape and analysed by the offline reconstruction. An illustration of the data
flow through the H1 trigger system is shown in figure 3.10.
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Figure 3.10: The designed data flow through the H1 trigger system.

The first level trigger, L1, consists of around 200 trigger elements (TE) providing fast
information from different detector subsystems. The central trigger logic combines TEs
into 128 subtriggers, the majority of which are designed to select a variety of physics
processes, although some are used to monitor background and trigger efficiencies. An
event is kept if at least one of 128 subtriggers (s0-s127) give a positive decision. If a
specific subtrigger has a too large rate it is consequently prescaled While the trigger
decision is being taken, the readout is stored in the peaplines, which enables the L1
trigger to be free of a deadtime. The L1 decision is taken within 2.3 µs and the output
of the L1 trigger system is of the order of 1 kHz.

The L2 system decision is derived within 22 µs from one of two independent hardware
systems, a topological trigger (L2TT) and a neutral network trigger (L2NN) which both
combine the information of several subsystems. A positive decision on L2 stops the
pipepines and the whole event is read out. The readout process takes typically 1 − 2
ms during which no further data can be collected and is considered as a detector dead
time. The designed output rate of the L2 trigger is predicted as 200 Hz, but since the L3
trigger level was not in operation during the most of the HERA II running period, the L2
actually must decrease the rates down to 50 Hz.

The L4 trigger decision is based on a full though simplified event reconstruction and
decided in approximately 100 ms. Basing on calculated so called L4 statements, selected
events are grouped into L4 classes. The physics event classes are selected based on a
presence of a hard scale, like sufficiently large Q2 or transverse momentum, or by the
output of dedicated physics finders like ’open charm’ or ’open beauty’. Events that can
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not be assigned to any physics class are classified as ’soft physics’ and strongly prescaled
(this effect is important for this analysis, for further details see section 4.3.3).

Events passing all the trigger levels are permanently written to tape in two different data
formats, Production Output Tapes (POTs) and Data Summary Tapes (DSTs). The POTs
contain the complete event data including raw and reconstructed information, while on
DSTs only a subset of predominantly reconstructed quantities is stored, which is sufficient
for most physics analyses. DSTs occupy roughly 10 kB per event of disk space, which is
an order of magnitude smaller than the data volume of the POTs. In the offline analysis
of the ep scattering data, calibration constants to the subdetector measurements, as well
as information on the detector alignment, are extracted. After the so-called reprocessing,
the corrected measurements are written to a further generation of DSTs. In this analysis
DST3 data reprocessing generation was used.



Chapter 4

Event reconstruction and
preselection

This chapter provides the basic informations about the reconstruction of general event
properties as well as criteria requested to obtain basic data selection. Section 4.1 gives an
overview of the data on which this analysis is based. Section 4.2 explains the reconstruc-
tion of the basic event properties, particularly explains the jet reconstruction algorithm.
The triggering issues are explained in details in section 4.3, while additional requirements
aimed to reject non-ep background are discussed in section 4.4.

4.1 Data overview

The analysis presented in this thesis is based on the data collected by the H1 detector
in the years 2004-2007 and represents the whole HERA II data sample. The data taking
strategy of the H1 experiment groups the collected events into runs of of approximately
1 hour duration. Depending on the quality of collision environment and the experimental
hardware status the runs are classified offline as good, medium or poor. The analysis
presented in this thesis does not use runs degraded as poor. In addition it is required
that the high voltage of all the essential subdetectors is at its nominal value and their
readout is functional. The essential subdetectors for this analysis include: CJC1, CJC2,
LUMI, LAr calorimeter, SPACAL, CIP, BPC, TOF and VET systems (see section 3.2 for
systems description).

Table 4.1 contains the detailed information about used H1 data periods, including the
charge of the lepton beam and its helicity. The polarisation of the electrons has not been
used in this analysis, but since it is commonly used to define data taking periods, it is
included in the table. The total integrated luminosity of all considered HERA run periods
amounts to 340.1 pb−1.

In figure 4.1 the event yield for inclusive prompt photon selection (selection criteria will
be discussed later and are summarized in section 5.4) is presented. The yield is stable over
the time and amounts to roughly 440 events per 12 pb−1 of integrated luminosity. Visible
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Year Beams Helicity Run Range
∫

Ldt [pb−1]

2004

e+p + 367257− 376562 16.7

e+p − 376810− 386696 23.7

e+p + 387537− 392214 8.7

e−p + 396674− 398679 0.16

2005

e−p + 399629− 402634 1.3

e−p − 402993− 414625 34.1

e−p + 415726− 427474 30.0

e−p − 427872− 436893 34.8

2006

e−p − 444307− 458154 35.6

e−p + 458841− 466997 21.3

e+p + 468531− 485678 57.6

e+p − 485715− 486072 1.06

e+p + 486073− 490161 18.7

e+p − 490162− 492541 10.3

2007 e+p − 492559− 500611 45.9

Table 4.1: Summary of the data periods used in this analysis.

variations are caused by the changing trigger efficiency and variable beam qualities.
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Figure 4.1: Event yield for inclusive prompt photon selection. Each point corresponds
to the number of events selected per 12 pb−1 of integrated luminosity.
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4.2 Event reconstruction

Electronic signals collected directly during the data taking are subject to algorithms that
builds more physical objects. H1 track finding strategy (based on the algorithm described
in [106]) and calorimetry clustering is in details explained in [67]. For an overview of the
primary vertex reconstruction see [107]. On the following pages the scattered electron
identification and jet algorithm is presented.

4.2.1 Scattered electron identification

Two scattered electron finding algorithms are used in this analysis, with one looking for
electron in LAr calorimeter, the second in SPACAL.

The algorithm of scattered electron finding in the LAr calorimeter is based on the QESCAT
finder which main characteristics are described in [108]. The LAr clusters composed of at
least three cells, with energy higher than 5 GeV and transverse momentum higher than
3 GeV are selected. Additional cuts on cluster quality criteria are introduced such as
electromagnetic energy fraction, cluster compactness, radius and isolation. Finally, all
the scattered electron candidates are required to have an associated track with a distance
of closest approach below 12 cm.

In SPACAL all the clusters with electromagnetic energy above 5 GeV and radius below
4 cm are selected. The BPC and BST tracks are used to validate the electron candidate
position, but are not explicitely required.

From the selection of all LAr and SPACAL electron candidates the one with the highest
transverse momentum is selected as the scattered electron and used to veto DIS events
as explained in section 5.1.

4.2.2 Jet algorithm

Due to the confinement effect, partons from hard interaction can not be observed directly.
Instead, during the hadronisation process many colourless secondary particles are created
and leave their signal in the detector. Those final state particles can be grouped back into
jets containing the information about the initial partons produced directly in the collision.
A good jet algorithm should construct objects which well map the parton configuration
and be collinear and infrared safe. Infrared safety means that adding a soft particle into
the final state should not change the jet configuration and is a requirement needed to
minimise the influence of an electronic noise. Collinear safety means that two parallel
particles are exactly equivalent to one particle with the sum of the momenta of the pair.
This requirement accounts for resolution effects of the detector. In this analysis the jet
kT algorithm [109] is used which is both collinear and infrared safe. The algorithm works
as follows:

1. The initial object list is created from all the particle candidates being all the tracks
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and energy deposits in the detector1. Special care was taken to avoid double count-
ing.

2. A distance di for each object and dij for every pair of objects is calculated:

di = P 2
T,i, dij = min(di, dj) · ∆R2

ij/R0, (4.1)

where ∆R2
ij = (∆ηij)

2 + (∆φij)
2 is the distance squared of the two particles in the

ηφ-plane and R0 is the resolution parameter.

3. dmin is defined as the smallest from all di and dij. If dmin is taken from di set, object
i is removed from the collection of objects and becomes a jet. If, on the contrary,
dmin belongs to dij set, objects i and j are removed from the objects lists and new
combined object is created following given recombination scheme and added to the
objects list.

4. The procedure is repeated until all objects are removed from the object list.

In this analysis objects are combined following the PT -weighted recombination scheme,
where transverse momentum PT , pseudorapidity η and azimuthal angle φ of the composite
object are given by:

PT,ij = PT,i + PT,j, ηij =
PT,iηi + PT,jηj

PT,ij

, φij =
PT,iφi + PT,jφj

PT,ij

, (4.2)

and the resolution parameter is chosen to be R0 = 1 as suggested in [110].

The jet kT algorithm combines all the final state particles unambiguously into jets such
that every particle belongs to one and only one jet.

4.3 Triggering

The H1 trigger strategy has been explained in section 3.2.5. Particularly in this analysis
the subtrigger s67 is used. The trigger efficiency is studied using independent monitor
triggers and accounted for.

4.3.1 Level 1 trigger

The s67 subtrigger is created with the purpose of a fast detection of the electron scattered
under a wide angle. The main component of its definition is the existence of a concentrated
electromagnetic energy deposit in LAr calorimeter. It used to be one of the most important
subtriggers for the H1 experiment, triggering high Q2 events and forced, if beam conditions

1The same jet algorithm is performed on both hadron and parton levels. In the case of hadron level
the initial object list is built out of all the final state particles. For a parton level, all the particles before
the hadronisation step are included.
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allow stable running, to run without any prescaling. Particularly in this analysis s67 is
used to detect photon candidates.

LAr calorimeter trigger works on so called Big Tower (BT) regions chosen such as to point
to the nominal vertex as outlined in figure 4.2 for θ structure, additionally divided into 16
or 32 sectors in φ. The main condition of s67 subtrigger, LAr electron 1 (TE1), detects
events with at least one BT with electromagnetic energy deposition above the threshold
(of roughly 5 GeV in the central region and up to 25 GeV in the forward). The hadronic
energy is ignored. The details of LAr calorimeter trigger setup can be found in [111].

12 1311109876

0

2

4

Figure 4.2: The θ distribution of LAr Big Towers.

In order to decrease the probability to trigger on noise in the LAr calorimeter, s67 subtrig-
ger combines TE1 condition with the timing information from the LAr calorimeter and
the CIP. Together with the veto on special beam related background signatures provided
by the TOF system and the CIP the rate of the subtrigger is decreased to acceptable val-
ues. Beginning with the run 483314, the additional veto condition detecting halo muons
has been added to the s67 definition. This extra requirement was applied to 20% of the
total selected luminosity.

Figure 4.3 presents s67 related rates for an example of 2006/07 e+p data as a function
of time and instantaneous luminosity. The mean TE1 rate (figure 4.3a), being around
20 Hz is decreased by a factor of 10 by the background veto conditions included in the
s67 definition, producing a final subtrigger rate on the 2 Hz level (figure 4.3b). The
rate is low enough for the L1 trigger to run with a prescale of 1.003 averaged over the
whole HERA II running period. The prescale factor for the example run period is plotted
in figure 4.3c. Figure 4.3d presents the s67 trigger rate plotted against instantaneous
luminosity. The runs taken in the beginning of the fill, characterised by high beam currents
produce high instantaneous luminosities. Since in the case of studied trigger, hardly any
correlation between subtrigger rates and the instantaneous luminosity is visible, hence
one can conclude that s67 triggered events are still mostly non-ep collision background.
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Figure 4.3: Rates for the TE1 (a), s67 (b), s67 prescale factor (c) as a function of time
and the s67 trigger rate as a function of instantaneous luminosity (d) for the 2006/07 e+p
data.

4.3.2 Trigger efficiency

Trigger efficiency has been studied using events triggered by a set of independent condi-
tions, such as detection of the scattered electron in the SPACAL or ETAG.

The main trigger monitor sample is triggered by a localised energy deposition (EIET )
in the outer region2 of the SPACAL. Three different subtriggers are used with different
energy thresholds and different prescale factors. The subtrigger s3, with the highest
energy threshold of 9 GeV has a prescale equal to one, while subtriggers with lower energy
thresholds are consequently downscaled. The radial position (RSpacal) of the electron
candidate is further verified on L2. The L2 condition for s9 has been changed in 2005
from run 421376 on from RSpacal > 30 cm to RSpacal > 40 cm.

The alternative monitor sample was used to evaluate possible systematic bias of the trigger
efficiency determination. It has been triggered by the scattered electron in the electron
tagger (EET6) placed 6 m away from the main detector and a sufficient number of high

2The outer region is defined as everything except the inner region being the square 8.1 × 8.1cm2 in
the centrum of the SPACAL.
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energetic tracks in the tracker. Subtriggers s82 and s83 were used. The exact definition
for the s82 subtrigger has been changed in the year 2006 from demanding at least 3 tracks
with pT > 400 MeV to at least one track with pT > 900 MeV. The change has been
in charge from run 488289 on. The subtrigger s83 has been additionally verified by L2
topological finder in order to detect D∗ or di-jet events and was available until run 487915.

Since the statistics of the alternative monitor sample is insufficient for a reliable determina-
tion of the trigger efficiency, the subtrigger s61, based on both SPACAL energy deposition
(including the inner part of the calorimeter) and the tracker, has been included.

Table 4.2 summarises the subtriggers used to determine the efficiency of s67. The overlap
between two samples amounts to 50% of the main monitor sample.

Subtrigger L1 Condition L2/L3 Condition

Monitor
Sample

s0 EIET (outer) > 6 GeV RSpacal > 20 cm

s3 EIET (outer) > 9 GeV RSpacal > 30 cm

s9 EIET (outer) > 2 GeV RSpacal > 30(40) cm

Alternative
Monitor
Sample

s82

EET6 > 3 GeV

−NTrack400MeV > 2

(NTrack900MeV > 0)

s83
EET6 > 3 GeV

D∗ or di-jet
NTrack400MeV > 2

s61
EIET (all) > 6 GeV

−
NTrack900MeV > 0

Table 4.2: Subtriggers definitions used for monitoring s67 trigger efficiency.

The trigger efficiency has been evaluated for clusters passing the same cluster selection
as used later in the main selection with the sole exception of the isolation criteria, which
has been skipped altogether. A consistent usage of only highly isolated clusters decreases
the statistics of monitor sample overall by 70% and particularly in forward direction by
85% introducing a high error on fitted trigger efficiency. The possible bias due to missing
isolation criteria has been studied and the results are compatible within statistical errors.

The LAr trigger suffered during the HERA II running period from various localised hard-
ware problems. In order to restrict the measurement to the well triggered events the
trigger efficiency has been studied as a function of the variable zr defined as

zr =

{

z for CB1, CB2, CB3, FB1, FB2 LAr wheels

r + 300 cm for IE1 LAr wheel.
(4.3)
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where z and r are impact cluster parameters. Since the H1 machine has been subject to
some major repair efforts, the trigger efficiency was studied as a function of time. It was
also evaluated in 16 φ sectors sensitive to the definition of LAr Big Towers. Figure 4.4
presents the example of a zr dependence of trigger efficiency for the 2006 year running pe-
riod. Shaded LAr calorimeter areas with significantly low trigger efficiency are considered
as unreliable and are removed from the selection. The same figure presents the efficiency
as produced by the MC simulation. One can note that the main hardware problems were
properly simulated but in general the simulation overestimates the s67 trigger efficiency.
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Figure 4.4: The trigger efficiency for 16 φ sectors as the function of zr variable. Data
points are plotted together with the MC simulation of the trigger efficiency (blue his-
togram). Shadowed areas indicate regions which are removed from the selection.

The trigger efficiency as a function of the cluster energy has been evaluated for each year
and for each LAr calorimeter wheel. An example of determined efficiency for the year
2006 is presented in figure 4.5. The step function has been fitted to the points for both
data and MC. One can see again that simulated MC trigger efficiency differs significantly
from the measured data efficiency. Therefore, for most H1 analyses, the simulated trigger
response is neglected. Instead, the trigger efficiency as determined from data is treated as
a separate correction. In this particular analysis though, trigger introduces a bias to the
vital variables (cluster shape variables - see section 6.1) and for this reason MC trigger
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simulation is used. Additionally efficiency correction is introduced:

wTrigger(t, ηγ, Eγ
T ) =

effdata
s67

effmc
s67

, (4.4)

where effdata
s67 is the measured s67 trigger efficiency and effmc

s67 is simulated s67 trigger
efficiency. The application of the wTrigger variable is given in section 8.2.2.
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Figure 4.5: S67 trigger efficiency for the year 2006 and for six LAr calorimeter wheels.
The measured trigger efficiency is compared to the MC simulation.

4.3.3 Level 4 trigger

Events triggered by s67 subtrigger are subject to event classification on trigger level four
(L4)3 and events not classified as any of the hard physics classes are highly prescaled.

The great majority of events triggered by s67 enable L4 HS ET CLUST statement on
trigger level four. The condition for L4 HS ET CLUST is the existence of an electromag-
netic cluster with transverse energy larger than 5 GeV. Events with L4 HS ET CLUST
enabled are classified as class 4 (”High Q2”) events. Figure 4.6 presents the run averaged
L4 rejection rate for events triggered by s67 in the example period of 2006/07 e+p data.
The average rejection rate is about 10%. Here, also the additional L1 trigger requirement
described above, being in force starting from day ∼ 400 of the visualised period may be
noted. It greatly improves the quality of s67 triggered events. which is reflected in the
drop of the L4 rejection rate.

Trigger level four, is working on fully reconstructed event and thus LAr calorimeter clus-
ters are already formed. The clusters on this level are subject to a rough online energy

3 L2/L3 trigger level is not used in the main selection for this analysis.
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Figure 4.6: Run averaged L4 rejection rate for events triggered by s67 for 2006/07 e+p
data.

calibration, which differs from the precise offline calibration used further in the analysis
chain. For this purpose, there might be events passing main selection criteria with higher
energy threshold, that did not pass L4 condition and are consequently highly prescaled.
Events of this type can not be reliably used in the analysis. For that reason an additional
trigger efficiency, including L4, was evaluated. Since event class 4 efficiency is difficult
to control (except of highly energetic LAr clusters it may be triggered by a scattered
electron in the SPACAL or a general energy deposit in the backward detector region),
the efficiency of the L4 HS ET CLUST condition, directly corresponding to the measured
photon candidate was evaluated. Figure 4.7 shows the trigger efficiency of the combined
s67 && L4 HS ET CLUST condition with a fitted double step function (motivated by
two energy thresholds, one on L1 and one on L4). There is a dramatic drop of the trigger
efficiency for low transverse energies, especially in three most forward wheels. Since it
is not there for the pure s67 trigger efficiency (figure 4.5), it is attributed to the level
four inefficiency with the most probable reason being a significant miscalibration of on-
line cluster energies. Consistently, low ET clusters are highly prescaled (with the prescale
of 40, 60 or 80) preventing a reliable measurement in this region. The final selection is
therefore performed for clusters with ET > 5.7 GeV and results are quoted for photons
with ET > 6.0 GeV. Table 4.3 presents the trigger efficiencies for the year 2006 for few
chosen energies.

4.4 Electron-proton interaction event selection

Since the prompt photon production is a rare process, any amount of uncontrolled back-
ground results in a significant final error. For this reason extra effort has been taken to
obtain a pure ep interaction event selection. The first selection of ep interactions was
performed already on the trigger level. Additional offline criteria are discussed in this
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Figure 4.7: S67 && L4 HS ET CLUST trigger efficiency for the year 2006 and for six
LAr calorimeter wheels.

ET CB1 CB2 CB3 FB1 FB2 IE1

[ GeV] L1 L4 L1 L4 L1 L4 L1 L4 L1 L4 L1 L4

5.0 0.88 0.05 0.42 0.05 0.50 0.07 0.83 0.002 0.86 0.003 0.50 0.002

5.7 0.94 0.94 0.67 0.67 0.70 0.70 0.87 0.48 0.90 0.76 0.61 0.50

6.0 0.96 0.95 0.75 0.75 0.77 0.77 0.88 0.80 0.92 0.82 0.66 0.64

10.0 0.99 0.99 0.98 0.98 0.98 0.98 0.92 0.89 0.97 0.97 0.93 0.93

Table 4.3: Trigger efficiency for 2006 running period for chosen energies. For each LAr
calorimeter wheel the value is given for s67 condition (L1) and s67 && L4 HS ET CLUST
(L4).

section.

The timing information provided by the CJC and the LAr calorimeter is processed offline
and events with significant deviation from the nominal value are removed from the sam-
ple. For genuine ep colision events a primary vertex should be reconstructed nearby the
nominal vertex position, so |zvtx| < 35 cm cut is introduced. For a correct reconstruction
of the primary vertex only events with at least two central tracks are accepted for further
investigation.

A set of topological non-ep background finders (summarised in table 4.4) has been applied
to the selection. The set consists of 9 out of 10 background finders considered as ”safe”
(with the sole exception of HALAR finder). Four of them are dedicated to tag beam-halo
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events and five to cosmic muon events. Background finders cause the estimated signal
selection efficiency drop by roughly 4%, caused mostly by COSLAR finder. Further details
can be found in [112,113].

Finder Description

HALAR Pure LAr “halo“ longitudinal horizontal pattern

HAMULAR
Relaxed LAr “halo“ pattern matching a deposit

inside the Backward Iron Endcap.

HAMUMU
Horizontal forward muon matching a deposit

inside the Packward Iron Endcap.

HAMUIF
Isolated inner forward LAr energy matching a deposit

inside the Backward Iron Endcap.

HASPALAR
Isolated inner forward LAr energy matching

a deposit inside SPACAL.

COSMUMU Two opposite muon tracks of comparable direction.

COSMULAR LAr energy matching the direction of a muon track.

COSTALAR
LAr energy matching the direction of two opposite

Tail-Catcher clusters.

COSTRACK Two CJC tracks with directions exactly opposite in space.

COSLAR
“Long“ isolated LAr cluster with a small electromagnetic

energy content.

Table 4.4: Definitions of ten topological non-ep background finders considered as “safe“.



Chapter 5

Prompt photon selection

Having the data selected as descibed in chapter 4, the prompt photon selection in pho-
toprodiction is performed and described in this chapter. Section 5.1 discusses cuts used
to obtain highly pure photoproduction event sample. Prompt photon (section 5.2) and
hadronic jet (section 5.3) selection details are given later. The whole selection is sum-
marised in section 5.4.

5.1 Photoproduction event selection

Experimentally, photoproduction events are identified with a scattered electron escaping
through the beam pipe. Hence they can be identified by applying a veto on directly mea-
sured scattered electron in the SPACAL or LAr calorimeter. This restricts the virtuality
to Q2 < 4 GeV for the HERA II setup.

Identification of the scattered electron has been described in section 4.2.1. An electron
candidate can simultaneously be identified as a prompt photon candidate, particularly in
the forward region of the detector, where no track veto is applied to the photon selection
(see section 5.2.2). Since electrons scattered under such wide angle are rare, the majority
of those clusters are valid photon candidates (see section 5.2). For this reason, the LAr
calorimeter electron veto is applied only if the electron candidate does not fulfil the photon
selection criteria.

Since the scattered electron escapes the detection, the event kinematics is calculated using
the Jaquet-Blondel method [114]. The inelasticity y is reconstructed as

y =

∑

(E − pz)

2Ee

(5.1)

where the sum runs over energy and longitudinal momentum of all final state particles
and Ee denotes energy of the electron beam. The characteristics of quantity

∑

(E − pz)
is, that it is by definition insensitive to particle losses in the forward direction where large
losses are expected from proton remnant. For events with the electron scattered into the
acceptance of the detector the inelasticity tends to be close to one. In order to decrease
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the remaining DIS background a cut on high inelasticity is introduced. Extremely forward
events which are predominantly due to the interaction of the proton with beam gas are
removed with the cut on low values of inelasticity. In this analysis y is restricted to
0.1 < y < 0.7 range.

The y distribution for selected photon candidates is plotted in fig 5.1a. The data is plotted
together with the sum of MC prediction (scaled to the measured cross section), MC signal,
MC photoproduction background and MC DIS background. The vertical lines indicate
the cut values. The remaining DIS background is estimated to be roughly 2% and its
y dependence is plotted in fig 5.1b. The final results are corrected for its presence by
subtracting the expected contamination.
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Figure 5.1: Inelasticity estimator y distribution (a) and the estimated DIS events frac-
tion (b).

5.2 Photon selection

Photons are commonly identified in high energy experiments as compact electromagnetic
clusters without track pointing to it. A similar approach has been taken in this work with
details discussed below.

All LAr calorimeter clusters with transverse energy

5.7 < Eγ
T < 17 GeV (5.2)

and in the pseudorapidity range

− 1.1 < ηγ < 2.5 (5.3)

are used to define the entry point for photon candidate selection. The pseudorapidity
range covers almost the whole LAr calorimeter acceptance.

5.2.1 Cluster criteria

Clusters close to LAr calorimeter φ and z cracks might possibly suffer from significant
energy leakage. Therefore all the clusters with more than 95% of the energy deposited in
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cells adjacent to the cracks are removed from the selected sample. In addition the most
energetic cell of the cluster is required to be part of the LAr calorimeter wheel in which
most of the cluster’s energy is deposited. This requirement removes any ambiguity in
assigning cluster to particular LAr calorimeter wheel.

Clusters with an electromagnetic energy fraction in the first two layers (Eγ
EM2) of the

calorimeter above a certain threshold are selected. The threshold function has been chosen
such as to minimise possible efficiency losses. Figure 5.2 presents the Eγ

EM2 fraction for
photon initiated clusters (a) and for hadrons in example of charged pions (b) as a function
of polar angle θγ together with the threshold function. The energy fraction for photons
depends on the polar angle due to the difference in angle of impact and thus difference
in accessible electromagnetic part of calorimeter. More importantly, it is sensitive to
differences of the structure of LAr calorimeter wheels. A significant change is visible
around θ ∼ 50◦ where horizontal absorber planes of CB3 change to vertical absorber
planes of FB1. The very low threshold function (20◦ < θ < 30◦) corresponds to FB2 wheel,
where the first layer contains G10 material instead of lead. One can note that photons
can be found generally above the cut function, while for hadrons the energy fraction in
the first two layers in the calorimeter is usually below 5%. The high electromagnetic
fractions produced by hadrons for backward detector region (∼ 140◦) correspond to the
edge of hadronic LAr calorimeter.
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Figure 5.2: The electromagnetic energy fraction in the first two layers of LAr calorimeter
of photon clusters (a) and hadron clusters (b) together with the threshold function.

The trigger correction, as discussed in section 4.3.2 is defined by the position and energy
of the photon candidate with the assumption that the candidate itself enabled the trigger
during the online trigger selection. Since this assumption is not necessary always true,
special attention has been paid to ensure its validity. Figure 5.3 presents the difference
between candidate cluster and the closest enabled BT (see section 4.3.1) in pseudorapidity
and azimuthal angle. One can see the greatest majority of the clusters correspond to an
active BT nearby. Interesting observation can be made for a small, but still visible fraction
of events where cluster failed to trigger the BT, while the accompanying jet managed to
do it. Since jet in most cases balances the photon in azimuthal angle φ, those events can
be seen close to ∆φ ∼ π as a clearly visible peak two orders of magnitudes lower than the
main one. In order to avoid ambiguity of the trigger correction, a cut was introduced on
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∆η < 0.4 and azimuthal angle ∆φ < 0.4 causing the estimated signal selection efficiency
drop by 3% on average.
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Figure 5.3: The difference between photon candidate cluster and the closest enabled BT
in pseudorapidity ∆η (a) and azimuthal angle ∆φ (b). The vertical lines indicate the cut
values.

5.2.2 Veto on charged particles

Electrons and positrons shower in calorimeter in a very similar way to photons. Con-
trary to them though they leave signal in all tracking detectors. A tracking veto is thus
commonly applied for the photon selection.

In this analysis the main detector providing the veto condition is the CIP. A sensitive
area in the CIP is defined for each photon candidate and each CIP layer. A cone of four
neighbouring pads in both z and φ dimensions around the photon candidate direction is
checked for a signal in each of the CIP layers. Candidates with at least one active pad
in at least two layers are vetoed as possible charged particles. The efficiency of the veto
condition has been studied using both single electrons MC and data and has been found
to be above 99%.

Electrons scattered under a wide angle are the main source of charged particle background.
Due to the Q2 dependence of the cross sections, they are expected to appear mainly in the
backward region of the calorimeter and in this area the CIP veto has been strengthened
by the CJC tracking condition. All clusters in the polar angle range θγ > 45◦ and with
distance of closest approach to the nearest CJC track extrapolated to the LAr surface
DCAtrack < 15 cm are removed from the sample of photon candidates.

5.2.3 Neutral hadrons background

The main background to the analysis comes from neutral hadrons decaying into multiple
photon final states. The great majority of it (87% as estimated in [66]) comes from
neutral pions decaying into two photons usually merged into one electromagnetic cluster.
Though definite removal of the neutral hadron background is not experimentally possible,
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its influence can be reduced. The following section summarises the cluster criteria aiming
to reduce the neutral hadron contamination.

Hadrons, produced in the hadronisation process, are naturally expected to be found in jets.
Restricting the phase space of the measurement to isolated photons allows background
reduction to a reasonable fraction of roughly 50% of the selected sample. Traditionally the
isolation criteria is based on a transverse energy deposited around the photon candidate in
a cone of one in a (η, φ) plane [35,36]. Some more recent results of H1 [43] and ZEUS [42],
as well as this analysis follow a z-based approach which is both collinear and infra-red
safe.

Given that jet algorithm, as discussed in section 4.2.2, unambiguously assigns a photon
candidate to a particular jet, named hereafter as γ − jet, a variable z (already used in
section 1.5) is defined as

z =
Eγ

T

Eγ−jet
T

. (5.4)

The cut z > 0.9 selects photon candidates with very low hadronic activity around it and
thus removes a majority of neutral hadron background. Figure 5.4a shows the distribution
of the z variable. One can observe that the prompt photon signal indeed produces highly
isolated clusters and at z = 0.9 the signal distribution drops by almost two orders of
magnitude. The high peak at z = 1 is caused by events with the photon candidate being
the only object within the γ − jet. The z distribution of the background is relatively flat
except of the very highest region.

Background clusters, typically being the result of more than one photon, tend to be wider
than clusters initiated by a single photon. A cut on a cluster radius has been introduced.
Figure 5.4b shows the radius distribution of all selected clusters. The requirement RT < 6
cm, which is applied to all photon candidate clusters, removes clusters being almost purely
background.
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Figure 5.4: The distribution of the z variable describing the isolation of the photon
candidate (a) and the transverse radius RT distribution of the photon candidates (b).
Data points are plotted together with the MC prediction. The vertical lines indicate the
cut value.

In order to remove background from photons coming from decay of neutral pions and



68 Prompt photon selection

reconstructed in two separate clusters the invariant mass Mγγ of the photon candidate
combined with the closest electromagnetic cluster having energy above 80 MeV has been
introduced. The cut Mγγ > 0.3 GeV removes as well 13% of the signal, mostly photons
that converted into electron-positron pair before reaching LAr surface and consistently
shower in two separate clusters.

All the cuts described above decrease the contamination of neutral hadrons background
to the level of roughly 50%. Determination of final prompt photon content was done on
a statistical basis by cluster shower shape analysis (see chapter 6). For a cluster to have
well defined shape, valid for the shape analysis, it is required that not all the cells are
positioned along one axis. This unlikely configuration happens for 0.7% of all photon
candidates, which are removed from the selection.

57 events, possesing more than one valid photon candidate, which amounts to 0.4% of all
the selected events, are also removed from the final sample.

All the criterias described above applied to the whole HERA II data sample select roughly
15000 prompt photon candidates. The pseudorapidity ηγ and transverse energy Eγ

T dis-
tributions are presented in figure 5.5. The sum of signal and background MC samples
descibes the data points reasonably well.
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Figure 5.5: Distributions of pseudorapidity ηγ (a) and transverse energy Eγ
T (b) of the

selected prompt photon candidates plotted together with the MC prediction. The vertical
lines indicate the cut values.

5.3 Exclusive selection and its subselections

A subsample of the inclusive prompt photon selection with additional jet requirement was
used for the determination of cross sections in the exclusive phase space (see section 1.5).

Events with the photon candidate fulfilling all the photon selection criteria and with an
accompanying jet in the pseudorapidity range −1.3 < ηjet < 2.3 and transverse energy
Ejet

T > 4.5 GeV are used to form the exclusive photon selection sample. The cuts are
applied on the hadronic jet with the highest energy.

The ηjet and Ejet
T distributions together with MC predictions are presented in figure 5.6.
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Figure 5.6: The distribution of the pseudorapidity ηjet (a) and transverse energy Ejet
T

(b) of the leading hadronic jet plotted together with the MC prediction. The vertical lines
indicate the cut values.

In addition, the exclusive sample was divided into two subsamples based on the xLO
γ

variable defined with equation 1.41. The estimator of xγ is used to divide the phase
space into parts with enhanced direct contribution (xLO

γ > 0.8) and enhanced resolved
contribution (xLO

γ < 0.8). Figure 5.7 presents the xLO
γ and parallel xLO

p distributions
together with MC predictions and the cut value separating the two subsamples. One
can estimate that roughly 80% of all the signal events in the direct enhanced sample
actually comes from genuinely direct events. Resolved and radiated events contribute to
the resolved enhanced sample on the level of 53% and 30% respectively.
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Figure 5.7: The distribution of the xLO
γ (a) and xLO

p (b) estimators. The data points
are plotter together with the MC prediction. The vertical line in the xLO

γ distribution
indicates the chosen cut value separating direct and resolved enhanced phase spaces.

The effect to be studied in direct and resolved enhanced subsamples is the correlation
between hadronic jet and a photon candidate. Two variables defined in the section 1.5,
∆Φ and p⊥ are studied and their distributions are presented in figure 5.8.
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Figure 5.8: The distribution of the ∆Φ (a) and p⊥ (b) variables. Data points are plotted
together with MC predictions.

5.4 Selection Summary

Table 5.1 summarises all the selection criteria. The inclusive prompt photon selection
requires all selection criteria except the cuts on the accompanying jet. The jet cuts are
applied for the exclusive selection. The selected exclusive sample is divided into direct
and resolved enhanced subsamples based on the xLO

γ cut.

All the cuts were grouped into sets (labeled A-I in the summary table). The table contains
the number of data events and overall signal selection efficiency after various sets of cuts.
One should note that the cut on the inelasticity y is introduced twice, once in the ep
selection section (B) and the second time as a photoproduction selection cut (C). The
first, weaker, cut was introduced for technical reason in order to decrease the amount of
processed data already at the preselection step.

Figure 5.9 presents the signal selection efficiency after various sets of cuts as a function
of the transverse energy and the polar angle of the generated photon. For an efficiency
dependence of Eγ

T , the transverse energy generator level cut was skipped in order to
study the behaviour in a broader energy range. One should note the significant drop of
the selection efficiency for low transverse energies already on trigger level (cut set A),
due to the energy treshold of the trigger condition. The trigger efficiency visible in this
plot is lower than discussed in section 4.3.2 (effect particularly visible for high transverse
energies) because low efficiency LAr regions which were already removed in the previous
discussion. Here, LAr calorimeter fiducial cut selection enter on the level of cut set E.
The irregular θ dependence of the cut set A efficiency resembles the zr trigger behaviour
studied previously.

The photon kinematics selection (cut set D) restricts the measurement to the interesting
phase space. The cluster quality criteria (cut set E) cause a significant drop in the
overall selection efficiency but are important for selecting reliable candidates with well
reconstructed properties. The six wheel LAr calorimeter structure is visible in the θ
dependence of the efficiency due to the cuts on LAr z cracks. The hadron suppression
cuts (cut set G) cause an additional 10% efficiency drop, mostly in the forward region
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of the detector, where the Mγγ cut removes photons that convert into electron-positron
pairs already between the interaction point and the LAr surface. Due to the high density
of the dead material in the forward region the conversion rate before the LAr calorimeter
surface reaches 40%. Photons reconstructed in two separate clusters can not be reliably
used in this analysis.
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Figure 5.9: Inclusive prompt photon selection efficiency as a function of Eγ
T (a) and ηγ

(b) for different cut sets defined in table 5.1.
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Selection Cut N data Signal eff.

D
ir

ec
t

(R
es

ol
ve

d
)

E
n
h
an

ce
d

S
el

ec
ti

on

E
x
cl

u
si

ve
S
el

ec
ti

on

In
cl

u
si

ve
S
el

ec
ti

on

HERA II data 550 × 106 100%

Online selection (A) 65 × 106 82%

s67 subtrigger

Electron-proton interaction selection (B) 2.6 × 106 76%

Run Quality medium or good

Essential subdetectors HV

LAr calorimeter and CJC timing

|zvtx| < 35 cm

Topological background finders veto

0.05 < y < 0.85

N cent
tracks > 1

Photoproduction selection (C) 2.0 × 106 73%

SPACAL electron veto

LAr calorimeter electron veto

0.1 < y < 0.7

Photon kinematics selection (D) 625 × 103 70%

5.7 < Eγ
T < 17 GeV

−1.1 < ηγ < 2.5

Cluster quality criteria (E) 420 × 103 50%

Eγ
EM2 > f(θ)

LAr calorimeter fiducial cuts

LAr calorimeter φ and z cracks proximity

Wheel unambiguity

BT matching

Charged particles veto criteria (F) 67 × 103 39%

NCIP
layers < 2

DCAtrack > 15 cm (for θγ > 45◦)

Neutral hadron suppresion criteria (G) 15043 30%

z > 0.9

RT < 6 cm

Mγγ > 0.3 MeV

Cells spread

Only one photon candidate

Accompanying jet selection (H) 8836

Ejet
T > 4.5 GeV

−1.3 < ηjet < 2.3

Event class selection (I) 3058

xLO
γ > 0.8 (xLO

γ < 0.8) (5778)

Table 5.1: Prompt photon selection summary.



Chapter 6

Photon signal extraction

As already mentioned in chapter 5, the estimated background contamination of the final
selection sample amounts to roughly 50%. This chapter provides the detailed information
about the method used to extract the precise photon signal fraction in the selected data
sample.

As seen in other prompt photon analyses (i.e. [35,43]) the leading background arises from
neutral hadrons decaying into multiple photon final states. The study of [66] details the
most influential hadrons found in the final background selection to be π0 (86.8%), η (4.8%)
and ρ (3.3%). The mentioned analysis is using single particle MC for a determination of
the photon content fraction in final sample and the quoted fraction was used to properly
mix the different contributing particles.

6.1 Shower shape variables

The extraction of the photon signal exploits the difference in calorimeter cluster shapes
initialised by a single photon as compared to shapes produced by a multi-photon state
combined into one cluster. The expected difference is illustrated in figure 6.1 where the
sketch of electromagnetic shower initialised by a single photon is compared to the shower
produced by two photons originating from π0 decay. Background clusters are expected
to be statistically wider, less compact and more asymmetric. Furthermore, it is likely to
start closer to the calorimeter surface, as the probability of conversion increases with the
number of initial photons. The expected differences are quantified with six shower shape
variables (developed in [43]) which are shortly discussed below.

In the description of transverse cluster shape variables (transverse radius, transverse sym-
metry and transverse kurtosis), the transverse plane is defined as a plane perpendicular to
the momentum vector of the incoming particle, or more practically, to the direction of the
vector connecting the reconstructed vertex with the barycentre of the studied cluster. For
definitions given below the variable µk being the k-th central moment of the transverse
cell distribution is used:
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γ 0π

Figure 6.1: Sketch of a calorimeter shower initialised by a single photon and a double
photon state originating from decay of π0

µk = 〈|~rT − 〈~rT 〉|k〉 (6.1)

where ~rT is the transverse component of the cell vector and 〈~rT 〉 = ΣiEi~rT,i/ΣiEi is the
energy weighted average of the cell position with Ei being the energy of the i-th cell. The
studied cluster shape variables are as follows:

• Transverse radius RT

As seen in figure 6.1 the clusters originating from multiple photon states are expected
to be relatively wider. The transverse radius RT , defined as

RT =
√

µ2, (6.2)

measures the transverse size of the cluster.

• Transverse kurtosis KT

Kurtosis is defined as

KT =
µ4

(µ2)2
− 3 (6.3)

and it measures peakedness of the transverse distribution. Leptokurtic distributions
(KT > 0) are the ones with a highly pronounced peak while platykurtic distributions
(KT < 0) on opposite are flat-topped. KT = 0 is achieved for a Gaussian distribu-
tion [115]. Clusters originating from a single photon are expected to have a more
pronounced peak in transverse energy distribution, measured by higher kurtosis
values as compared to background clusters.
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• Transverse symmetry ST

Transverse symmetry ST is defined as the ratio of the spread of the transverse cells
distribution along the two principal axes. The eigenvectors of the 3 × 3 matrix

Skl = 〈(rk − 〈rk〉)(rl − 〈rl〉)〉, (6.4)

where rk,l are the Cartesian coordinates of the transverse cell vector ~rT constitute the
principal axes of the transverse cell distribution. Since the transverse distribution is
flat, one of the eigenvalues vanishes and the two remaining ones λ1 and λ2 (λ1 > λ2)
are equal to square radii along the two principal axes. The symmetry is then defined
as

ST =

√

λ2

λ1

. (6.5)

Clusters originating from the single photon are expected to be more symmetric than
background clusters and thus yield ST values closer to unity.

• Hottest cell fraction HCellF
HCellF is the cluster energy fraction deposited in the most energetic cell. Since
background clusters are initiated by more than one photon, they are expected to be
less compact which translates into lower HCellF value.

• Hot core fraction HCF
Hot core is defined as four to twelve (depending on the granularity of calorimeter)
contiguous cells in the first two layers around the hottest cell. HCF is the energy
fraction deposited in the hot core of the cluster, and being similar to HCellF , it is
expected to yield higher values for signal-like clusters.

• First layer fraction FLF
FLF variable measures the cluster energy fraction deposited in the first layer of
the calorimeter. Since the conversion probability in the LAr calorimeter absorber
layer is the same for each photon entering the layer, the variable is expected to be
sensitive to the number of initial photons and it is on average higher for multi-photon
initiated background clusters.

Distribution of all six shower shape variables used in this analysis is shown in figure 6.2.
Data is plotted together with the sum of MC prediction scaled according to the cross
section measurement. MC describes the data within the systematic error, which is crucial
since the final results determination method relies heavily on it. All the variables yield
some signal to background discriminating power and all the effects described above can
be seen.

As calculated in [66], the most probable distance between two photons originating from
the decay of neutral pion depends on both energy and polar angle of the initial particle.
Therefore all size-related shower shapes (all but FLF ) are expected to manifest similar
dependence for a background sample. In addition, the change of a granulity between LAr
calorimeter bins may yield drastic differences in shape of variable distribution, especially if
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Figure 6.2: Shower shape variables used to discriminate between signal and background
clusters. Data is compared to the sum of MC predictions (shadowed gray) as well as
signal (solid red) and background (dashed blue) distributions.

that variable has the scale comparable to the granularity itself1. Taking into account both
effects, all variables have been studied in bins of transverse energy ET and pseudorapidity
η, where pseudorapidity bins correspond to wheels of LAr calorimeter. In figures 6.3 and
6.4 this study is presented for two of the shower shapes: RT and FLF . The binning
used for these plots is consistently used in the following multivariate analysis (MVA)
throughout all this chapter and is summarised in appendix table A-1.

Studying the transverse radius distributions, presented in the figure 6.3 one can note the
influence of the wheel granulity. Particularly, the RT distribution is wider in the CB1
and CB2 wheels, where LAr calorimeter granularity is the poorest. One can observe the
weaking of the discriminating power with the rise of energy of studied particles. Similar
effect can be noted for FLF distributions (figure 6.4), which variations in η is reflected
in its sensitivity to the technical details of the LAr calorimeter geometry. Particularly
FB2 wheel, with different absorber material in the first layer produces lower FLF values
in comparison to other wheels. Since the photon conversion probability has only a weak
energy dependence, the shapes of FLF do not vary between transverse energy bins.

1As indeed is the case in presented analysis.
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Figure 6.3: Transverse radius signal and background distributions binned in transverse
energy and wheel containment of the incoming particle.

6.1.1 Correlations

The high correlations between variables introduced in the previous section may indicate
the existence of the redundancy. Figure 6.5 shows correlations between all six shower
shape variables studied with signal MC sample (upper right part) and background MC
sample (lower left part). No strong correlation is observed.

Further quantification of the correlation may be achieved by calculation of the correlation
coefficient ρ. The covariance σuv between variables u and v and variance σu of variable u
are given by

σuv = 〈u − 〈u〉〉〈v − 〈v〉〉, (6.6)

σ2
u = σuu = 〈u − 〈u〉〉2. (6.7)

The correlation coefficient ρuv between variable u and v is then defined as:

ρuv =
σuv

σuσv
(6.8)

and measures size of the linear dependence between them. Since the correlation does not
necessary be of linear type, correlation coefficient needs to be treated carefully, still, may
be useful.
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Figure 6.4: First layer fraction signal and background distributions binned in transverse
energy and wheel containment of the incoming particle.

Calculated correlation coefficients between all six shower shape variables for signal and
background MC samples are given in table 6.1 with the highest value being +0.48 for a
correlation coefficient between HCellF and KT .

RT KT ST HCellF HCF FLF

RT −0.14 −0.04 −0.30 −0.20 +0.21

KT −0.11 −0.07 +0.48 +0.07 −0.03

ST −0.12 −0.04 −0.18 −0.09 −0.06

HCellF −0.29 +0.48 −0.14 +0.30 −0.30

HCF −0.34 +0.10 −0.07 +0.36 +0.29

FLF +0.28 −0.06 −0.04 −0.33 +0.15

Table 6.1: Correlation coefficients between six shower shape variables calculated for
signal (top right) and background (bottom left) MC samples.

The observed correlations between some variables are small enough to allow the usage of
all of them in the following multivariate analysis, especially that all of them explore some
separation power.
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Figure 6.5: Correlation between shower shape variables for signal (top right) and back-
ground (bottom left) MC samples.

6.1.2 Separation power

To quantify the separation power hidden in each variable, one can calculate the separation
〈S2〉 defined for a variable x as

〈S2〉 =
1

2

∫

pS(x) − pB(x)

pS(x) + pB(x)
dx (6.9)

where pS(x) and pB(x) are probability density functions for signal and background dis-
tributions for variable x estimated by:

pS(x) =
dNS(x)

dNS(x) + dNB(x)
, (6.10)

pB(x) =
dNB(x)

dNS(x) + dNB(x)
, (6.11)

where dNS and dNB is the local number of signal and background events in a normalised
x distribution.
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Figure 6.6 presents the ET dependence of the 〈S2〉 variable for all six shower shape vari-
ables for all considered LAr wheels. One can note the decrease of the separation power
with energy for all variables but FLF . For FLF , the only input variable not based on
the transverse size of the cluster, there is no physical reason to be energy dependent and
in this case the separation is approximately flat in ET . One can also see that by far, RT

variable is of the most importance, HCF and HCellF being of the second importance in
most of the phase space. The relatively complicated method of the symmetry calculation
demands probing of the cluster shape with high resolution. The poorest granulity of CB1
and CB2 wheels prevents ST variable to yield proper discrimination in those two wheels.
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Figure 6.6: The 〈S2〉 dependence on ET in six LAr wheels for RT (solid black), KT

(dashed red), ST (solid yellow), HCellF (dashed magenta), HCF (dashed-dotted green)
and FLF (dashed-dotted blue) shower shape variables.

6.2 MVA MC samples

In the section 6.1 six different shower shape variables that may be used to discriminate
between signal and background were introduced. In this and following sections the method
used to combine all of them into a single variable which, by using all relevant information,
tries to maximise the signal to background separation power is explained. Such a variable
is usually found by a classifier output of a multivariate analysis (MVA) [116].

Generally, usage of MVA consists of three steps: training, testing and evaluation. Training
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step adjusts the free parameters of MVA to particular problem, the testing step checks
the quality of the trained MVA and the evaluation step is used during determination of
final results. Ideally, all three steps should be performed with statistically independent
samples. Due to high statistical demand of the MVA, the training and testing samples in
this analysis are single particle MC events with a single photons for signal (MC set XX in
table 2.5) and a single hadrons for background (MC sets XXI-XXX). This simplification
is possible since the MVA is purely based on the shower shapes and is insensitive to
the other activity in the detector2. In order to minimise possible bias though, for the
evaluation sample full prompt photon signal (MC sets I-II) and full background (MC set
XVI) simulation is used.

Table 6.2 summarises the number of MC events used in the MVA analysis. The training
sample consist of 60% randomly chosen events from the single particles MC samples. The
remaining 40% define the testing sample. The full MC simulation of prompt photon and
background events was used for the evaluation sample. Due to specific, highly demanding
usage of the evaluated discriminator, binned in multi-dimensional, extremely fine way
(see section 8.2.1), the signal evaluation sample exceed the testing sample by a factor of
roughly 75. The statistics for the background evaluating sample is relatively lower, due
to extremely low background selection ratio (of order 10−5). Number of events listed in
the discussed table differ from tables 2.3−2.5 due to the selection criteria applied for the
training, testing and evaluating samples.

training testing
evaluating evaluating

(inclusive) (exclusive)

signal 221′709 147′456 16′981′407 11′309′443

background 246′512 164′453 72′354 58′445

Table 6.2: Number of signal and background events used for MVA.

6.3 Classifier3

The MVA method chosen for this analysis is commonly known as maximum likelihood or
Näıve Bayes [117]. It builds a model out of probability density functions that reproduces
the input variables for signal and background. For a given event i, the combined signal
(background) probability pMV A

S(B) (i) is obtained by multiplying the signal (background)
density probabilities pS(B) of all nvar input variables.

2Detailed study [66] shows that this assumption is not fully true. For a full MC event there is
a certain probability for a final state soft particle being counted in the selected cluster. This effect
produces statistically wider, more asymmetric and less compact clusters. In spite of this, single particle
approximation has been found to be good enough for the training and testing of MVA. This approach
produces a discriminator technically easier to obtain and though not anymore maximally optimal, still
correct, as long as evaluation sample correctly describes real cluster shapes.

3All the classifiers methods were fully taken from the TMVA package [116].
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pMV A
S(B) (i) =

nvar
∏

k=1

pS(B),k(xk(i)). (6.12)

This approach assumes statistical independence of all the input variables, which is usu-
ally not fully true. The output of the MVA is a likelihood ratio, denoted further as a
discriminator D. For an event i it is calculated as

D(i) =
pMV A

S (i)

pMV A
S (i) + pMV A

B (i)
. (6.13)

It can be shown that in absence of model inaccuracies (such as correlations between input
variables, or an inaccurate probability density model), the ratio given by equation 6.13
provides optimal signal from background separation for the given set of input variables [].

Some other, alternative, mostly more advanced classifier definitions have been also studied
for their possible application in this analysis. The result of this study is presented in
appendix B together with a short discussion of their advantages and disadvantages.

The classifier has been trained independently in double differential bins of transverse
energy and pseudorapidity summarised in appendix in table A-1. The choice of both
dimensions has been motivated by a brief discussion in section 6.1. The discriminator
distribution for both signal and background is presented in figure 6.7 as studied with the
evaluating sample. The discriminator, by definition restricted to the range 0 < D < 1,
tends to peak near one for the signal events and near zero for the background events.

In addition to the separation, defined in 6.1.2, for the peaked distributions as in the case
od D, one can study the significance 〈G〉 of the classifier being equal to the difference
between the classifier means for signal and background divided by the quadratic sum of
their root-meansquares.

〈G〉 =

∫

pS(x) − pB(x)

p2
S(x) + p2

B(x)
dx, (6.14)

The transverse energy dependence of both benchmark quantities are shown in the fig 6.8
for each LAr wheel separately. As a reference, in the same plot, the separation of the
best discriminating input variable - RT is shown. One can see the advantage of combining
more than one input variable, as the discriminator separation is higher than the separa-
tion of the single input variable. There is no advantage though in the cases where the
best input variable is highly dominant, as for CB3, FB1 and FB2 LAr wheels, where
separation power of RT is much higher than of all other input variables. Again, one can
see the consistent drop of both, the separation and significance with the transverse energy
following the dependence of the input variables.

The maximum likelihood method chosen in this analysis, is valued for its transparency,
simplicity and speed. At the same time, the method’s limitations are numerous. Partic-
ularly, the incorrect treatment of correlations between input variables is believed to lead
to dimunision of the discrimination performance [116]. In the statistical theory there are
other, more advanced classifier definitions, developed for improvement of the performance.
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Figure 6.7: Discriminator signal and background distribution binned in a transverse
energy and a pseudorapidity of the incoming particle.

The discriminator introduced in this chapter is used during the final cross section deter-
mination as an input variable for the unfolding presented in chapter 8.
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Figure 6.8: Discriminator separation (solid black) and significance (dotted blue) com-
pared to the RT separation (dashed red) for six LAr wheels as a function of transverse
energy.



Chapter 7

Calibration and tuning

In this analysis MC is used to correct the detector level measurement to hadron level cross
sections. For the correction being valid, MC events need to resemble data to high precision
level and to ensure it, additional checks and calibrations explained in this chapter were
performed. All the selection described in chapters 4 and 5, together with multivariate
analysis introduced in chapter 6 were repeated with the corrected properties.

The most influential tuning, being the check of the cluster shape description in MC is
discussed in section 7.1. Sections 7.2 and 7.3 describe electromagnetic and hadronic
energy calibrations. The method of direct and resolved relative scale tuning is explained
in section 7.4.

7.1 Cluster shapes tuning

The multivariable analysis introduced in chapter 6 heavily relies on the proper description
of the cluster shape variables in MC. A special effort was taken to tune the MC cluster
shape simulation and to correctly evaluate systematic uncertainty associated with its
description.

Three data samples were used for the study of the cluster shape description:

• BH electrons.
The first sample is a selection of Bethe-Heitler (BH) electons produced in a process
visualised with the diagrams presented in figure 7.1a and 7.1b. Events are selected
with a scattered electron in the LAr calorimeter, identified as an electromagnetic
cluster with a track pointing to it, a photon in the SPACAL and nothing else in the
detector.

• DVCS photons.
The complementary sample to BH electrons is the selection of deeply virtual Comp-
ton scattering (DVCS) events with electron reconstructed in the SPACAL and a
photon in LAr. The Feyman diagram of the DVCS event is pictured in figure 7.1c.
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• Background BG.
The third sample used to study the quality of MC simulation of the background
clusters is selected by using photon candidates with low isolation z < 0.9 and no
cut on the cluster radius of the photon candidate. In this phasespace, selected events
are purely neutral hadron background.

e e

p p

γ

e e

p p

γ

e e

p p

γ

Figure 7.1: Feynman diagrams illustrating the Bethe-Heitler events (a and b) and deeply
virtual Compton scattering (c).

a. b. c.

All the samples are statistically independent of the selection used for final results de-
termination and provide a clean selection of electromagnetic clusters. The evaluation of
the systematic uncertainty follows the method developed in [66]. MC cluster shape v is
distorted by a stretching factor k:

v′(k) = v · (1 +
k

100
), (7.1)

and its distribution is compared to the distribution measured in the data. An example
of the comparison is presented in figure 7.2, where the FLF MC distribution in wheel
CB1 is stretched against the data distribution measured in the BG sample. One may see
that for negative k the MC distribution is shifted towards too low FLF values, while for
positive k in the opposite direction. For k close to zero, both distributions are comparable,
being at it best for k ≈ 2.

For each factor k the χ2 can be calculated between the data histogram and the stretched
MC distribution:

χ2 =
∑

i

(bD
i − bMC

i )2/(σ2
D,i + σ2

MC,i), (7.2)

where bD
i and bMC

i denote the data and MC histogram content for bin i, σ its error and the
sum runs over all non-empty histogram bins. The number of non-empty bins correspond
to the number of degrees of freedom (NDF ).

Figure 7.2 shows the χ2(k)/NDF dependence for all six shower shape variables in CB1
wheel as studied with the BG sample. A clear minima close to k = 0 can be observed
in each case. The min(χ2) is used for the correction applied to the MC simulation of the
cluster shapes, while min(χ2)±NDF for the evaluation of its uncertainty. In case of DVCS
and BH samples, error deduced by the χ2 method is dominated by statistical error of both
samples, which leads to an overestimated uncertainty of the cluster shapes description.
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Figure 7.2: The FLF variable description in MC studied in CB1 wheel with BG sample.
The stretching factor k applied to the MC sample is printed in each plot.

The final estimate of the k factors is done with the BG sample by χ2 method additionally
verified by careful examination of the compared histograms. Since the background sample
is produced by superimposition of two or more single photon showers, the cluster shape
misrepresentation in this case is expected to be only higher than in a single photon sample.
Accordingly, it was decided that such determined uncertainties may be used for signal
selection. The comparison of all three samples in regions with high enough statistics lead
to comparable corrections with background sample having the clear statistical advantage.

The derived stretching factors k, used for correction applied to MC cluster simulation,
with their uncertainties are summarized in table 7.1.
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Figure 7.3: The χ2/NDF dependence on the stretching factor k for six cluster shape
variables in the CB1 wheel for the background enhanced sample.

CB1 CB2 CB3 FB1 FB2 IF1

RT −0.5 ± 1.5 0.0 ± 1.0 −1.0 ± 1.5 −1.5 ± 1.5 0.0 ± 4.0 +2.0 ± 8.0

KT 0.0 ± +4.0 −1.0 ± 3.0 −0.5 ± 2.5 +1.0 ± 2.0 0.0 ± 5.0 +6.0 ± 10.0

ST +0.2 ± 1.8 0.0 ± 1.5 +1.0 ± 2.0 +1.5 ± 2.5 +2.0 ± 4.0 0.0 ± 5.0

HCellF +1.0 ± 1.5 0.0 ± 1.5 0.0 ± 1.5 −0.8 ± 2.2 −5.0 ± 5.0 +5.0 ± 7.5

HCF +0.5 ± 1.0 +0.5 ± 0.5 +0.2 ± 0.5 +0.5 ± 1.0 +2.0 ± 4.0 −1.5 ± 3.5

FLF +1.0 ± 2.0 +0.5 ± 2.0 +1.5 ± 2.5 +5.0 ± 5.0 +10.0 ± 10.0 +4.0 ± 10.0

Table 7.1: Stretching factors k and they uncertainties as determined for six cluster
shapes.

7.2 Photon energy calibration

The energy calibration of the LAr calorimeter was originally calibrated using test beam
measurements [102, 103]. Since then, more precise calibration using real data was per-
formed [118] with electrons in high Q2 neutral current events. This provides a good
calibration at higher energies.

Since analysis uses low energetic clusters, the energy calibration factors were cross checked
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using already introduced electrons from Bethe-Heitler events and photons from deeply vir-
tual Compton scattering events, in a similar way to [66]. For BH electrons, the transverse
LAr energy was calibrated with the help of the electron transverse momentum measured
directly in the tracker. For DVCS photons the energy can be calculated indirectly using
the double angle method:

Eγ
T,DA =

2Eesinθhadsinθe

sinθhad + sinθe − sin(θhad + θe)
, (7.3)

where Ee is the electron beam energy, θe is the polar angle of the scattered electron and
θhad is the inclusive hadronic angle. Both methods confirm the validity of the calibration
factors used in the analysis, within statistical significance.

A similar study was performed for the calibration of photons in the MC simulation. Fig-
ure 7.4 shows the comparison between MC generated Egen

T and reconstructed Erec
T trans-

verse energy additionally binned in the pseudorapidity of the photon. The mean value of
the fitted gaussian resolution function corresponds to typically two percent miscalibration.
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Figure 7.4: Transverse energy calibration studied with the help of reconstructed energy
Erec

T and generated energy Egen
T in eight bins of pseudorapidity. Distributions are consis-

tent with a Gaussian function with fitted mean value µ and standard deviation σ. Both
parameters are printed in the respective subfigures.

Comparison to the data miscalibration, together with other H1 analyses (particularly
DVCS study of [119]) lead to a relative MC misrepresentation of the data electromagnetic
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energy on the level of 1% in central LAr wheels and 4% in the most forward LAr wheel.
No corrections are applied to the MC simulation and values above are used for evaluation
of the systematic error.

7.3 Hadronic energy calibration

An additional offline energy calibration correction known as HighPtJetCalibration [120]
has been applied to the hadronic energy reconstructed in both MC and data. Figure 7.5
shows the mentioned distribution for an exclusive event selection for jets before (a) and
after (b) HighPtJetCalibration. The significant improvement in MC description of jet
transverse energy in the exclusive sample (see section 5.3) can be observed.
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Figure 7.5: Transverse energy of the hadronic jet in the exclusive selection before (a)
and after (b) HighPtJetCalibration calibration.

The calibration has been verified using the same exclusive prompt photon selection. With
the assumption of small intrinsic parton kT one could expect prompt photon being fully
balanced in transverse energy with the sum of the remaining hadronic final state. Thus the
ratio between the transverse energy of the hadronic final state EHFS

T and the transverse
energy of the photon candidate Eγ

T has been studied and presented in figure 7.6 as a
function of Eγ

T and ηγ. One can see significant improvement in both MC and data after
the calibration.

The double ratio plots are commonly used to check the quality of the MC simulation.
The double ratio variable DEj is calculated as

DEj =

(

EHFS
T

Eγ
T

)

Data

/

(

EHFS
T

Eγ
T

)

MC

(7.4)

and measures the hadronic energy model inaccuracy. Double ratio plots in bins of Eγ
T and

ηγ are plotted in figure 7.7. One can conclude that MC describes jet energy within 2%
uncertainty and this value, also consistent with other H1 studies had been taken for the
evaluation of systematic error.
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Figure 7.6: The ratio of transverse energy of the hadronic final state to transverse energy
of prompt photon candidate as a function of transverse energy of photon candidate Eγ

T

(a, b) and its pseudorapidity ηγ(c, d). Plots show situation before (a, c) and after (b, d)
hadronic energy calibration.

7.4 Event class ratios

The ratio of direct to resolved cross section in MC is tuned to the measurement. In this
section, a double-step method of tuning that ratio to data is explained. The ratio of direct
to resolved events scale is important due to difference in the selection efficiency between
the two samples, being on average equal to 0.34 for a direct prompt photon signal and
0.27 for a resolved prompt photon signal. Since the efficiency correction is taken purely
from MC, a proper sample mix is required. For the purpose of the event class ratio
determination, the distributions of xjet

γ observable is used. Its definition being similar to
the xLO

γ given by equation 1.41 is an another estimator of the xγ variable, but since it is
using two leading jets, is valid as well for background events:

xjet
γ =

Ejet1
T exp(−ηjet1) + Ejet2

T exp(−ηjet2)

2yEe

, (7.5)

with Ejet
T and ηjet being the transverse energy and pseudorapidity of the two leading jets,

Ee is the energy of the electron beam and y is the inelasticity estimator. For prompt
photon events one of the jets is the photon jet.

• Tuning background event class ratios
The background scales are studied using the low isolated photons (with the isolation
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Figure 7.7: Double ratio plots as a function of transverse energy of photon candidate
Eγ

T (a, b) and its pseudorapidity ηγ (c, d). Plots show situation before the calibration (a,
c) and after calibration (b, d). Horizontal lines show the evaluated 2% error on the MC
description of hadronic energy.

criteria 0.7 < z < 0.9). In such a phase space, the prompt photon signal contributes
on the negligible level and the background samples may be scaled to the measured
data distribution. Figure 7.8a presents the xjet

γ distribution together with the fitted
direct and resolved background MCs. Significant difference between both distribu-
tions can be observed, which allows a meaningful fit. A good description of the data
by the sum of scaled background MC can be noted as well. The background direct
MC must be scaled by a factor 5.46, and the resolved component by 1.71. One
should though keep in mind that due to preselection of the isolated neutral particle
on the generator level (see section 2.1.2) those scaling factors do not have much
meaning outside of the analysis presented in this particular thesis. The background
scaling factors, with the assumption of the cluster shapes insensitivity to event class,
is important only for the next step of the event class ratio tuning.

• Tuning signal event class ratios
The signal event class ratio determination is more complicated, as it is not easy to
obtain pure enough signal event sample. The signal enhanced selection follows the
standard inclusive prompt photon selection with an additional cut on the discrimi-
nator (D > 0.7). In this way the influence of the background is minimised, but still
can not be fully neglected. The xjet

γ distribution together with two fitted compo-
nents (direct and resolved prompt photons) and a fixed background distribution is
shown in figure 7.8b. The background in this case was fixed to the scales obtained
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in the previous step. One may see that in this particular selection phase space,
background and resolved signal components have a similar distribution and can not
be simultaneously fitted. The fitted scaling factor for a direct prompt photon sam-
ple is equal to 1.18 ± 0.03, while the resolved component needs a higher scaling of
1.57±0.08. One should note that what influences the final measurement is only the
relative direct to resolved scale. The uncertainty of the fitted scales were used for
the evaluation of the systematic error associated with the effect explained above.
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Figure 7.8: Event class ratios in the background enhanced phase space (a) and signal
enhanced phase space (b).
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Chapter 8

Cross section building

This chapter gives the detailed information about the method used to build the cross
sections with a special emphasis on the unfolding procedure. The unfolding problem
and solution is theoretically formulated in section 8.1 while the application is given in
section 8.2. Evaluation of an error matrix and the treatment of systematics is summarised
in section 8.3. The final cross sections building using the unfolding output is explained
in section 8.4. The validation of the cross section extraction procedure by the means of
two major consistency checks is presented in sections 8.5 and 8.6. Finally, section 8.7
describes the method used to build comparable cross sections out of the QCD calculation
output.

8.1 Unfolding problem

In the following section the unfolding problem is formulated in the most general way.
Commonly known issues are addressed and possible solutions are given.

In high energy experiments the common problem is the extraction of a signal distribution
f true(xgen) of a physical quantity xgen. Due to various detector effects the true f true(xgen)
distribution differs from the measured gobs(ydet) distribution of the corresponding directly
observed variable ydet. Mathematically, both true and measured distributions are related
by the equation

gobs(ydet) =

∫

A(xgen, ydet)f
true(xgen)dxgen, (8.1)

with A(xgen, ydet) being the detector response function that incorporates effects such as
detector resolution, acceptance and efficiency.

Practically, in most of the cases gobs and f true distributions are represented by histograms
(vectors), and the continuous A(xgen, ydet) becomes a migration matrix A. In such a case
the equation 8.1 can be represented by its matrix form:

~yobs = A~xtrue. (8.2)



96 Cross section building

The correctly normalised migration matrix has an easy interpretation, its element Aij

represents the probability of an event originating from bin j of ~xtrue to be measured in
bin i of ~yobs. The sizes of ~yobs and ~xtrue vectors do not need to be equal, and yobs does not
need to be an estimator of xtrue. In most applications though, it is the case, since ~yobs and
~xtrue should be correlated if a reasonable solution is expected. A large size of ~yobs usually
leads to improvement of the unfolding performance [121]. For that reason, it is requested
that for a correct unfolding setup dim(~yobs) ≥ 2 × dim(~xtrue). The migration matrix is
determined using MC simulation that incorporates most of the detector effects.

The unknown ~xtrue distribution is usually found by minimising the χ2
A function with

respect to ~xtrue, where χ2
A measures the difference between both sides of equation 8.2:

χ2
A = 1/2 · (~yobs − A~xtrue)

TV−1(~yobs −A~xtrue). (8.3)

The matrix Vdim(~yobs)×dim(~yobs), being the ~yobs covariance matrix, is estimated using the
measured errors of the ~yobs.

8.1.1 Regularisation

It has been observed [121] that the unfolding in its purest form leads to high ~xtrue fluctua-
tions with high anti-correlations between neighboring bins. The problem can be partially
removed by bin averaging procedure. Another possibility is to use output regularisation
incorporated into the unfolding procedure that implies some sort a’priori chosen ~xtrue

form. Any deviation from this form introduce a penalty to the minimised χ2 function.

In the most general case, the arbitrarily defined ~xtrue regularisation condition L introduces
the χ2

L penalty
χ2

L = ~xT
true L ~xtrue (8.4)

and may enter the minimised χ2 function in the following way:

χ2 = χ2
A + τ 2 · χ2

L, (8.5)

where τ is the regularising parameter adjusting the scale of the regularisation penalty.

The regularisation condition L can take a variety of forms, with three most common ones
being the following [122]:

• Regularisation on the size
The easiest type of the regularisation introduces a penalty proportional to the square
of the size of the unfolded ~xtrue distribution. The regularisation tries to enforce low
and peaks deprived ~xtrue distribution. The regularisation condition L adopts than
its simplest form:

L =













1 0 · · · 0

0 1 · · · 0
...

...
. . .

...

0 0 · · · 1













. (8.6)
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• Regularisation on the derivative
The more advanced regularisation tries to enforce a flat ~xtrue distribution, without
favouring low solutions. It is achieved by minimising the derivative of the ~xtrue

distribution. The first derivative for point i of the ~xtrue distribution may be approx-
imated by

x′ i
true ≈ (xi+1

true − xi
true)/∆xi (8.7)

where ∆xi is the width of the bin i. In case of equidistant bin widths equal to one,
the regularisation condition L takes the form:

L =

















−1 1 0 0 · · · 0

0 −1 1 0 · · · 0

0 0 −1 1 · · · 0
...

...
...

...
. . .

...

0 0 0 0 · · · −1

















. (8.8)

• Regularisation on the curvature
Even more advanced regularisation is trying to enforce a smooth monotonic shape
of ~xtrue by minimising its second derivative. The second derivative for point i can
be calculated similarly to the previous case using the Taylor series expansion as:

x′′ i
true ≈ (xi−1

true − 2xi
true + xi+1

true)/(∆xi)2. (8.9)

With all the bin widths equal to one L adopts form:

L =

















−2 1 0 0 · · · 0

1 −2 1 0 · · · 0

0 1 −2 1 · · · 0
...

...
...

...
. . .

...

0 0 0 0 · · · −2

















. (8.10)

Minimisation of the χ2 function (equation 8.5) can be performed analytically by solving
the matrix equation ∂χ2/∂~xtrue = 0. The minimum of χ2 is achieved for

~xtrue = EuA
TV~yobs (8.11)

with
Eu = (ATVA + L2τ 2)−1 (8.12)

where Eu is the ~xtrue covariance matrix and is used to estimate the final error on the
determined solution.

The regularising parameter τ is a free parameter which needs to be properly adjusted
before the final calculation can be performed. Two τ determination methods, the so
called L-curve method and minimal correlation method are presented below. Both involve
solving equation 8.11 for the whole range of regularisation parameters τ and choosing the
most appropriate one.
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• L-curve method [123]
Calculated solutions for the whole range of regularisation parameters τ can be repre-
sented by points on the (χ2

A, χ2
L/τ 2) plane. Solutions are expected to allocate along

the curve plotted in figure 8.1. For small values of τ , equation 8.5 is fully dominated
by χ2

A and solutions can be found in the top left corner of the plot. Those solutions
are characterised by low χ2

A values (that is the real χ2 in the strict statistical usage
of the term), but are not regularised and might be affected by strong fluctuations.
With rising regularisation, the solutions migrate to lower parts of the plot due to
the regularisation parameter τ in the denominator of the vertical axis definition.
The solutions give constant χ2

A until the regularisation part χ2
L of the equation 8.5

becomes comparative and at some point even dominant. With still rising τ the
solution is fully driven by the χ2

L producing unreasonable χ2
A. The optimal choice

of the regularisation is the point with still low χ2
A, but already regularised. It is

indicated by the arrow in the figure 8.1.
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Figure 8.1: The expected L-curve shape used for the determination of the regularisation
parameter τ . The optimal choice of τ is indicated by an arrow.

• Minimal correlation method
The minimal correlation method makes use of interesting features of the derivative
and the curvature regularisation schemes. Both of those methods connect neighbor-
ing ~xtrue bins and therefore have a tendency to create a positive correlation. For
those regularisation schemes, the regularisation parameter τ can be tuned such as
to introduce the smallest possible correlations.

If applicable, both methods choose comparative regularisation parameter τ .
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8.2 Unfolding application

Having the short theoretical introduction to the unfolding problem, this section explains
the way the unfolding is treated in this particular analysis.

The cross sections binned in the interesting variables (see section 1.5) are obtained by
bin averaging (see section 8.4.1) of higher dimensional unfolding output, so more than
one cross section can be actually derived from a single unfolding. Table 8.1 associates all
the final cross sections with their codes1 Every unfolding code, defined in the same table,
corresponds to one independent unfolding solution. All the variables and phase spaces
are defined in section 1.5.

Phase space Variable Cross Section Code Unfolding Code

inclusive Eγ
T i A

inclusive ηγ ii A

exclusive Eγ
T iii B

exclusive ηγ iv B

exclusive Ejet
T v C

exclusive ηjet vi D

exclusive xLO
γ vii E

exclusive xLO
p viii F

direct p⊥ ix G

direct ∆φ x H

resolved p⊥ xi I

resolved ∆φ xii J

Table 8.1: The definition of cross sections codes and unfolding codes.

8.2.1 Migration matrix

In this analysis, unfolding plays an essential role. It addresses features of the analysis such
as correct treatment of bin to bin migration effects, detector acceptance and efficiency
corrections as well as signal and background discrimination. The migration matrix, being
the most important unfolding component, has been carefully developed.

The main advantage of the unfolding procedure is its relatively high reliability in the
presence of existing model inaccuracies, particularly in case of high bin to bin migra-
tions. The model independency can be achieved only for the variables used as unfolding
output, so it is important to correctly select relevant variables and even, if possible, use
multi dimensional binning. Table 8.2 lists all the unfolding codes with the chosen input

1For a simplification, through out of this chapter cross sections codes are used.
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(Reconstructed bins) and output (Signal bins) coded binning. The actual bin edges
are given in appendix A (tables A-2 − A-5).

Unfolding
Reconstructed bins Signal bins

Code

A, B 10(Eγ
T,IN10

) × 10(ηγ
IN10

) × 5(DIN ) 4(Eγ
T,OUT4

) × 5(ηγ
OUT5

)

C 8(Ejet
T,IN

) × 5(Eγ
T,IN5

) × 8(ηγ
IN8

) × 5(DIN ) 4(Ejet
T,OUT

) × 2(Eγ
T,OUT2

) × 5(ηγ
OUT5

)

D 8(ηjet
IN

) × 5(Eγ
T,IN5

) × 8(ηγ
IN8

) × 5(DIN ) 4(ηjet
OUT

) × 2(Eγ
T,OUT2

) × 5(ηγ
OUT5

)

E 10(xγ,IN ) × 5(Eγ
T,IN5

) × 8(ηγ
IN8

) × 5(DIN ) 5(xγ,OUT ) × 2(Eγ
T,OUT2

) × 5(ηγ
OUT5

)

F 8(xp,IN ) × 5(Eγ
T,IN5

) × 8(ηγ
IN8

) × 5(DIN ) 4(xp,OUT ) × 2(Eγ
T,OUT2

) × 5(ηγ
OUT5

)

G, I 9(p⊥,IN ) × 5(Eγ
T,IN5

) × 8(ηγ
IN8

) × 5(DIN ) 4(p⊥,OUT ) × 2(Eγ
T,OUT2

) × 5(ηγ
OUT5

)

H, J 7(∆φIN ) × 5(Eγ
T,IN5

) × 8(ηγ
IN8

) × 5(DIN ) 4(∆φOUT ) × 2(Eγ
T,OUT2

) × 5(ηγ
OUT5

)

Table 8.2: The definition of input and output binning used for migration matrix defi-
nition. Here only numbers of bins and binning codes are given, the actual bin edges are
listed in appendix A.

Each of the input bins is additionally subbinned in the discriminator (DIN) defined in
section 6.3. That allows the determination of the signal content in every of the input
bins during unfolding. As it was already noted, the discriminator, built on shower shape
variables, depends on Eγ

T and ηγ of the studied photon candidate. For that reason, each
input binning, even when not directly needed, is binned in both observables with ten ηγ

bins (eight for more complex unfoldings) sensitive to the LAr calorimeter wheel edges and
ten (five) Eγ

T bins. A similar, though less fine binning is chosen for the output binning.
In this way, not only the discriminator is properly taken into account, but also unfolding
becomes relatively insensitive to the possible model bias introduced along the ηγ and Eγ

T

directions. Every output bin set, if possible, includes the underflow and overflow bin to
correctly treat the migration from outside of the hadron level phase space.

The migration matrix is build with the help of signal MC (MC sets I-II in table 2.3).
The Reconstructed bin is chosen for events passing the selection criteria (summarized
in table 5.1), while Signal bin is defined for events from within the measurement phase
space (tables 1.4 and 1.5) on the hadron level. The main part of the migration matrix
body is filled with events both generated in the phase space and passing selection criteria.
The treatment of other events is discussed later in this chapter.

The high goals set for the unfolding procedure already in the beginning of this section are
reflected in the relative complexity of the migration matrix. The simplified sketch of the
matrix can be seen in figure 8.2. The Input side of the matrix is drawn horizontally, where
in addition to the Reconstructed bins (here in this simplified picture with 5D× 3Eγ

T ×
2ηγ bins) so called Side bins are included. Similarly, along the vertical Output direction



8.2 Unfolding application 101

Migration bins and Background bins add the complexity to already explained Signal
bins.
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Figure 8.2: The schematic representation of the migration matrix used in this analysis.
Unfolding Input is build of arranged Reconstructed Bins and Side Bins, while the
Output consists of Signal, Migration and Background Bins. The meaning of all the
bin sets is explained in the text.

The unfolding matrix is the product of two paradigms:

• Every event that fulfils the hadron level phase space criteria (tables 1.4 and 1.5)
or detector level phase space criteria (table 5.1), needs to be accommodated in the
unfolding matrix exactly once.

• Every Output bin needs to be linearly independent of all the other Output bins
in order to avoid ambiguity in the unfolding problem2.

2The ambiguity is usually signalled by the singularity of matrix (AT VA + L2τ2) and inability to
calculate the Eu (see equation 8.12)
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8.2.1.1 Migration bins

The first paradigm implies the incorporation of the Migration bins into the output
direction of the unfolding to accommodate events generated outside of the hadron level
phase space, but migrating into the detector level selection. Those events are expected to
be measured in one of the data bins and need to be subtracted. Different hadron level cuts
introduce their own migrations into the selection and are handled separately. This allows
subtraction even if the MC does not fully describe relevant variables. Each migration bin
is additionally subdivided into 2Eγ

T ×3ηγ bins3 (listed in appendix table A-6) to minimise
the possible model bias.

Table 8.3 summarises the choice of the migration bins used for different unfoldings. The
inclusive measurement uses only migrations due to the isolation cut and inelasticity cut
on hadron level. The exclusive measurements includes in addition the migrations caused
by cuts on jet properties. The migration due to the cut on transverse energy of the jet
in case of unfolding C is already taken into account in the relevant underflow Signal
bin, so the corresponding Migration bin can be skipped. A similar situation occurs for
unfolding D and migrations due to cuts on pseudorapidities of the hadronic jet. For the
same reason there are no special migration bins handling the cuts on transverse energy
and pseudorapidity of the photon since those underflow / overflow bins are always present
among the Signal bins.
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Migration

bin

A + + + - - - - -

B, E, F + + + + + + - -

C + + + - + + - -

D + + + + - - - -

G, H + + + + + + + -

I, J + + + + + + - +

Table 8.3: The Migration bins choice for different unfoldings.

8.2.1.2 Side bins

Every migration bin can be built up from a linear combination of the Signal bins and thus
inclusion of the Migration bins breaks the second paradigm and introduces ambiguity
to the unfolding problem. With the addition of Side bins in the Input of unfolding,

3This subdivision is not pictured in figure 8.2 to improve its readability.
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each being strongly correlated to its own Migration bin, the problem is removed. The
Side bin, defined as a narrow slice outside of the cut value, controls the corresponding
Migration bin and, in a way, allows the unfolding to directly measure the amount of
migrations usually fully taken from the MC model.

For each Side bin two quality criteria are calculated. Diagram 8.3a helps to understand
relevant definitions. In the example sketched in the figure a cut is introduced on the
hadron level variable xgen < xgen

0 . Likely, on the detector level the selection takes form
xrec < xrec

0 . The side bin is in this case defined as xrec
0 < xrec < xrec

1 . Events both
generated in the proper phase space and fulfilling the selection criteria are indicated by
box A. Inclusion of Migration bins discussed in the previous section was motivated by
events class B, migrating into the detector selection from outside of the hadron level phase
space. Boxes E and F indicate events fulfilling the Side bin selection criteria. Events
not reconstructed, but generated in the phase space (box C) are used for the efficiency
correction. Finally, events both generated outside of the hadron level phase space and
not reconstructed, labelled with box D, do not participate in the unfolding process.

The primary purpose of the Side bin is to provide the information about outside of the
hadron level phase space, and thus the significance S defined as

S = E/(F + E) (8.13)

should be kept reasonably high. However, to concentrate on the part of the generated
phase space that is directly influencing the measurement, the relevance R defined as

R = B/(B + E) (8.14)

should remain high. Both significance and relevance can be adjusted by changing the Side
bin definition and should be treated more as a guideline than a systematic criteria of its
determination. The typical S(xrec

1 ) and R(xrec
1 ) dependence is presented in figure 8.3b.
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Figure 8.3: Classes of events for the example of a hadron level cut xgen < xgen
0 and

detector level cut xrec < xrec
0 . The side bin is defines as xrec

0 < xrec < xrec
1 (a). The typical

behaviour of the significance and relevance as a function of the side bin definition (b).
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Figure 8.4 shows the significance and relevance plots for all the Side bins used in this
analysis corresponding to all4 hadron level cuts. The vertical lines indicate the chosen
xrec

1 cut values while the table 8.4 summarises the final choice of the side bin definitions.
Since, as already mentioned, all the Migration bins are subbinned into 2Eγ

T × 3ηγ bins,
the corresponding Side bins are binned in a similar way.
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Figure 8.4: Significance and relevance of the Side Bins for all the hadron level cuts.
The vertical lines indicate the xrec

1 values.

Hadron level Side Bin

cut definition definition

z > 0.9 0.85 < z < 0.9

y > 0.1 0.09 < y < 0.1

y < 0.7 0.7 < y < 0.75

Ejet
T > 4.5 GeV 4.0 < Ejet

T < 4.5 GeV

ηjet > −1.3 −1.35 < ηjet < −1.3

ηjet < 2.3 2.3 < ηjet < 2.4

xLO
γ < 0.8 0.8 < xLO

γ < 0.9

xLO
γ > 0.8 0.7 < xLO

γ < 0.8

Table 8.4: Definitions of the Side Bins.

4All but the cut on the Q2 variable, which is handled separately.
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8.2.1.3 Background bins

Every single Reconstructed bin and Side bin in real data contains an a priori un-
known fraction of background (see chapter 6). Migration matrix definition includes one
Background bin defined on the Output direction for each of the Input bins. In the
example of figure 8.2, there are eight Background bins corresponding to six Recon-
structed Bins and two Side bins. Due to special usage of the discriminator, there is
a high correlation between Background bins and the lower discriminator bins of the
corresponding Input bins. Signal bins and Migration bins couple to the high dis-
criminator values, so adding Background bins does not introduce any ambiguity to the
unfolding problem.

8.2.2 Selection efficiency correction

Events generated in the studied phase space, but not fulfilling the selection criteria are
accommodated in a special underflow bin of the migration matrix. For every Signal bin
the efficiency correction factor is defined as a ratio between the sum of weights of all
the events generated in the particular Signal bin to the sum of weights of the events
reconstructed either in one of the Reconstructed bins or in one of the Side bins. After
the calculation of the output vector, the solution is appropriately corrected.

The trigger efficiency correction needs a special treatment, as the MC simulation differs
in this respect significantly from the measured one in data. The correction factor wTrigger,
defined with the equation 4.4 is used to artificially decrease the simulated trigger efficiency.
For each MC event the original event weight w is modified according to the formula:
w′ = w · wTrigger. Such modified w′ weight is used to fill the migration matrix. In the
same time, the corresponding underflow bin, responsible for the detector inefficiency is
filled using the weight w′′ = w · (1−wTrigger). Since w′ +w′′ = w, and taking into account
that the detector inefficiency bin does not participate directly in the unfolding procedure,
the second paradigm holds and the unambiguity of the solution is preserved.

The final migration matrix A is normalised in a following way:
∑

i

Aij = 1, (8.15)

where the sum runs over every Input bin i and the independent normalisation is per-
formed for every Output bin j.

8.2.3 Regularisation

The multidimensional output binning prevents the usage of the derivative or curvature
regularisation schemes, as neighboring bins should not always remain connected. For
example the highest Eγ

T bin stays next to the lowest Eγ
T bin of the next ηγ bin. Therefore,

this analysis is using the regularisation on the size of the output. As explained earlier,
the only applicable regularisation parameter τ choice method is the L-curve method (see
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section 8.1.1). Figure 8.5 presents the curves obtained with the τ scanning for all the
unfoldings performed to obtain the final results. The optimal choice of the working point
is highlighted and the corresponding τ 2 value is printed.
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Figure 8.5: Scanning of the regularisation parameter τ for all the unfoldings performed
in this analysis. The optimal choice of τ is indicated by the star.

8.2.4 Covariance matrix redefinition

The unfolding procedure is using the covariance matrix of the input bins V. Usually the
real covariance matrix is unknown but can be approximated by the measured errors of
the input vector with the assumption of the statistical independence between bins:

V =













ǫ1 0 · · · 0

0 ǫ2 · · · 0
...

...
. . .

...

0 0 · · · ǫn













, (8.16)

where ǫi is the measured error of the ith bin in the input vector (usually square root of
the sum of weights). In such an approach, if V is used for a χ2 calculation, the statistical
fluctuation between input bins may introduce a bias towards lower solutions, as has been
shown in [124].
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In order to illustrate the effect, one can consider the simple case with only two bins. The
“Real“ distribution is presented as a dashed red line in the figures 8.6a and 8.6b. Due to
statistical reasons one of the events migrated from bin A into bin B (figure 8.6a) or from
bin B into bin A (figure 8.6b). Both “Data“ distributions are still statistically consistent
with the original histogram. The errors on the “Data“ histogram were approximated
using number of observed events. Calculation of the χ2

V function with one parameter av

being the scale of the original histogram, leads to:

χ2
V (aV ) =

∑

i

(NData,i − aV · NReal,i)
2

σ2
Data,i

(8.17)

The minimisation of the χ2
V in respect to the aV is the usual way to determine the unfolded

scale, but leads to systematically underestimated solutions (as one can see from the fitted
aV value is shown in figure 8.6). Correct results are obtained with usage of the real errors,
taken directly from the “Real“ distribution. In such a case one minimises

χ2
V V (aV V ) =

∑

i

(NData,i − aV V · NReal,i)
2

σ2
Real,i

(8.18)

and obtains the aV V parameter as a solution. The same situation happens in case of
simultaneous χ2 minimisation of all four bins presented in the figure 8.6c.
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Figure 8.6: The example of two bin steep real distribution (dashed red) and an observed
distribution with one event migration upstream the slope (a) or downstream the slope
(b). The same for a double peak distribution with four bins (c).

In the case of this analysis similar effect can be observed by comparing the input vector
~yobs with the vector of results folded back ~yfolded = A~xtrue for example with the help of
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the Pull histogram filled with the Pulli contributions:

Pulli =
~y i

obs − ~y i
folded

ǫi
. (8.19)

where index i runs over all the bins of compared distributions. The Pull histogram should
be a Gaussian type distribution with the mean value Pull0 and standard deviation σPull.
A non zero Pull0 indicates an overall bias and σPull being greater than one signals a general
incompatibility of the compared distributions. Figure 8.7a presents the Pull histogram
as obtained when comparing ~yobs and ~yfolded vectors for the example of B unfolding. The
Pull0 and σPull parameters of the fitted Gaussian distribution are also printed.
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Figure 8.7: Pull histograms of the B unfolding after the first (a) and second (b) iteration.

As already noted in the simple two bins case, the bias can be eliminated by usage of real
errors, or, if they are unknown, the expected ones. The unfolding procedure is iterated
with the second iteration using redefined covariance matrix V′:

V′ =













ǫ′1 0 · · · 0

0 ǫ′2 · · · 0
...

...
. . .

...

0 0 · · · ǫ′n













, (8.20)

where ǫ′i = ǫi ·
√

(Axtrue)i/yi
obs.

After the second iteration, the systematic bias is eliminated. One can see it for the
example of B unfolding by comparing the plots in figure 8.7 (figure 8.7b presents Pull
histogram after the second iteration). The table 8.5 lists the unfolding bias b defined as

b =
|~yfolded| − |~yobs|

|~yobs|
× 100% (8.21)
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as calculated after the first iteration and after the second iteration for each unfolding
code. At the same time it presents the mean value Pull0 and standard deviation σ2

Pull of
the fitted Gaussian distributions. The improvement after the second iteration is clearly
visible, as both, the bias b and mean value of the fitted Gaussian function Pull0 become
consistent with zero. The σ2

Pull is always below one indicating that both ~yobs and ~yfolded

are statistically consistent for each case. The higher number of iterations do not change
the results.

Unfolding
b (1st) b (2nd) Pull0 (1st) Pull0 (2nd) σ2

Pull (1st) σ2
Pull (2nd)

Code

A −4.9% −1.4% 0.15 ± 0.04 −0.02 ± 0.04 0.99 ± 0.04 0.91 ± 0.04

B −7.0% −1.8% 0.19 ± 0.04 0.01 ± 0.04 0.97 ± 0.04 0.89 ± 0.03

C −8.8% −1.0% 0.20 ± 0.02 0.00 ± 0.02 0.78 ± 0.02 0.74 ± 0.02

D −8.4% −0.7% 0.18 ± 0.02 −0.04 ± 0.02 0.78 ± 0.02 0.78 ± 0.02

E −8.5% +0.4% 0.19 ± 0.02 −0.03 ± 0.03 0.82 ± 0.02 0.79 ± 0.02

F −7.6% −0.9% 0.17 ± 0.03 −0.04 ± 0.03 0.81 ± 0.02 0.83 ± 0.03

G −0.5% +5.5% 0.17 ± 0.02 0.02 ± 0.02 0.66 ± 0.02 0.67 ± 0.02

H −5.5% +4.2% 0.18 ± 0.02 0.00 ± 0.02 0.69 ± 0.02 0.68 ± 0.03

I −11.8% −0.9% 0.20 ± 0.02 −0.04 ± 0.03 0.75 ± 0.02 0.78 ± 0.02

J −14.3% −2.5% 0.24 ± 0.02 0.00 ± 0.02 0.80 ± 0.02 0.76 ± 0.02

Table 8.5: The unfolding bias b and Gaussian distributions parameters fitted to the Pull
histograms after the first (1st) and second (2nd) unfolding iteration.

8.2.5 Q2 selection correction

The cross sections presented in this thesis are quoted in the photoproduction kinematic
region with four-momentum transfer squared Q2 < 1 GeV2. This photoproduction defini-
tion was used for H1 measurements with HERA I data. The QCD calculation produced in
order to be compared to data are generated in the same photoproduction region. During
HERA II upgrade, the SPACAL calorimeter acceptance was decreased and it provides the
electron veto for Q2 > 3 GeV2. Since the Q2 selection relies mainly on the electron veto
in the SPACAL, the results need to be correctly corrected for the existing Q2 gap using
special MC study.

The unfolding input vector ~yobs was filled without any direct condition on the recon-
structed Q2. The DIS background has been minimised by the scattered electron veto
and y condition (see section 5.1). For each input vector two additional histograms were
filled with MC events: ~yobs,MC and ~yobs,MC,Q2. Vector ~yobs,MC was filled with exactly the
same selection conditions as in the case of ~yobs, while in the case of ~yobs,MC,Q2 additional
request on generated four momentum transfer squared Q2 < 1 GeV2 was applied. The
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contribution of higher Q2 values was subtracted by correcting each bin i of data input
vector:

y ′ i
obs = yi

obs ×
yi

obs,MC,Q2

yi
obs,MC

(8.22)

The correction affects mainly cross section in the backward region with its maximum value
of 5%. The ratio yobs,MC,Q2/yobs,MC is presented in figure 8.8 as a function of pseudorapid-
ity of the photon candidate.The final results are correctly quoted in the photoproduction
range of Q2 < 1 GeV 2.
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Figure 8.8: The Q2 selection correction factor as a function of pseudorapidity of the
photon candidate.

8.3 Error matrix evaluation

The final error matrix Ex consists of three components and is built in the following way:

Ex = Eu + Emc +
∑

i

Ei
sys (8.23)

where Eu is the covariance matrix of the unfolding output bins calculated with the equa-
tion 8.12, Emc is the error originating from the limited statistics of MC used to determine
the migration matrix and Ei

sys is the error due to particular systematic effects i. Both
Emc and Esys are calculated using error propagation rules [99] shortly explained in this
section.

Considering nη functions ηi, building vector ~η and depending on nθ variables θ: ηi(θ1, · · · θnθ)
the covariance matrix Uij = cov|ηi, ηj| can be approximated by the first order in the Taylor



8.3 Error matrix evaluation 111

expansion series:

Ui,j =
∑

k,l

∂ηi

∂θk

∂ηj

∂θl

∣

∣

∣

∣

∣

θ̂

Vθ
k,l (8.24)

with θ̂ being the estimator of θ and Vθ
k,l = cov|θk, θl|. In the case of this analysis ~η = ~xtrue,

while m × n Ai,j elements of migration matrix A(m×n) are used as variables θ. In such a
case, using the equation 8.11 one can calculate derivatives:

∂ηi

∂θk

≡ ∂xi
true

∂Ap,q

= (Eu)i,p × (V(~yobs − A~xtrue))q − (EuA
TV)i,q × (~xtrue)p, (8.25)

where indices i and p run over unfolding output bins and q runs over input bins.

The covariance matrix U takes then the form:

Ui,j =
∑

p,q

∑

r,s

∂xi
true

∂Ap,q

∂xj
true

∂Ar,s

∣

∣

∣

∣

∣

Â

VA
(p,q),(r,s), (8.26)

where indices i, j, p and r run over unfolding output bins, while q and s are input bin
indices.

8.3.1 MC statistics error propagation

The migration matrix as used in this analysis needs to be sufficiently populated to avoid
large statistical fluctuations in the determination of the matrix itself. Special care was
taken to include the MC statistical fluctuations in the final errors. The error originating
from the limited statistics of the MC is calculated with each migration matrix element
treated as independent source of uncorrelated error. In such a case the covariance matrix
VA

(p,q),(r,s) takes the form

VA
(p,q),(r,s) =

{

0 if (p, q) 6= (r, s)

σ2
p,q if (p, q) = (r, s)

(8.27)

where σ2
p,q is the statistical error of the element Ap,q. The equation 8.26 simplifies to

Ui,j =
∑

p,q

∂ηi

∂Ap,q

∂ηj

∂Ap,q

∣

∣

∣

∣

∣

Â

σ2
p,q ≡ Emc (8.28)

In practice, since migration matrix is normalised, two errors are propagated. One coming
from the matrix binomial error and the second, originating from the limited statistics of
the normalisation factor.

The MC statistical error contributes to at most 10% of the final error in the low ηγ-high
Eγ

T region. Typically it is consistently below 5% of the final error and thus considered to
be reduced to negligible level over the whole studied phase space.
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8.3.2 Systematic error propagation

The systematic error has been incorporated into the same error propagation formalism.
Systematic shifts, applied to the MC used for determination of unfolding matrix A can
be directly translated into the error σ2

p,q associated with each of the unfolding matrix
elements Ap,q. This error can now be accordingly propagated to the final results. Unlike
the previous case though, for a given systematic shift all the errors are propagated in a
correlated way. In this case covariance matrix takes the form:

VA
(p,q),(r,s) =

√

σ2
p,q

√

σ2
r,s (8.29)

and equation 8.26:

Ui,j =
∑

p,q

(

∂xi
true

∂Ap,q

∣

∣

∣

∣

Â

√

σ2
p,q

)

×
∑

r,s

(

∂xj
true

∂Ar,s

∣

∣

∣

∣

∣

Â

√

σ2
r,s

)

≡ Esys. (8.30)

The following systematic error sources were studied:

• Trigger efficiency determination
The trigger efficiency determination is explained in the section 4.3.2. The alternative
set of monitor triggers are used to evaluate alternative trigger correction and the
alternative migration matrix A′. The difference between both matrices is taken
as a uncertainty of the matrix elements and propagated to the final results. The
systematic error contribution due to trigger efficiency determination varies between
1% and 3%.

• Luminosity uncertainty
The luminosity for the studied period is known with the precision of 3.4%. This
systematic error is added to the final error matrix in a fully correlated way.

• Track Efficiency
The track finding efficiency in the CJC and CIP enters the analysis due to the veto
applied to the photon candidates. It is evaluated by performing the analysis with
the pure CIP veto and with pure CJC veto. The difference between results is at
most 2.5% and such systematic uncertainty is propagated to the final results. Since
the results were calculated using the combined CIP and CJC veto, such an error
might be slightly overestimated.

• DIS background and Q2 correction
Due to high reliance on the MC for the Q2 correction described in section 8.2.5, the
full correction is taken as a systematic error. It leads to 3% uncertainty on the final
results on average, with 5% particularly for backwards photons.

• Cluster shower shapes description
The cluster shapes MC description study is presented in the section 7.1. The alter-
native migration matrix is build using MC with cluster shapes stretched within the
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evaluated uncertainties. The variables RT , HCF and HCellF are treated simulta-
neously, as one may expect that change of the calorimeter shower simulation would
affect all three of them at the same time. The final error due to the propagation
of their uncertainties becomes the leading error due to the fact that small changes
in the width of the cluster may shift events from the Signal unfolding output to
the Background part and vice versa. The error on the total inclusive cross section
has been evaluated as 11%. For a single differential cross section the error varies
between 10% up to 25% in the forward region of the detector. ST , KT and FLF
uncertainties are propagated independently and their influence is much lower (1 -
3%).

• Photon energy scale
The photon energy scale is studied in section 7.2. The alternative migration matrix
is evaluated with 1% correction to the MC photon energy correction for photons
with pseudorapidity ηγ < 1.4 and 4% for photons with ηγ > 1.4, resulting in the
final error of roughly 1.5% on average.

• Hadronic energy scale
The study of the MC description of hadronic system energy is presented in sec-
tion 7.3. A 2% correction is applied to the energy of all hadronic particle candidates
in the MC and alternative migration matrix is evaluated. The correction affects
the efficiency loss due to y cut for all cross sections and Ejet

T cut for the exclusive
selection. The error associated with this effect is below 1%.

• The polar angle of the photon
The MC description of the polar angle resolution has been evaluated as 3 mrad [43].
For the pseudorapidity range ηγ > 1.4 it is increased to 4 mrad. The propagated
error caused by this uncertainty is included in the final errors, but is of negligible
level.

• Direct to resolved event class ratio
The relative scales of the direct and resolved prompt photon MC production have
been evaluated in section 7.4 together with their uncertainties. Due to lower hadronic
activity for the direct cases one may expect differences in the acceptance corrections,
mostly due to the photon isolation criteria. The calculated error is usually of 1%
order.

• Detector dead material simulation
An uncertainty in the description of the dead material in the simulation is accounted
for by varying the probability of photon conversion before the calorimeter by 10%.
For polar angles θ < 20◦ it is varied by 30% because of more dead material in the
forward region of the detector. This results in a 1% error in the central region and
3% in the most forward ηγ bin.

All the evaluated systematic error matrices were added and included in the final error
matrix Ex. Due to the high sensitivity of the signal extraction to the cluster shape
description, it is by far most significant source of error.
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8.4 Cross section building

In the previous section the details of the unfolding procedure were introduced. As the
result of all the steps the multidimensional unfolding output and error matrix are obtained.
In this part, the construction of final cross section is explained.

8.4.1 Bin averaging procedure

The output of the unfolding procedure is the multidimensional vector ~xtrue and corre-
sponding error matrix Ex. In most cases final results are quoted as single differential
cross sections, where unfolding output was projected along all unused dimensions. Such
an approach allows the reduction of the final error, particularly in case of averaging over
likely produced during unfolding anticorrelated bins. Table 8.6 presents the averaged
dimensions for all the final cross sections.

Cross section Variable Unfolding Code Output Variables Averaging

i Eγ
T A Eγ

T × ηγ ηγ

ii ηγ A Eγ
T × ηγ Eγ

T

iii Eγ
T B Eγ

T × ηγ ηγ

iv ηγ B Eγ
T × ηγ Eγ

T

v Ejet
T C Eγ

T × ηγ × Ejet
T Eγ

T , ηγ

vi ηjet D Eγ
T × ηγ × ηjet Eγ

T , ηγ

vii xLO
γ E Eγ

T × ηγ × xLO
γ Eγ

T , ηγ

viii xLO
p F Eγ

T × ηγ × xLO
p Eγ

T , ηγ

ix p⊥ G Eγ
T × ηγ × p⊥ Eγ

T , ηγ

x ∆φ H Eγ
T × ηγ × ∆φ Eγ

T , ηγ

xi p⊥ I Eγ
T × ηγ × p⊥ Eγ

T , ηγ

xii ∆φ J Eγ
T × ηγ × ∆φ Eγ

T , ηγ

Table 8.6: Averaging dimensions for all the final cross sections.

The number of photons in the final bin k with all contributing ~xtrue bins i is calculated as

Nk =
∑

i

(~xtrue)i (8.31)

The error matrix E is obtained in a similar way

Ek,l =
∑

i,j

Exi,j (8.32)

where bins i are output bins contributing to the final bin k and bins j are the ones con-
tributing to l. Since the elements of matrix Ex can take positive as well as negative values,
error cancellation is possible (though regularisation largely decrease its probability).
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8.4.2 Error matrix interpretation

The unfolding procedure allows the determination of the error matrix that includes all the
correlations between any of the output bins. The averaging procedure translates those
correlations into correlations between final cross section bins. In this section, the splitting
of the final error matrix into an easy to visualise and interpret fully correlated part and
fully uncorrelated parts is explained.

The error matrix, in case of n fully correlated bins takes the form of

Ea =













a1a1 a1a2 · · · a1an

a2a1 a2a2 · · · a2an

...
...

. . .
...

ana1 ana2 · · · anan













(8.33)

with n independent parameters ai. In the same time, the error matrix for n fully uncor-
related bins can be described by n parameters δi:

Eδ =













δ2
1 0 · · · 0

0 δ2
2 · · · 0

...
...

. . .
...

0 0 · · · δ2
n













. (8.34)

The assumption that the measured error matrix is a linear sum of the fully uncorrelated
part and the fully correlated part leads to the equation:

E = Ea + Eδ. (8.35)

For ei,j being the elements of the error matrix E, one can produce n(n − 1)/2 equations
with 2n parameters.

ei,i = a2
i + δ2

i , (8.36)

ei,j = aiaj for i 6= j. (8.37)

Since the number of parameters exceeds number of equations, only an approximate solu-
tion can be found. If one in addition eliminate n parameters, by requesting the strict hold
of the equations 8.36, the remaining parameters ai can be determined by the minimisation
of n−dimensional χ2 function

χ2(a1...an) =
∑

i,j,i6=j

(aiaj − eij)
2

eiiejj
, (8.38)

while

δi =
√

ei,i − a2
i . (8.39)

Such obtained parameters δi can in principle take genuinely complex values, as there are
no limits forcing minimisation to produce a2

i smaller than ei,i. Since this is not the case
though, it gives additional confidence in the validity of the procedure. The minimisation of
χ2 function leads to ai parameters reproducing eij elements mostly within few percentage
precision.



116 Cross section building

8.4.3 Cross sections

The output of the bin averaging procedure explained in section 8.4.1 is the final number
of prompt photons Ni measured in bin i. The error treatment associates with it a fully
correlated error ai and a fully uncorrelated error δi. The single differential cross section
in bin i of variable x and double differential cross section in bin i of variable x and bin j
of variable y is calculated with the formula

(
dσ

dx
)i =

Ni

L · wx,i

± ai

L · wx,i

(corr.) ± δi

L · wx,i

(uncr.) (8.40)

(
dσ

dxdy
)i,j =

Ni,j

L · wx,i · wy,j

± ai,j

L · wx,i · wy,j

(corr.) ± δi,j

L · wx,i · wy,j

(uncr.) (8.41)

(8.42)

where L is the integrated luminosity (see section 3.1) of the considered event selection
(340 pb−1), and wx,i (wy,j) is the width of ith (jth) bin of variable x (y).

The total cross section σtot is determined for each unfolding by averaging over all the
Signal Bins of ~xtrue within the phase space. Since it is a single number, and the error
division into a correlated and uncorrelated error does not make sense, the total cross
sections are quoted together with statistical error (averaged over the sum of Eunf and
Emc and systematic error (averaged over the sum of Ei

sys).

8.5 Total cross section consistency check

The unfolding procedure has been repeated ten times, in order to calculate cross sections
binned in different variables. Particularly, one of those unfoldings (A) leads to the in-
clusive prompt photon production cross sections, five (B, C, D, E, F) were performed
in the exclusive photon plus jet phase space, two (G, H) in the direct enhanced phase
space and two (I, J) in the resolved enhanced phase space. Different unfoldings in the
same phase space produce the same cross sections projected on a different direction, so
the comparison of the total cross sections can be treated as a consistency check.

Figure 8.9 presents the comparison of the total cross sections in the exclusive phase space
obtained with five different unfoldings. The inner error bars represent the statistical error
while outer error bars statistical and systematic added in quadrature. The shaded area
and horizontal lines indicate error ranges for the most precise and least complex unfolding
B. The consistency of all obtained total cross sections increase the confidence level in the
relatively complex method explained in this chapter.

8.6 Toy Monte Carlo study

The most common way of checking the quality of the unfolding procedure is a toy Monte
Carlo study like the one presented in this section. The whole set of toy MC samples
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Figure 8.9: The exclusive photon plus jet total cross sections obtained with five different
unfoldings. The inner error bars represent the statistical error, outer error bars statistical
and systematic added in quadrature. The shaded area and horizontal lines indicate error
ranges for the unfolding B.

is subject to the unfolding procedure and the results are compared to the known MC
distribution. Three sets of toy MC samples were produced for the purpose of this analysis
by reweighting the original MC set I:

• The set of seven reweighting functions fx
ET

designed to reweight the MC Eγ
T distri-

bution in such a way that the reweight value for events with Eγ
T = 6 GeV is equal

to one, while events with Eγ
T = 15 GeV are weighted up by x percentage:

fx
ET

= x × Eγ
T /900 GeV− x/150 − 1, (8.43)

with the chosen x values are taken from the set 5, 10, 20, 50, 100, 150, 250.

• The set of seven reweighting functions fx
η designed to reweight the MC ηγ distribu-

tion in such a way that the reweight value for events with ηγ = −1 is equal to one,
while events with ηγ = 2.4 are weighted up by x percentage:

fx
η = x × ηγ/340 + x/340 + 1, (8.44)

with the chosen x values are taken from the set 5, 10, 20, 50, 100, 150, 250.

• The double dimensional Eγ
T − ηγ reweighting function f toy

ET ,η produced to test the
unfolding in the extreme case. The function implements reweighting in ηγ corre-
sponding to f 450

η convoluted with non linear reweighting in Eγ
T of the scale ranging

from f 350
ET

up to even f 1100
ET

:

f toy
ET ,η = (Eγ

T /GeV )2/40 + ηγ/2 (8.45)
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The double dimensional Eγ
T − ηγ distribution of original MC set I and a f toy

ET ,η

reweighted MC is presented in the figure 8.10.
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Figure 8.10: The Eγ
T -ηγ distribution of the original MC set I and a MC reweighted with

the f toy
ET ,η function.

8.6.1 Fitting procedure

The quality of the whole unfolding procedure is additionally verified by using an alter-
native method of cross section determination. The method explained below was used to
determine the prompt photon cross sections in most of the prompt photon publications
based on the HERA data (i.e. [43], [35]) combines the discriminator fitting with bin-to-bin
acceptance correction.

In this method, the discriminator D (see section 6.3) is binned in the transverse energy
Eγ

T and pseudorapidity ηγ of the photon in bins directly corresponding to the binning
used for the output. In the case of this analysis, that corresponds to twenty bins of
4(Eγ

T,OUT4) × 5(ηγ
OUT5) grid with the actual bin edges listed in appendix table A-4. A

similar grid is filled using pure signal MC and pure background MC. In every bin i the
actual amount of prompt photon signal is extracted using independent minimal-χ2 fit of
the normalised signal (dsig) and background (dbkg) discriminator distributions to the data.
The χ2

D function is defined as

χ2
D(Nsig,i, Nbkg,i) =

∑

j

(Ndata,i,j − Nbkg,idbkg,j − Nsig,idsig,j)
2

σ2
data,i,j + N2

bkg,iσ
2
bkg,j + N2

sig,iσ
2
sig,j

(8.46)

where σdata, σsig and σbkg are the data, signal and background errors, Nsig and Nbkg are
parameters representing fitted number of signal and background events and the sum runs
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Figure 8.11: The discriminator fit performed in bins of Eγ
T and ηγ for one of the toy

Monte Carlos.

over all the bins j of the discriminator distribution. The example of the fit in all twenty
analysis bins is shown in figure 8.11.

The fitted number of signal events is corrected for the acceptance effects with the accep-
tance correction a defined for bin i as

ai =
Nrec,i

Ngen,i

(8.47)

where Ngen,i is the number of prompt photons generated in bin i and Nrec,i is the number
of reconstructed signal events in the same bin. Acceptance correction factor defined in
such a way incorporates the detector acceptance and efficiency effects as well as migrations
between bins.

The final single differential cross sections in bins of variable x in the bin i is then deter-
mined using formula

(
dσ

dx
)i =

1

L · wx,i

∑

j

Nsig,j

aj
(8.48)

where L is the integrated luminosity, wx,i is the width of ith bin of variable x and the
index j runs over all the contributing bins. More detailed explanation of the method is
given in [66].
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8.6.2 Toy MC results

The background contamination of real data was simulated by mixing all the toy MC sam-
ples with background MC events (MC set XVI). The statistics of the toy MC was chosen
such as to simulate the expected data statistics. The Eγ

T and ηγ distributions have been
unfolded using unfolding matrix filled with the original MC. Since the distributions of
the unfolded MC and MC used to fill the matrix differs, the model inaccuracy is artifi-
cially introduced in a controlled way. The same distributions were determined using the
fitting procedure and bin-to-bin correction where original MC was used to fill signal and
background discriminator distributions as well as to determine the acceptance corrections.

In order to compare results to the real MC distribution the χ2 variable is calculated
according to the formula:

χ2 =
∑

i

(Ri − Ti)
2

δRi

, (8.49)

where Ti is the toy MC cross section in the bin i, Ri is the cross section obtained by
unfolding or fitting procedure in bin i, δRi is the calculated error of the results in bin i
and index i runs over all the Eγ

T or ηγ bins. All the calculated χ2 results are presented in
table 8.7.

Toy MC Fitting χ2/ndf Unfolding χ2/ndf

sample Eγ
T ηγ Eγ

T ηγ

f 005
ET

0.143 0.190 0.075 0.110

f 010
ET

0.155 0.198 0.073 0.106

f 020
ET

0.175 0.214 0.070 0.096

f 050
ET

0.245 0.270 0.083 0.068

f 100
ET

0.380 0.388 0.143 0.034

f 150
ET

0.528 0.530 0.240 0.014

f 250
ET

0.343 0.412 0.080 0.198

f 005
η 0.138 0.186 0.078 0.118

f 010
η 0.140 0.190 0.078 0.118

f 020
η 0.150 0.198 0.078 0.120

f 050
η 0.175 0.222 0.078 0.128

f 100
η 0.215 0.264 0.078 0.142

f 150
η 0.258 0.312 0.078 0.160

f 250
η 0.343 0.412 0.080 0.198

f toy
ET ,η 3.70 3.32 1.43 0.120

Table 8.7: The difference between true Eγ
T and ηγ distributions of toy MC and distribu-

tions obtained by fitting or unfolding procedures quantified by χ2/ndf values.
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Since in almost all the cases the calculated χ2/ndf is strongly below one5, conclusion
can be drawn that both methods extract the correct cross sections within their own
determined uncertainties. As expected, unfolding produces consistently lower values of
χ2, which points to it as a more reliable method. In addition, the impact of model
inaccuracy can be observed, as χ2 steadily rises with the reweight factor. The importance
of proper model description seems to be more important for Eγ

T , as χ2 rises faster. The
reason for that are much lower bin purities in case of Eγ

T bins compared to ηγ case.

In figure 8.12 the results of the toy MC study with f toy
ET ,η reweighting scheme are presented.

One can see that given the amount of the distortion applied to the toy MC, both unfolding
and fitting procedures fail to correctly determine the Eγ

T distribution, with unfolding being
more correct in the lowest Eγ

T bin. In case of ηγ, unfolding manages to determine the
correct distribution, while fitting fails to do so. In addition, the correlation between bins,
taken into account in the unfolding procedure leads to an increase of the evaluated error.

One may observe that fitting leads to systematically higher cross sections, which may be
explained by the harder Eγ

T slope in the model used to extract the cross sections (see
figure 8.10). That leads to the overestimation of migration from below Eγ

T = 6 GeV cut
value. The unfolding better deals with this problem (see χ2/ndf values in table 8.7).
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Figure 8.12: The Eγ
T and ηγ distribution of the toy Mc compared to the results obtained

with the unfolding and fitting procedures.

The bin-to-bin correction is known to produce unreliable results in case of large model
inaccuracies, while unfolding is expected to produce correct results even with the particu-
larly wrong model. One should note, that this is fully true only for high (infinite) number
of output bins, where the discrete output shape can be considered as continuous and
unfolding gets the full freedom in its adaptation. In practice though, the unfolding is lim-
ited by the data statistics and is only as good as correct is the model distribution within

5In addition, number of degrees of freedom is a small number: four for Eγ
T and five for ηγ .
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one output bin. The presence of uncertainty of the cluster shape description additionally
complicates the problem.

8.7 Corrections to the QCD calculations

In the previous sections the final data cross sections were built. In this section, the method
of production directly comparable cross sections calculated by existing QCD theory. For
a meaningful comparison, data and calculation need to be compared on the same level
and in the same phase space. For that reason various corrections were introduced and
applied to calculations for every measurement bin.

8.7.1 Multi parton interaction correction

The hard interaction in hadron colliders takes place in an environment filled with spectator
partons and there is no fundamental law forbidding more than one interaction to happen.
Such an effect is called multi parton interaction (MPI). Figure 8.13 pictures the proton
- antiproton collision without MPI (a) and with MPI (b). The MPI effect was observed
in data by the CDF collaboration in [125] and until now it remains one of the strongest
evidence of its existence.

Figure 8.13: Proton - antiproton collision without (a) and with (b) multiparton inter-
action. Figure taken from [126]

At HERA, MPI can happen in case of resolved events, where partons from both proton
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and photon which do not participate in the hard interaction, are still allowed to interact.
Both HERA experiments, ZEUS [127] and H1 [128] reported observation of effects that
could be assocated with MPI.

The QCD calculations do not include MPI and need to be corrected for its presence. Its
influence was modelled with PYTHIA MC with default MPI settings [129, 130] (MC set
IV in table 2.3) as compared to PYTHIA MC generated with MPI being switched off
(MC set III). The correction factor fMPI

theor then was defined:

fMPI
theor,i = NMPI

i /N∼MPI
i , (8.50)

where NMPI
i is the number of events in bin i generated with MPI and N∼MPI

i is the same
but without MPI.

In the MC PYTHIA model, final state partons are produced with transverse momenta
down to the cut off value pmin

T . It was shown, that lowering the pmin
T value increases the

influence of multiparton interaction [129]. For a determination of the MPI uncertainty,
the default value pmin

T = 1.9 GeV was changed between 2.2 and 1.6 GeV. The correction
factor, as determined for all the final cross sections, together with its uncertainty is
presented in figure 8.14. As expected, direct events accumulated around xLO

γ ∼ 1 stay
unaffected by the MPI effect. At the same time it decreases the cross section for the
resolved events by even 15% for the lowest xLO

γ bin. Consistently, cross sections in the
resolved enhanced phase space are strongly affected, in some parts even correction of 20%
must be introduced. The size of the correction increases for the high ηγ and ηjet values,
dominated by the resolved events. The additional energy flow introduced by MPI affects
low energetic jets to a higher degree compared to more energetic ones, the effect which is
reflected in relatively higher MPI corrections for low Ejet

T and low p⊥.

8.7.2 Isolation definition correction

Both calculations were performed in the phase space that differs from the one studied in
this thesis in terms of photon isolation. In case of QCD calculations, the phase space is
defined with the cone isolation criteria, where the total transverse energy within a cone
of radius one in (η, φ) plane6 surrounding the prompt photon, E

(η,φ)=1
T , excluding its own

energy, is required to be below 10% of the photon energy:

E
(η,φ)=1
T

Eγ
T

< 0.1. (8.51)

The transition into the phase space with z-based photon isolation (see section 1.5) was
performed using correction factor f isol

theor determined for each bin i:

f isol
theor,i = N z

i /N cone
i , (8.52)

where N z
i is the number of MC events in bin i selected with the z-based isolation criteria,

while N cone
i denotes the number of events fulfilling the cone isolation criteria. Figure 8.15

6For the (η, φ) distance calculation, azimuthal angle is expressed in radians.
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Figure 8.14: Multi parton interaction correction fMPI
theor , together with its uncertainty as

determined for all the final cross sections. The cross sections codes as defined in table 8.1
are given in relevant places.

presents the f isol
theor corrections for all the final cross sections. The correction is in general

positive and usually below 5%. It rises to values above 5% in the forward region, which
may be associated with the increase of the local particle density. The comparison of
corrections in the inclusive and exclusive phase spaces leads to the conclusion that the
additional selection of the hadronic jet does not affect the isolation of the photon. The
strongest correction of almost 10% can be seen in the lowest xLO

γ bin for the predominantly
resolved events. For the high xLO

γ values, where direct events accumulate, as well as for
the cross sections in the direct enhanced phase space, the correction is below 1%.

8.7.3 Hadronisation correction

The data measurement is presented as a cross section on a hadron level and parton level
calculations must be corrected for hadronisation effects. A hadronisation correction factor
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Figure 8.15: Isolation correction f isol
theor as determined for all the final cross sections. The

cross sections codes as defined in table 8.1 are given in relevant places.

fhad
theor is determined for each bin i:

fhad
theor,i = Nhad

i /Npar
i , (8.53)

where Nhad
i and Npar

i is the number of generated events in the given phase space in
bin i on hadron and parton level respectively. Since the hadronisation in MC can be
calculated using two competitive methods (see section 2.1.1), the correction factor fhad

theor

is determined with the help of two different Monte Carlo generators. The actual correction
factor is taken as the mean value between the correction factor obtained with PYTHIA
MC (using Lund fragmentation model) and with HERWIG MC (CDF model), while half
of the difference between them determines the corresponding uncertainty.

The correction factors for all the final cross sections is shown in figure 8.16. For the
inclusive cross sections, the hadronisation correction is most significant for low transverse
energies and in the forward direction. At low energies hadron level jets are statistically
wider which may affect the resolution in the isolation of the photon. In the forward region
of the detector, the proton remnant creates higher local particle density and thus more
sensitivity to the isolation cut. For the exclusive cross section, correction factors obtained
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with PYTHIA and HERWIG significantly differ and thus the fragmentation model uncer-
tainty becomes significant, even up to 5% order in the lowest Eγ

T bin. The fragmentation
model used in HERWIG systematically lead to stronger hadronisation corrections.
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Figure 8.16: Hadronisation correction for all the final cross sections. The dashed-dotted
line indicate hadronisation correction obtained with PYTHIA MC, dotted with HERWIG
MC and the solid line represents hadronisation correction applied to the calculations. The
cross sections codes as defined in table 8.1 are given in relevant places.

8.7.4 Parton density function uncertainty

Another theoretical uncertainty arises from the choice of the PDFs used in the calculation.
To evaluate the sensitivity to the chosen PDF set, different MCs were produced (MC
sets XI-XV). Three proton parton density functions (CTEQ6L [73], CTEQ5L [26] and
MRST04 [27]) and two photon PDFs (AFG [50] and GRV [82]) were studied. For each
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analysis bin i a ±δPDF is calculated according to:

+ δPDF
i = maxj(

N j
i − N ref

i

N ref
i

) × 100%, (8.54)

−δPDF
i = maxj(

N ref
i − N j

i

N ref
i

) × 100%, (8.55)

where N ref
i is the number of events in the bin i produced with the reference PDF set and

index j runs over all the PDF sets, including the reference one.

For the uncertainty applied to the FGH calculation (see section 2.2.1), the reference
cross section was chosen to be the one produced with CTEQ6L proton PDF and AFG04
photon PDF, as exactly this set was used during calculations. Since the chosen PDF set
consistently produces the lowest cross sections in the studied phase space, the resulting
error is highly asymmetric.

The ZL calculation (see section 2.2.2) uses the k⊥ unintegrated PDF, which could not be
easily applied to the MC. For that purpose, the compromise solution was found, to use
the same PDF uncertainty as evaluated for FGH, but apply it in a symmetric way.

Figure 8.17 presents the PDF uncertainty obtained for the final cross sections, as applied
to the both sets of calculations. The choice of the PDF arises to the leading uncertainty
source in most of the studied phase space being on average slightly below 10% and reaching
even 15% in some bins of resolved enhanced phase space.

Due to possible cancellations, special attention was taken to ensure correct multiplication
of the different corrections. The fMPI

theor correction, being the first correction applied to the
calculation was determined studying the MC on parton level and with a cone isolation
criteria. The f isol

theor correction was determined with MCs including MPI, but still on parton
level. And finally, for the determination of the third correction, fhad

theor, both MCs were
generated with MPI and the cross section phase space was already based on a z variable.
In this way, the final correction factor ftheor may be calculated with a reduced formula7:

ftheor = fMPI
theor × f isol

theor × fhad
theor (8.56)

= Nhad,z,MPI
i /Npar,cone,∼MPI

i , (8.57)

where Npar,cone,∼MPI
i is the number of events in bin i on parton level, with cone based

isolation and without MPI (the phase space directly calculated by the QCD calculations),
while Nhad,z,MPI

i is the number of events in bin i on hadron level, with z-based isolation
and with MPI (the phase space being the result of the measurement).

All the theory corrections fMPI
theor , f isol

theor, fhad
theor, together with their uncertainties and the

PDF uncertainty δPDF are listed in the relevant tables in appendix C.

7In practice though, the correction is calculated with an extended triple correction formula, due to
the fhad

theor correction determination method, which includes the usage of two different MC generators.
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Figure 8.17: Parton density function uncertainty for all the final cross sections. The
cross sections codes as defined in table 8.1 are given in relevant places.



Chapter 9

Results

In this chapter results are presented for the production of prompt photons in photopro-
duction region based on the data taken by the H1 detector with an integrated luminosity
of 430 pb−1. Differential cross sections are compared to QCD calculations and to MC
predictions introduced previously.

The inclusive prompt photon cross sections are shown and discussed in section 9.1. The
differential cross sections in the exclusive photon + jet phase space follow in section 9.2
with special emphasis on the photon - jet correlations. The influence of higher order
corrections is studied in section 9.3. Section 9.5 presents the comparison to the previously
published results in the accordingly adjusted phase space.

9.1 Inclusive prompt photon production in photo-

production

The measured inclusive prompt photon cross section for the kinematic range specified in
table 1.4 is

σ(ep → eγX) = 66.9 ± 1.8 (stat) ± 8.7 (syst) pb.

Both calculations, corrected for all the effects discussed in section 8.7 predict lower cross
sections of 52.1+5.3

− 3.4 pb (FGH) and 56.7+2.3
− 3.1 pb (LZ), while the MC expectation from

PYTHIA is 46.4 pb.

Theoretical uncertainties due to missing higher orders are estimated by simultaneously
varying µR and µF by a factor of 0.5 to 2.0. In addition, the errors on the theoretical
predictions include all the uncertainties determined in the section 8.7. All error sources
are added in quadrature.

Bin averaged differential cross sections dσ/dEγ
T and dσ/dηγ for the inclusive prompt

photon production are given in tables C-1a and C-2a in appendix C and are presented
in the figure 9.1 compared to the prediction from the calculations. Both calculations
are below the data, most significantly at low Eγ

T . The LZ calculation gives a reasonable
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description of the shape of ηγ, whereas the FGH calculation is significantly below the data
for central and backward photons (ηγ < 0.9).

The double differential measurement dσ2/dEγ
T dηγ is given in table C-3a and is presented in

figure 9.2. In this case, results are also compared to the PYTHIA Monte Carlo prediction.
LZ provides a reasonable description of the data with the exception of the lowest Eγ

T bin
in the central ηγ (0.2 < ηγ < 0.9) region. The FGH calculation underestimates the cross
section in the central (0.2 < ηγ < 0.9) and backward (ηγ < −0.6) region. Here, it is
significantly below the data. The prediction from PYTHIA underestimates the measured
cross section by roughly 45%, most significantly at low Eγ

T .
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Figure 9.2: The double differential inclusive prompt photon cross sections in bins of Eγ
T

and ηγ . The inner error bars indicate the fully uncorrelated error, while the full error bars
contain in addition the correlated error added in quadrature. The measurement is plotted
together with the NLO collinear calculation prediction (FGH) and the prediction based
on the kT factorisation approach (LZ) and the PYTHIA Mc prediction. The lower part
of the plot presents the ratio R of the FGH prediction to the measurement together with
the data points. The error bars associated with the points indicate the fully uncorrelated
error, while the yellow band shows the fully correlated error.
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9.2 Prompt photon + jet production in photopro-

duction

The cross section for prompt photon production associated with a jet with a given kine-
matics is studied. The measurement is performed in the exclusive phase space, defined in
table 1.4. The measured prompt photon plus jet cross section is

σ(ep → eγ jet X) = 50.1 ± 1.7 (stat) ± 6.5 (syst) pb.

The theoretical calculations predict cross sections of 43.8+5.3
−1.9 pb (FGH) and 49.3+4.7

−2.1 pb
(LZ). Both are compatible with the measurement within the errors. The MC expectation
of 33.9 pb is again too low.

The differential cross sections in bins of Eγ
T , ηγ , Ejet

T and ηjet in the exclusive prompt
photon + jet phase space are presented in figure 9.3 and tables C-4a, C-5a, C-6a and C-7a.
Both calculations give a reasonable description of the Eγ

T and Ejet
T cross sections while

only the FGH calculation describes ηjet of the associated hadronic jet well. Here, the LZ
prediction is too high for jets with ηjet < 0.5. As in the inclusive case, the FGH prediction
is too low for ηγ < −0.5.

The presence of a jet allows to use observables which give more insight in the underlying
partonic process than in the inclusive case, as defined in section 1.5. Figure 9.4 and
tables C-8a and C-9a show the photon plus jet cross section as a function of the estimators
xLO

γ and xLO
p . Both distributions are well described by the calculations.

9.2.1 Photon - jet correlations

Figure 9.5 and tables C-10a and C-11a show the cross sections for two observables describ-
ing the transverse correlation between the photon and the jet, p⊥ and ∆Φ. Both variables
are particularly sensitive to higher order gluon emission. The sample is split into a sample
with xLO

γ > 0.8 where the direct interaction of a photon with the proton dominates and
a sample with xLO

γ < 0.8 with a significant contribution of events with a resolved photon
(see figure 5.7a). Both predictions describe the distributions for xLO

γ > 0.8 reasonably well
but tend to underestimate the tails. For xLO

γ < 0.8 the p⊥distribution is slightly broader
than for xLO

γ > 0.8, which reflects the increased contributions from events with a resolved
photon and from photons radiated from quarks in di-jet events. The FGH calculation
poorly describes the p⊥ distribution but gives a reasonable description of the measure-
ment in ∆Φ for xLO

γ < 0.8, except for the highest bin in ∆Φ. The region ∆Φ → 180◦

is sensitive to multiple soft gluon radiation which limits the validity of fixed order cal-
culations. The LZ calculation includes multiple soft gluon radiation in the initial state
before the hard subprocess and describes ∆Φ > 170◦ but predicts a significantly lower
contribution of events in the tails of both distributions.
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Figure 9.3: The differential exclusive prompt photon + jet cross sections in bins of Eγ
T

(a), ηγ (b), Ejet
T (c) and ηjet (d). The inner error bars indicate the fully uncorrelated error,

while the full error bars contain in addition the correlated error added in quadrature. The
measurement is plotted together with the NLO collinear calculation prediction (FGH) and
the prediction based on the kT factorisation approach (LZ). The lower part of the plot
presents the ratio R of the FGH prediction to the measurement together with the data
points. The error bars associated with the points indicate the fully uncorrelated error,
while the yellow band shows the fully correlated error.
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R of the FGH prediction to the measurement together with the data points. The error
bars associated with the points indicate the fully uncorrelated error, while the yellow band
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9.3 NLO corrections

The leading order Feymann diagrams for direct and resolved prompt photon production
is of order (α2α0

s). The FGH calculation (see 2.2.1) is performed to the order (α2αs),
which includes already the next-to-leading order correction. The correction increases the
calculation by roughly 25% in the inclusive prompt photon phase space and by 10% in the
exclusive photon + jet phase space. More differential information is presented in figure 9.6
where few chosen measurements are presented together with the LO calculation, the NLO
calculation and the calculation without the box diagram (see 1.13a) considered.

The cross section in the inclusive phase space (figures 9.6a and 9.6b) are affected by
the correction most significantly at low transverse energies (correction of 32%) and for
photons in the forward direction (43%). For the cross sections in the exclusive phase space
a very strong positive correction (up to 70%) can be seen for events with the hadronic jet
going into the forward direction (figure 9.6d). At the same time, NLO slightly decreases
cross sections in the low ηjet range. The NLO influence is strongest for the cross sections
in bins of xLO

γ (figure 9.6e), where additional gluon radiations shift direct events towards
lower xLO

γ values. The correction significantly decreases the cross section in the highest
xLO

γ bin (by 40%) but increases it in the other bins.

The box diagram increases calculated cross sections on average by 11%. Its influence is
the strongest for low pseudorapidities of the photon, where it increases the cross sections
by almost 20%. Low values of xLO

p are also strongly affected (difference of 20%). An
interesting feature can be observed for the cross section in bins of xLO

γ variable. Even
though the box diagram can not be unambiguously assigned to the direct event class, it
contributes only at xLO

γ ≈ 1. Since in the final state there are only two particles leaving
the hard interaction, the xLO

γ definition is properly balanced in the same way as it is the
case for leading order direct events.

Figure 9.7 presents the same comparison for the cross sections in bins of photon - jet
correlation variables in the direct and resolved enhanced phase space separately. In leading
order, only back-to-back configuration exists. The photoproduction criteria Q2 < 1 GeV2

together with small intrinsic 〈kT 〉 of partons in the proton do not yield any sizeable
momentum imbalance which could be seen outside of the lowest p⊥ bin of 2 GeV width.
The next order correction smears out both distributions. The box diagram contributes
mainly in the back-to-back configuration in the direct enhanced phase space.
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Figure 9.7: The measured cross sections in bins of p⊥ (a, c) and ∆Φ (b, d) in the
direct (a, b) and resolved (c, d) enhanced phase space plotted together with the FGH
calculation (LO+NLO - solid red line). The calculation taking into account only leading
order diagrams (LO) is plotted as dotted gray histogram and the one taking into account
all except the box diagram is plotted as dashed blue histogram.

a. b.

c. d.
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9.4 Intrinsic 〈kT 〉 study

As explained already in the section 1.5, the interesting study can be performed whether
the description of the measurement by theory can be improved by introduction of the
intrinsic momentum of partons within a proton 〈kT 〉. Variables p⊥ and ∆Φ are chosen
to enhance the measurement sensitivity to the size of 〈kT 〉. Both variables provide the
direct information of the initial transverse momentum of the parton entering the hard
interaction only in direct photon interaction and only in leading order. For that reason,
both distributions are measured in the direct enhanced phase space with the cut xLO

γ > 0.8
applied. The result of this study is presented in section 9.2.1.

In the PYTHIA MC model the intrinsic 〈kT 〉 value is a parameter that can be adjusted.
Special MC study is performed in order to investigate the possible improvement of the
photon - jet correlation description by the theory purely by adjusting the value of this
parameter. The measurement was compared to the PYTHIA MC prediction with the 〈kT 〉
values equal to 0.0, 0.5, 1.0, 1.5 and 2.0 GeV. The MC has been normalised to the highest
bin in ∆Φ. The cross section in bins of both sensitive variables in the direct enhanced
phase space are presented in figure 9.8.
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Low value of 〈kT 〉 leads to high correlation between photon and the jet and just few events
in the tails of the distribution of both variables originating mainly from initial and final
state gluon emissions. The increase of the intrinsic momentum value introduces intrinsic
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transverse momentum imbalance already in leading order and migrates events to the tails
of both distributions. Even with 〈kT 〉 = 2.0 GeV though, PYTHIA MC fails to properly
describe the tails which may lead to the conclusion that the observed discrepancy can not
solely be explained by the missing transverse momentum of the struck parton.

In order to further investigate the observed discrepancy, the measurement is compared to
the FGH NLO calculation, additionally corrected for the 〈kT 〉 effect. For every studied
〈kT 〉, for every bin i in p⊥ and ∆Φ distributions, the correction factor is defined as

f
〈kT 〉=k
theor,i = N

〈kT 〉=k
i /N

〈kT 〉=0
i , (9.1)

where N
〈kT 〉=k
i is the number of MC events in bin i generated with the mean intrinsic

transverse momentum 〈kT 〉 = k GeV. The f
〈kT 〉=k
theor,i factors are used to correct the FGH

calculation. This corrected FGH calculation is compared to the measurement in figure 9.9.
One could note the improvement in the measurement description with the additional
intrinsic 〈kT 〉, in the ∆Φ shape, though the last bin remains underestimated even with
〈kT 〉 = 2.0 GeV. A similar conclusion can be made for the distributions in bins of p⊥. Both
comparisons indicate that though the contribution in the tails is increased, the intrinsic
〈kT 〉 can not solely repair the observed discrepancy.
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the original calculation.

a. b.

In the case of the resolved events, due to higher number of final state particles, the
photon - jet correlations are less visible in the resolved enhanced phase space. Roughly
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20% of the events in the direct enhanced phase space are actually resolved or radiated
events migrating into the high xLO

γ range and contributing significantly to the tails of
both distributions. One possible explanation of the observed discrepancy is actually the
deficit in modelling of the resolved part of the interaction.

9.5 Comparison to previous measurements

The cross sections were calculated in the phase space of the previous measurements al-
lowing a direct comparison to the published results based on HERA data.

The prompt photon measurement in photoproduction published by the H1 collabora-
tion [35] was based on HERA I data with an integrated luminosity of 105 pb−1. The
isolation of the photon is ensured by the cone isolation criteria described in section 8.7.2.
The ZEUS collaboration reported the prompt photon + jet cross section measurement
with 77 pb−1 of HERA I data. Both measurement phase spaces are summarized in the
table 9.1. The H1 results were obtained using a signal-background discriminator based
on three shower shape variables (RT , FLF and HCF - see section 6.1), while results of
the ZEUS collaboration are based on the signal in the Zeus pre-shower detector [131].
The results of both publications were determined using a fitting procedure described in
section 8.6.1.

H1 published phase space

Q2 < 1 GeV2

0.2 < y < 0.7

E
(η,φ)=1
T /Eγ

T < 0.1

5 < Eγ
T < 10 GeV

−1.0 < ηγ < 0.9

ZEUS published phase space

Q2 < 1 GeV2

0.2 < y < 0.8

z > 0.9

7 < Eγ
T < 16 GeV

−0.74 < ηγ < 1.1

6 < Ejet
T < 17 GeV

−1.6 < ηjet < 2.4

Table 9.1: The prompt photon phase space of the H1 [35] and the ZEUS [38] measure-
ments.

For a direct comparison, the phase space of this analysis is adjusted to match the published
ones with the only exception of the photon transverse energy range for the H1 published
phase space and the photon pseudorapidity range for the ZEUS published phase space.
In both cases the difference is preserved in order to visualise the range of the phase space
extension. The differential cross sections in bins of Eγ

T in the H1 published phase space
and in bins of ηγ in the ZEUS published phase space are presented in figure 9.10.

Figure 9.10a shows the comparison between the published results based on the HERA I
data and the HERA II results of this analysis in the properly adjusted phase space. As
explained in section 4.3, low transverse energies of the photon are not accessible using
H1 HERA II data due to the strong prescaling on the trigger level. Instead, the phase



142 Results

 [GeV]γ
TE

6 8 10 12 14

   
[p

b
/G

eV
]

γ T
 / 

E
σd

0

5

10

15

20

25

HERA I (H1)

HERA II

γη
-1 0 1 2

   
[p

b
]

γ η
 / σd

0

5

10

15

20

HERA I (Zeus)

HERA II

Figure 9.10: The differential cross sections in bins of Eγ
T in the H1 published phase space

(a) and in bins of ηγ in the ZEUS published phase space. Both results are compared to
the published ones (drawn with open points).

a. b.

space has been extended towards higher energies. Both results are compatible within
errors, taken into account the statistical independence of the used data samples and
the difference in the MC simulation (especially in the details of the shower simulation)
used in both methods. Still, the new measurement seems to exceed the old one in the
lowest transverse energy bin, which is explained by the improved method of trigger energy
estimation1. The data sample used in this analysis exceeds by a factor of four the statistics
on which the published H1 results were based. This is reflected in the small improvement
of the measurement precision, though the more advanced unfolding method applied here
is known to produces higher error estimates (see section 8.6.2).

The results of the analysis in the Zeus published phase space, shown in figure 9.10b is
consistent with the Zeus measurement within the errors. The extension of the accessed
pseudorapidity range can be seen, especially into the forward direction. In the nominal
phase space of this analysis, the improvement is even more important, as the inelasticity
range of the Zeus published phase space removes most of the forward events. The forward
photons have never been studied at HERA before.

1Due to lack of sufficient DIS data in HERA I running period, monitoring sample has been selected
using s71 subtrigger, which is not fully independent of the LAr calorimeter. This leads to an overesti-
mation of a determined trigger efficiency and underestimation of the final cross sections. The effect is
strongest in the low transverse energy region, where trigger efficiency is of the highest importance. Also
the L4 trigger condition, affecting the low energies has not been fully taken into account in the previous
H1 measurement.
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Conclusions and outlook

The prompt photons originating from the hard interaction are a powerful test of QCD.
Compared to measurement relying on jets, they are believed to be less sensitive to the
details of hadronisation models which introduce large theoretical uncertainties. The more
difficult background situation however, which demands complex signal extraction methods
leads to an increase of the systematic error. Also statistical error is higher since the
photon cross section is suppressed by the order α as compared to the jet cross sections.
The prompt photon analysis, though challenging and intrinsically burdened with higher
uncertainty, provides a complementary measurement to results relying on jets.

The cross sections for prompt photon production in photoproduction is measured using
data taken by the H1 detector with the full HERA II integrated luminosity of 340 pb−1.
The study provides the first ever measurement of photons in such a forward direction at
HERA. Compared to the previous measurement performed by the H1 collaboration [35],
the phase space has been also extendend into lower event inelasticities. Prompt photons
with the transverse energy 6.0 < Eγ

T < 15.0 GeV, pseudorapidity −1.0 < ηγ < 2.4 and
isolation z > 0.9 in photoproduction region Q2 < 1 GeV2 and event inelasticity region
0.1 < y < 0.7 have been studied in the photon inclusive phase space and together with
the accompanying hadronic jet with transverse energy Ejet

T > 4.5 GeV and pseudorapidity
−1.3 < ηjet < 2.3. The complex unfolding method has been developed in order to
perform the measurement insensitive to possible model inaccuracies. The cross sections
are compared to QCD calculations based on collinear factorisation in NLO [39, 75] and
based on the kT factorisation approach [80].

In the inclusive prompt photon phase space the dσ/dEγ
T , dσ/dηγ as well as double dif-

ferential dσ2/dEγ
T dηγ cross sections are found to be underestimated by both predictions

most significantly for low transverse energies of the photon. Furthermore, FGH calcula-
tion fails to describe the shape of the ηγ, being significantly too low for ηγ < 0.9. The
cross sections predicted by the PYTHIA Monte Carlo generator is underestimates the
measurement by 40% on average, most significantly at low transverse energies.

The differential cross sections dσ/dEγ
T , dσ/dηγ, dσ/dEjet

T , dσ/dηjet are studied in the
photon + jet exclusive phase space. Both calculations describe the rate of prompt photons
in the exclusive case somehow better than in the inclusive phase space. This observation
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is consistent with the one made in the previous H1 publication [35]. The improvement can
be associated with the lower NLO corrections in the exclusive case, which may suggest
that the higher order corrections for inclusive prompt photon cross sections may still be
significant.

The cross sections in bins of xLO
γ and xLO

p variables were also measured and found to be
consistent with the predictions within errors.

Correlation between the prompt photon and the hadronic jet were studied in the part
of the phase space with enhanced contribution from direct events (xLO

γ > 0.8) and the
complementary one (xLO

γ < 0.8). In both cases, the predicted rate of events with the
photon not being fully balanced by the leading hadronic jet is below the measured cross
sections. Higher order corrections are expected to introduce additional imbalance, possibly
improving the calculations. The fraction of events in the tails of the studied distributions
may also be increased by introduction of the additional intrinsic 〈kT 〉 of the partons
entering the hard interaction. The comparison of the measured cross sections in the
direct enhanced phase space with the QCD calculations corrected for the 〈kT 〉 effects
leads to the conclusion that though the improvement is clearly visible, the intrinsic 〈kT 〉
can not solely remove the observed discrepancy.

The difference in the azimuthal angle between prompt photon and the accompanying jet
∆Φ in the exclusive phase space with additional requirement xLO

γ < 0.8 shows vulnerabil-
ity of the FGH calculation. The back-to-back region, ∆Φ → 180◦, is sensitive to multiple
soft gluon radiation which limits the validity of fixed order calculations. The LZ calcula-
tion includes multiple gluon radiation in the initial state before the hard subprocess and
describes problematic region significantly better.

The prompt photon measurement presented in this thesis may still be improved. Most
significantly, higher statistics of monitor sample which consists of pure photons is needed
to improve the cluster shape description and decrease the leading systematic error. The
limited statistics of deeply virtual Compton scattering events in the kinematic range of
this analysis demands finding more suitable source of the photon monitor sample. The
errors of this measurement are low enough to resolve the deficits in the QCD calculations
applied for the comparison.

The conclusions drawn from this study may become stronger by improving the theoretical
understanding of the prompt photon production. Especially, better understanding of the
hadronisation model would help in decreasing the error of the predictions. The new parton
density functions coming from combined H1 and ZEUS data will help with calculation of
more precise predictions. The sizeable NLO corrections lead to the conclusion that higher
orders should be investigated in future. The box diagram, significantly contributing to
the prompt photon cross sections, on the level of 10%, should be taken into account in all
the calculations, as well as contribution from the quark-to-photon fragmentation function.
The latter should also be studied in more details.
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A Analysis Binning

Bin Label η range ET range [GeV]

1 CB1-E1 [-1.0; -0.6] [5.0; 5.5]

2 CB1-E2 [-1.0; -0.6] [5.5; 6.0]

3 CB1-E3 [-1.0; -0.6] [6.0; 6.7]

4 CB1-E4 [-1.0; -0.6] [6.7; 7.5]

5 CB1-E5 [-1.0; -0.6] [7.5; 8.5]

6 CB1-E6 [-1.0; -0.6] [8.5; 10.0]

7 CB1-E7 [-1.0; -0.6] [10.0; 15.0]

8 CB1-E8 [-1.0; -0.6] [15.0; 20.0]

19 CB2-E1 [-0.6; 0.2] [5.0; 5.5]

20 CB2-E2 [-0.6; 0.2] [5.5; 6.0]

21 CB2-E3 [-0.6; 0.2] [6.0; 6.7]

22 CB2-E4 [-0.6; 0.2] [6.7; 7.5]

23 CB2-E5 [-0.6; 0.2] [7.5; 8.5]

24 CB2-E6 [-0.6; 0.2] [8.5; 10.0]

25 CB2-E7 [-0.6; 0.2] [10.0; 15.0]

26 CB2-E8 [-0.6; 0.2] [15.0; 20.0]

27 CB3-E1 [0.2; 0.95] [5.0; 5.5]

28 CB3-E2 [0.2; 0.95] [5.5; 6.0]

29 CB3-E3 [0.2; 0.95] [6.0; 6.7]

30 CB3-E4 [0.2; 0.95] [6.7; 7.5]

31 CB3-E5 [0.2; 0.95] [7.5; 8.5]

32 CB3-E6 [0.2; 0.95] [8.5; 10.0]

33 CB3-E7 [0.2; 0.95] [10.0; 15.0]

34 CB3-E8 [0.2; 0.95] [15.0; 20.0]

Bin Label η range ET range [GeV]

35 FB1-E1 [0.95; 1.44] [5.0; 5.5]

36 FB1-E2 [0.95; 1.44] [5.5; 6.0]

37 FB1-E3 [0.95; 1.44] [6.0; 6.7]

38 FB1-E4 [0.95; 1.44] [6.7; 7.5]

39 FB1-E5 [0.95; 1.44] [7.5; 8.5]

40 FB1-E6 [0.95; 1.44] [8.5; 10.0]

41 FB1-E7 [0.95; 1.44] [10.0; 15.0]

42 FB1-E8 [0.95; 1.44] [15.0; 20.0]

43 FB2-E1 [1.44; 1.76] [5.0; 5.5]

44 FB2-E2 [1.44; 1.76] [5.5; 6.0]

45 FB2-E3 [1.44; 1.76] [6.0; 6.7]

46 FB2-E4 [1.44; 1.76] [6.7; 7.5]

47 FB2-E5 [1.44; 1.76] [7.5; 8.5]

48 FB2-E6 [1.44; 1.76] [8.5; 10.0]

49 FB2-E7 [1.44; 1.76] [10.0; 15.0]

50 FB2-E8 [1.44; 1.76] [15.0; 20.0]

51 IF1-E1 [1.76; 2.43] [5.0; 5.5]

52 IF1-E2 [1.76; 2.43] [5.5; 6.0]

53 IF1-E3 [1.76; 2.43] [6.0; 6.7]

54 IF1-E4 [1.76; 2.43] [6.7; 7.5]

55 IF1-E5 [1.76; 2.43] [7.5; 8.5]

56 IF1-E6 [1.76; 2.43] [8.5; 10.0]

57 IF1-E7 [1.76; 2.43] [10.0; 15.0]

58 IF1-E8 [1.76; 2.43] [15.0; 20.0]

Table A-1: The binning used for multivariate analysis.
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Bin DIN Eγ
T,IN10[GeV] ηγ

IN10 Eγ
T,IN5[GeV] ηγ

IN,8

1 [0.0; 0.2] [5.5; 5.75] [−1.1;−0.8] [5.5; 6.0] [−1.1;−0.57]

2 [0.2; 0.4] [5.75; 6.0] [−0.8;−0.57] [6.0; 6.9] [−0.57;−0.2]

3 [0.4; 0.6] [6.0; 6.2] [−0.57;−0.2] [6.9; 7.3] [−0.2; 0.2]

4 [0.6; 0.8] [6.2; 6.5] [−0.2; 0.2] [7.3; 8.2] [0.2; 0.5]

5 [0.8; 1.0] [6.5; 6.9] [0.2; 0.5] [8.2; 17.0] [0.5; 0.95]

6 [6.9; 7.3] [0.5; 0.95] [0.95; 1.2]

7 [7.3; 8.2] [0.95; 1.2] [1.2; 1.5]

8 [8.2; 9.5] [1.2; 1.42] [1.5; 2.45]

9 [9.5; 11.0] [1.42; 1.76]

10 [11.0; 17.0] [1.76; 2.45]

Table A-2: The input binning used for the unfolding

Bin Ejet
T,IN [GeV] ηjet

IN xγ,IN xp,IN p⊥,IN [GeV] ∆φIN [◦]

1 [4.5; 4.8] [−1.3;−0.8] [0.0; 0.3] [0001; 0.006] [0.0; 1.0] [120; 140]

2 [4.8; 5.2] [−0.8;−1.3] [0.3; 0.5] [0.006; 0.01] [1.0; 2.0] [140; 150]

3 [5.2; 6.0] [−0.8;−0.4] [0.5; 0.6] [0.01; 0.015] [2.0; 3.0] [150; 160]

4 [6.0; 7.0] [−0.4; 0.1] [0.6; 0.7] [0.015; 0.025] [3.0; 4.0] [160; 170]

5 [7.0; 8.0] [0.1; 0.6] [0.7; 0.8] [0.025; 0.03] [4.0; 5.0] [170; 175]

6 [8.0; 10.0] [0.6; 1.3] [0.8; 0.9] [0.03; 0.04] [5.0; 6.0] [175; 178]

7 [10.0; 12.0] [1.3; 1.7] [0.9; 1.0] [0.04; 0.05] [6.0; 7.0] [178; 180]

8 [12.0; 17.0] [1.7; 2.0] [1.0; 1.1] [0.05; 0.07] [7.0; 8.0]

9 [2.0; 2.3] [1.1; 1.2] [8.0; 9.0]

10 [1.2; 1.3]

Table A-3: The input binning used for the unfolding (cont.)



A Analysis Binning 149

Bin Eγ
T,OUT4[GeV] ηγ

OUT5 Eγ
T,OUT2[GeV]

u [0.0; 6.0] [−∞;−1.0] [0.0; 6.0]

1 [6.0; 7.0] [−1.0;−0.6] [6.0; 8.5]

2 [7.0; 8.5] [−0.6; 0.2] [8.5; 15.0]

3 [8.5; 10.0] [0.2; 0.94]

4 [10.0; 15.0] [0.94; 1.42]

5 [1.42; 2.4]

o [15.0; +∞] [1.42; +∞] [15.0; +∞]

Table A-4: The binning used for cross section definition and as unfolding output.

Bin Ejet
T,OUT [GeV] ηjet

OUT xγ,OUT xp,OUT p⊥,OUT [GeV] ∆φOUT [◦]

u [0.0; 4.5] [−∞;−1.3] [−∞; 0.0] [0.0; 0.001] [0; 150]

1 [4.5; 6.2] [−1.3;−0.4] [0.0; 0.5] [0.001; 0.01] [0.0; 2.0] [130; 150]

2 [6.2; 8.0] [−0.4; 0.5] [0.5; 0.7] [0.01; 0.025] [2.0; 4.0] [150; 165]

3 [8.0; 10.0] [0.5; 1.4] [0.7; 0.9] [0.025; 0.04] [4.0; 6.0] [165; 172]

4 [10.0; 15.0] [1.4; 2.3] [0.9; 1.1] [0.04; 0.06] [6.0; 8.0] [172; 180]

o [15.0; +∞] [2.3; +∞] [1.1; +∞] [0.06; +∞] [8.0; +∞]

Table A-5: The binning used for cross section definition and as unfolding output (cont.)

Bin Eγ
T,SIDE [GeV] ηγ

SIDE

1 [6.0; 9.0] [−1.0; 0.2]

2 [9.0; 15.0] [0.2; 1.4]

3 [1.4; 2.4]

Table A-6: The binning used for the definition of Migration and Side Bins.
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B Alternative classifier definitions

For the final cross section determination, the signal - background discrimination is exe-
cuted with the help of the discriminator calculated with the maximum likelihood MVA
method. The method itself was introduced in the section 6.3. There are other, usually
more advanced methods, to calculate suitable discriminator and some most well known
are shortly discussed in this appendix.

• Range Search
The obvious generalisation of the maximum likelihood method explained in sec-
tion 6.3 is the usage of multidimensional probability density function. Instead
of multiplying nvar one-dimensional probability density functions, introducing un-
wanted assumption of statistical independence, one can use one nvar-dimensional
probability density function. For this purpose huge training sample is needed to
sufficiently populate nvar dimensional phase space. In the Range Search [132] ap-
proach, the probability density function is locally estimated by counting signal (nS)
and background (nB) events in the volume V within the nvar dimensional phase
space around the test event i. The probability density estimate is than calculated
as

DRS(i) =
1

1 + NSnB(i,V )
NBnS(i,V )

(1)

where NS(B) is the total number of signal (background) events in the training sample.

The range search method naturally deals with even complex, non linear correlations
between input variables. The performance can be enhanced by preprocessed usage
of the binary search tree [133] to store the training sample. For higher number of
input variables though, the high computing time and great demand for a computing
memory becomes an important limitation.

• k-Nearest Neighbour
Similar to Range Search method, k-Nearest neighbour [134] approach tries to esti-
mate the multidimensional probability density function. Unlike the previous though,
instead of counting events in the fixed volume V , it takes into account k closest
events in the training sample. Its relatively best performance is achieved for a
problems with irregular boundary separating signal and background samples. The
technical similarity to the range search method implies similar drawbacks.

• Fisher discriminant
In the Fisher discriminant method [135], event selection is performed in the trans-
formed variable phase space with exactly zero linear correlations. The analysis
then determines the axis in such transformed multidimensional phase space, such
that, signal and background distributions projections upon this axis maximises the
separation.

The Fisher discriminant in spite of its simplicity may be a competitive choice. Es-
pecially it is a powerful tool for a Gaussian input variables distributions with linear
correlations.
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• Neural Network
Neural network pattern recognition method uses a collection of interconnected neu-
rons with each neuron producing a certain response for a given set of activation [136].
In general, each neuron has a defined response function with free parameters to
adapt. In the easiest case the network consists of nvar input neurons all connected
to one output neuron. More advanced networks introduce one or more hidden neu-
ron layers between the input and output layers. The Weierstrass theorem [137]
claims that a single hidden layer with high enough number of neurons is sufficient
to approximate a given continuous response function to any desired precision. More
complex networks, with more than one hidden layers, are sometimes able to achieve
the same performance with lower number of neurons. Weights and coefficients for
each neuron are determined with ”back propagation” method [138]. Their iterative
adaptation is based on the difference between actual output and the desired one.

The relative flexibility of the neural network and in general high performance lead to
its wide acceptance within the high energy community as well as outside of it. This
is true even in spite of methods complexity. Though possible correlations between
input variables do not cause efficiency dimunision, the method is quite sensitive to
overtraining [116].

• Support Vector Machine
The support vector machine ideology and implementation is quite complex. Here
only a brief overview is given while details can be found in [139]. The idea of the
method is to build a hyperplane separating signal and background using only a
minimal subset of all training events (vectors). The chosen events are called ”sup-
port vectors” and removal all other events from the training sample and retraining
method leads to the same classifier. The nonlinear extension is performed by map-
ping the nvar dimensional phase space onto higher dimensional phase space in which
the linear signal background separation is possible. The higher dimensional map-
ping can be eliminated by usage of nonlinear kernel functions for the building of the
boundary hyperspace.

Correct usage of the vector machine method lead to performance competitive to the
neural network or multidimensional probability density estimation. The complexity
and computing inefficiency makes it though rather rarely used.

• Boosted Decision Tree
The decision tree method is based on consequently splitting the input phase space
into small regions (leafs) with assigned signal or background status. The branching
is performed along a single input variable a time that maximise the separation
and repeated until the desired purity is achieved. The decision tree built in this
way is relatively quick and transparent. The improvement of the performance is
achieved by repeating of the whole tree growing algorithm with enhanced weight
of misclassified events, the method known as boosting [140]. The whole forest of
boosted trees is in the end linearly combined. Boosting stabilises the response of
the decision trees with respect to statistical fluctuations in the training sample and
generally improve the signal and background separation. Relatively high sensitivity



152

to overtraining may be partially removed by the pruning (removing of statistically
insignificant nodes) of decision trees.

The advantage of the boosted decision tree method is its transparency and little tun-
ing requirement. Inclusion of poorly discriminating input variables does not hurt
the method in any way, while it may cause problems for other methods. Though in
theory boosted decision tree should underperform in comparison to other, more the-
oretically advanced methods, in practice in many cases it is working better because
either there are not enough training events to properly populate multi dimensional
probability density function or the neural network architecture has not been cor-
rectly optimised. The main advantage of boosted decision tree method, in spite of
its slowness and memory demand, is the simplicity and easiness of usage.

All the methods described above have been to some extend trained and tested for their
possible application in this analysis. All of them appeared to explore comparable discrim-
inating performance, with some being significantly slower. The results obtained with two
most efficient methods: maximum likelihood and neural network agree within 2%.

One way to compare the performance of the different classifiers is to plot signal efficiency
and background rejection determined for any possible cut introduced on the discriminator.
The example of such a comparison for the first MVA bin in Eγ

T and the CB1 wheel is
presented in figure 1. The further the graph tends towards the upper right corner (high
signal efficiency, high background rejection power), the better the classifier. In the case
of this analysis though all the classifiers perform equally well with the sole exception of
the Support Vector Machine method, which probably was not tuned well enough.
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Figure 1: The signal efficiency versus background rejection graph for all studied classifiers
in the first MVA ET bin and the CB1 wheel.
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C Cross Section Tables

ηγ dσ/dηγ uncorr. corr.

[pb]

[−1.00 −0.57] 18.35 ±1.34 ±2.47

[−0.57 0.20] 23.94 ±1.53 ±1.46

[0.20 0.94] 27.69 ±1.18 ±2.31

[0.94 1.42] 19.35 ±1.27 ±3.02

[1.42 2.40] 11.01 ±0.97 ±3.46

Table C-1a: Differential cross sections in bins of ηγ for inclusive prompt photon produc-
tion in the phase space specified in the table 1.4.

ηγ fMPI
theor f isol

theor fhad
theor δPDF

[−1.00 −0.57] 0.97+0.00
−0.03 1.02 1.00 ± 0.02 +2% −1%

[−0.57 0.20] 0.95+0.02
−0.03 1.02 0.98 ± 0.01 +6% −0%

[0.20 0.94] 0.93+0.02
−0.04 1.03 0.95 ± 0.00 +6% −0%

[0.94 1.42] 0.92+0.03
−0.04 1.05 0.92 ± 0.00 +7% −0%

[1.42 2.40] 0.90+0.02
−0.05 1.07 0.89 ± 0.01 +7% −0%

Table C-1b: Corrections applied to the calculations in bins of ηγ.



154

Eγ
T dσ/dEγ

T uncorr. corr.

[GeV] [pb/[GeV]]

[6.00 7.00] 27.24 ±1.86 ±3.04

[7.00 8.50] 12.94 ±0.71 ±1.94

[8.50 10.00] 6.74 ±0.65 ±0.95

[10.00 15.00] 2.02 ±0.17 ±0.24

Table C-2a: Differential cross sections in bins of Eγ
T for inclusive prompt photon pro-

duction in the phase space specified in the table 1.4.

Eγ
T fMPI

theor f isol
theor fhad

theor δPDF

[GeV]

[6.00 7.00] 0.93+0.02
−0.05 1.04 0.92 ± 0.00 +4% −0%

[7.00 8.50] 0.92+0.02
−0.04 1.04 0.95 ± 0.01 +7% −0%

[8.50 10.00] 0.94+0.01
−0.04 1.04 0.97 ± 0.01 +4% −0%

[10.00 15.00] 0.95+0.02
−0.03 1.03 0.99 ± 0.01 +9% −0%

Table C-2b: Corrections applied to the calculations in bins of Eγ
T .
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ηγ Eγ
T dσ2/dEγ

T dηγ uncorr. corr.

[GeV] [pb/[GeV]]

[−1.00 −0.57] [6.00 7.00] 9.24 ±0.93 ±1.06

[7.00 8.50] 3.75 ±0.57 ±0.44

[8.50 10.00] 1.43 ±0.41 ±0.24

[10.00 15.00] 0.27 ±0.10 ±0.07

[−0.57 0.20] [6.00 7.00] 9.19 ±1.04 ±0.59

[7.00 8.50] 5.02 ±0.59 ±0.48

[8.50 10.00] 2.29 ±0.46 ±0.19

[10.00 15.00] 0.76 ±0.12 ±0.06

[0.20 0.94] [6.00 7.00] 10.90 ±0.86 ±0.78

[7.00 8.50] 5.15 ±0.43 ±0.52

[8.50 10.00] 3.28 ±0.34 ±0.24

[10.00 15.00] 0.83 ±0.10 ±0.07

[0.94 1.42] [6.00 7.00] 7.68 ±1.02 ±1.18

[7.00 8.50] 3.31 ±0.51 ±0.51

[8.50 10.00] 2.27 ±0.44 ±0.38

[10.00 15.00] 0.66 ±0.12 ±0.09

[1.42 2.40] [6.00 7.00] 4.54 ±0.90 ±1.29

[7.00 8.50] 2.12 ±0.41 ±0.72

[8.50 10.00] 0.86 ±0.31 ±0.35

[10.00 15.00] 0.40 ±0.08 ±0.09

Table C-3a: Double differential cross sections in bins of Eγ
T and ηγ for inclusive prompt

photon production in the phase space specified in the table 1.4.
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ηγ Eγ
T fMPI

theor f isol
theor fhad

theor δPDF

[GeV]

[−1.00 −0.57] [6.00 7.00] 0.97+0.01
−0.04 1.02 1.00 ± 0.02 +1% −6%

[7.00 8.50] 0.97+0.01
−0.04 1.02 1.01 ± 0.02 +4% −0%

[8.50 10.00] 0.97+0.00
−0.01 1.02 1.01 ± 0.02 +9% −0%

[10.00 15.00] 0.98+0.00
−0.03 1.02 1.01 ± 0.01 +12% −0%

[−0.57 0.20] [6.00 7.00] 0.94+0.02
−0.04 1.03 0.96 ± 0.00 +5% −0%

[7.00 8.50] 0.94+0.02
−0.02 1.02 0.99 ± 0.01 +6% −0%

[8.50 10.00] 0.94+0.02
−0.03 1.02 1.00 ± 0.01 +4% −0%

[10.00 15.00] 0.98+0.01
−0.03 1.02 1.01 ± 0.01 +9% −0%

[0.20 0.94] [6.00 7.00] 0.92+0.01
−0.05 1.04 0.92 ± 0.00 +6% −0%

[7.00 8.50] 0.92+0.02
−0.03 1.03 0.95 ± 0.00 +7% −0%

[8.50 10.00] 0.95+0.01
−0.04 1.03 0.98 ± 0.00 +6% −0%

[10.00 15.00] 0.94+0.02
−0.03 1.02 1.00 ± 0.01 +7% −0%

[0.94 1.42] [6.00 7.00] 0.92+0.04
−0.04 1.06 0.86 ± 0.01 +5% −0%

[7.00 8.50] 0.91+0.02
−0.05 1.05 0.91 ± 0.01 +10% −0%

[8.50 10.00] 0.92+0.03
−0.04 1.05 0.95 ± 0.00 +6% −0%

[10.00 15.00] 0.94+0.03
−0.03 1.04 0.98 ± 0.01 +10% −0%

[1.42 2.40] [6.00 7.00] 0.91+0.02
−0.06 1.08 0.82 ± 0.00 +5% −0%

[7.00 8.50] 0.89+0.02
−0.05 1.08 0.87 ± 0.01 +9% −0%

[8.50 10.00] 0.91+0.02
−0.06 1.07 0.92 ± 0.02 +1% −0%

[10.00 15.00] 0.92+0.03
−0.03 1.06 0.97 ± 0.02 +10% −1%

Table C-3b: Corrections applied to the calculations in bins of Eγ
T − ηγ.
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ηγ dσ/dηγ uncorr. corr.

[pb]

[−1.00 −0.57] 14.79 ±1.25 ±1.70

[−0.57 0.20] 18.57 ±1.47 ±1.75

[0.20 0.94] 21.12 ±1.21 ±1.77

[0.94 1.42] 13.88 ±3.15 ±2.12

[1.42 2.40] 7.31 ±2.73 ±1.54

Table C-4a: Differential cross sections in bins of ηγ for the exclusive prompt photon
production in the phase space specified in the table 1.4.

ηγ fMPI
theor f isol

theor fhad
theor δPDF

[−1.00 −0.57] 0.98+0.00
−0.04 1.02 0.94 ± 0.06 +4% −0%

[−0.57 0.20] 0.95+0.02
−0.03 1.02 0.94 ± 0.04 +7% −0%

[0.20 0.94] 0.93+0.02
−0.04 1.02 0.92 ± 0.03 +8% −0%

[0.94 1.42] 0.93+0.03
−0.04 1.04 0.90 ± 0.02 +10% −0%

[1.42 2.40] 0.91+0.02
−0.05 1.06 0.88 ± 0.03 +8% −0%

Table C-4b: Corrections applied to the calculations in bins of ηγ.
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Eγ
T dσ/dEγ

T uncorr. corr.

[GeV] [pb/[GeV]]

[6.00 7.00] 18.53 ±1.61 ±2.21

[7.00 8.50] 9.93 ±1.06 ±1.39

[8.50 10.00] 5.50 ±0.45 ±0.73

[10.00 15.00] 1.68 ±0.23 ±0.16

Table C-5a: Differential cross sections in bins of Eγ
T for the exclusive prompt photon

production in the phase space specified in the table 1.4.

Eγ
T fMPI

theor f isol
theor fhad

theor δPDF

[GeV]

[6.00 7.00] 0.94+0.02
−0.05 1.03 0.85 ± 0.05 +8% −0%

[7.00 8.50] 0.92+0.02
−0.04 1.03 0.92 ± 0.04 +8% −0%

[8.50 10.00] 0.94+0.02
−0.04 1.03 0.96 ± 0.02 +5% −0%

[10.00 15.00] 0.95+0.02
−0.03 1.03 0.99 ± 0.01 +8% −0%

Table C-5b: Corrections applied to the calculations in bins of Eγ
T .



C Cross Section Tables 159

ηjet dσ/dηjet uncorr. corr.

[pb]

[−1.30 −0.40] 7.10 ±0.69 ±0.97

[−0.40 0.50] 14.87 ±0.85 ±2.10

[0.50 1.40] 18.73 ±1.07 ±2.74

[1.40 2.30] 15.35 ±1.16 ±2.15

Table C-6a: Differential cross sections in bins of ηjet for the exclusive prompt photon
production in the phase space specified in the table 1.4.

ηjet fMPI
theor f isol

theor fhad
theor δPDF

[−1.30 −0.40] 0.97+0.01
−0.02 1.02 0.81 ± 0.03 +12% −0%

[−0.40 0.50] 0.95+0.01
−0.03 1.02 0.89 ± 0.03 +8% −0%

[0.50 1.40] 0.92+0.02
−0.04 1.03 0.97 ± 0.04 +5% −0%

[1.40 2.30] 0.91+0.03
−0.06 1.05 0.99 ± 0.02 +6% −0%

Table C-6b: Corrections applied to the calculations in bins of ηjet.
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Ejet
T dσ/dEjet

T uncorr. corr.

[GeV] [pb/[GeV]]

[4.50 6.20] 6.60 ±0.74 ±1.42

[6.20 8.00] 6.93 ±1.08 ±0.84

[8.00 10.00] 6.15 ±0.78 ±0.65

[10.00 15.00] 1.88 ±0.33 ±0.17

Table C-7a: Differential cross sections in bins of Ejet
T for the exclusive prompt photon

production in the phase space specified in the table 1.4.

Ejet
T fMPI

theor f isol
theor fhad

theor δPDF

[GeV]

[4.50 6.20] 0.88+0.03
−0.05 1.02 0.95 ± 0.03 +4% −0%

[6.20 8.00] 0.92+0.02
−0.04 1.02 0.88 ± 0.04 +9% −0%

[8.00 10.00] 0.97+0.01
−0.04 1.03 0.91 ± 0.03 +9% −0%

[10.00 15.00] 1.00+0.01
−0.03 1.04 0.94 ± 0.03 +8% −0%

Table C-7b: Corrections applied to the calculations in bins of Ejet
T .
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xLO
γ dσ/dxLO

γ uncorr. corr.

[pb]

[0.00 0.50] 23.03 ±3.31 ±3.80

[0.50 0.70] 44.10 ±9.64 ±8.11

[0.70 0.90] 70.33 ±12.25 ±10.90

[0.90 1.10] 75.89 ±9.83 ±8.41

[1.10 1.40] 3.33 ±2.76 ±1.07

Table C-8a: Differential cross sections in bins of xLO
γ for the exclusive prompt photon

production in the phase space specified in the table 1.4.

xLO
γ fMPI

theor f isol
theor fhad

theor δPDF

[0.00 0.50] 0.83+0.04
−0.08 1.09 0.86 ± 0.02 +2% −0%

[0.50 0.70] 0.87+0.04
−0.07 1.06 0.97 ± 0.05 +0% −4%

[0.70 0.90] 0.96+0.02
−0.04 1.03 1.27 ± 0.04 +0% −5%

[0.90 1.10] 1.00+0.00
−0.01 1.00 0.82 ± 0.04 +14% −0%

[1.10 1.40] 0.99+0.00
−0.01 1.00 0.44 ± 0.09 +10% −0%

Table C-8b: Corrections applied to the calculations in bins of xLO
γ .
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xLO
p dσ/dxLO

p uncorr. corr.

[pb]

[0.00 0.01] 1257.22 ±91.07 ±101.61

[0.01 0.03] 1324.65 ±64.87 ±149.67

[0.03 0.04] 697.78 ±90.08 ±133.83

[0.04 0.06] 341.36 ±46.72 ±66.28

Table C-9a: Differential cross sections in bins of xLO
p for the exclusive prompt photon

production in the phase space specified in the table 1.4.

xLO
p fMPI

theor f isol
theor fhad

theor δPDF

[0.00 0.01] 0.96+0.01
−0.03 1.02 0.86 ± 0.04 +10% −0%

[0.01 0.03] 0.94+0.02
−0.04 1.02 0.92 ± 0.04 +6% −0%

[0.03 0.04] 0.92+0.02
−0.04 1.04 0.95 ± 0.03 +6% −0%

[0.04 0.06] 0.91+0.03
−0.05 1.06 0.96 ± 0.02 +9% −0%

Table C-9b: Corrections applied to the calculations in bins of xLO
p .
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xLO
γ p⊥ dσ2/dp⊥dxLO

γ uncorr. corr.

[GeV] [pb/[GeV]]

[0.8 1.2] [0.00 2.00] 7.75 ±0.50 ±0.32

[2.00 4.00] 3.96 ±0.43 ±0.53

[4.00 6.00] 2.16 ±0.55 ±0.56

[6.00 8.00] 0.60 ±0.53 ±0.36

[0. 0.8] [0.00 2.00] 7.14 ±0.48 ±1.04

[2.00 4.00] 4.52 ±0.49 ±0.80

[4.00 6.00] 2.91 ±0.40 ±0.56

[6.00 8.00] 2.35 ±0.44 ±0.37

Table C-10a: Differential cross sections in bins of p⊥ for the exclusive prompt photon
production in the phase space specified in the table 1.5.

xLO
γ p⊥ fMPI

theor f isol
theor fhad

theor δPDF

[GeV]

[0.8 1.2] [0.00 2.00] 0.99+0.00
−0.01 1.00 0.90 ± 0.04 +14% −0%

[2.00 4.00] 1.00+0.00
−0.01 1.01 0.86 ± 0.00 +0% −5%

[4.00 6.00] 1.01+0.00
−0.03 1.01 0.83 ± 0.07 +6% −0%

[6.00 8.00] 0.97+0.02
−0.00 1.01 0.83 ± 0.08 +14% −2%

[0. 0.8] [0.00 2.00] 0.79+0.04
−0.08 1.07 0.99 ± 0.07 +0% −3%

[2.00 4.00] 0.88+0.03
−0.07 1.07 0.98 ± 0.01 +1% −1%

[4.00 6.00] 0.97+0.03
−0.04 1.06 0.93 ± 0.01 +0% −4%

[6.00 8.00] 1.07+0.01
−0.06 1.06 0.94 ± 0.08 +2% −2%

Table C-10b: Corrections applied to the calculations in bins of p⊥.
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xLO
γ ∆Φ dσ2/d∆ΦdxLO

γ uncorr. corr.

[deg] [pb/[deg]]

[0.8 1.2] [130.00 150.00] 0.19 ±0.04 ±0.01

[150.00 165.00] 0.46 ±0.06 ±0.06

[165.00 172.00] 0.89 ±0.14 ±0.07

[172.00 180.00] 1.38 ±0.04 ±0.17

[0. 0.8] [130.00 150.00] 0.27 ±0.03 ±0.04

[150.00 165.00] 0.52 ±0.06 ±0.08

[165.00 172.00] 0.91 ±0.14 ±0.18

[172.00 180.00] 1.21 ±0.11 ±0.15

Table C-11a: Differential cross sections in bins of ∆Φ for the exclusive prompt photon
production in the phase space specified in the table 1.5.

xLO
γ ∆Φ fMPI

theor f isol
theor fhad

theor δPDF

[deg]

[0.8 1.2] [130.00 150.00] 1.04+0.00
−0.04 1.01 0.78 ± 0.03 +0% −5%

[150.00 165.00] 0.99+0.01
−0.01 1.01 0.84 ± 0.01 +0% −3%

[165.00 172.00] 0.99+0.00
−0.01 1.01 0.93 ± 0.00 +7% −0%

[172.00 180.00] 0.99+0.01
−0.01 1.00 0.89 ± 0.05 +16% −0%

[0. 0.8] [130.00 150.00] 0.95+0.03
−0.04 1.06 0.94 ± 0.01 +0% −3%

[150.00 165.00] 0.87+0.03
−0.08 1.07 0.98 ± 0.01 +0% −2%

[165.00 172.00] 0.80+0.04
−0.07 1.07 0.98 ± 0.06 +0% −2%

[172.00 180.00] 0.79+0.05
−0.09 1.07 1.00 ± 0.08 +1% −3%

Table C-11b: Corrections applied to the calculations in bins of ∆Φ.
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