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Abstract

Exclusive photoproduction of n— p° and 7% — p® meson pairs is studied with the H1 detector
at HERA. The analysis is based on data recorded in 1996-1997 and 1999-2000 data taking
periods, corresponding to an integrated luminosity of 76.21 pb~!. The n and 7° mesons
are identified via their photonic decays in the backward calorimeter SpaCal, and the p°
meson via its dominant decay into 71T« pairs in the central tracking system of the H1
detector. The scattered proton or its remnant is not measured but is separated by a large
rapidity gap from the p° meson.

The cross section for photoproduction of 1 — p® meson pairs is measured at an average
photon-proton center of mass energy of W = 208 GeV in the kinematical region defined by
the rapidities of the 7 and p° mesons in the laboratory system: —3.5 < Y,f“b < —2 and
-15< Yplgb < 1.5, photon virtualities Q% < 0.01 GeV? and inelasticity 0.3 < y < 0.65. The

cross section obtained is o*(yp — 1np°X) = (3.5 + 1.4(stat) + 1.3(syst)) nb. Due to the
limited statistics no definitive statement is made to explain this process but the measured
differential distributions are consistent with a contribution from Pomeron exchange.

In the analysis of photoproduced 7 — p® meson pairs no significant p meson signal can
be extracted. Therefore only an upper limit of the cross section is given as o*(yp —
7% p% X) < 8.6 nb at 95% confidence level, measured at an average photon-proton center
of mass energy of W = 180GeV in the kinematical region defined by the rapidities of
the 7% meson and the 777~ pair in the laboratory system: —3.5 < Y;‘&b < —2 and
—1.5 <Y | < 1.5, photon virtualities Q* < 0.01GeV?, and inelasticity 0.3 < y < 0.65.

Zusammenfassung

Die exclusive Photoproduktion von 7 — p® und 7% — p° Mesonpaaren wurde mit dem
H1 Detektor bei HERA untersucht. Die Analyse basiert auf Daten, die in den Jahren
1996-2000 aufgenommen wurden und die einer integrierten Luminositiit von 76.21 pb™!
entschprechen. Die n und 7% Mesonen wurden durch ihre Zerfille in zwei Photonen im
Riickwirtskalorimeter (SpaCal) von H1 nachgewiesen, die p° Mesonen iiber ihren domi-
nanten Zerfall in 7t7~ Paare im zentralen Spurdetektor von H1. Das gesteuerte Proton
oder seine Fragmente wurden nicht gemessen, allerdings wurde eine Rapiditatslicke zwis-
chen dem zentralen p° und der Richtung des auslaufenden Protons gefordert.

Der Wirkungsquerschnitt fiir  — p° Photoproduktion wurde bei einer mittleren yp Schw-
erpunktsenergie von W,, ~ 208 GeV, einer Photon-Virtualitit von Q? < 0.01GeV? und
einer Inelastizitdt von 0.3 < y < 0.65 fir die Rapiditiatsbereiche —3.5 < Ynlab < —2 und
-15 < Y;{}b < 1.5 (definiert im Laborsystem), bestimmt. Er hat den Wert o*(yp —

np’X) = (3.5 & 1.4(stat) + 1.3(syst)) nb. Aufgrund der geringen Statistik kann keine
definitive Aussage uber den zugrundeliegenden Reaktionsmechanismus gemacht werden.
Die gemessenen differentiallen Verteilungen sind aber konsistent mit einem Beitrag vom
Austausch der Pomeran¢uk-Trajektorie (Pomeron).

In der Analyse der Produktion von 7%—p® Paaren konnte kein signifikantes p°-Signal gefun-
den werden. Fir den Wirkungsquerschnitt kann deshalb nur eine obere Grenze angegeben
werden: o*(yp — 7 p° X) < 8.6 nb (95% CL) bei einem mittleren W = 180 GeV, einer
Photon-Virtualitit von ebenfalls Q? < 0.01 GeV? und einer Inelastizitit von 0.3 < y < 0.65.
Auch der kinematische Bereich, in dem die Mesonen nachgewiesen wurden, ist der gleiche
wie bei 7 — p° Photoproduktion: —3.5 < Y;‘&” < —2und -1.5 < Y;i’;_ < L.5.
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Introduction

This theses is devoted to the analysis of exclusive photoproduction of n — p® and 7% — p°
meson pairs at HERA using the H1 detector. Photoproduction processes in ep-scattering
are induced by an interaction of quasi real photons emitted from colliding electron with
the colliding proton. The scattered electron is detected at small angles to ensure low pho-
ton virtualities (Q? ~ 0GeV?). The hadronic structure of the photon allows it to interact
with the proton via the strong interaction. The majority of these interaction are ‘soft’
processes in which particles produced have small (< 1GeV) transverse momenta.

In a special class of soft interactions at high vp centre of mass energies (W,, =~ 200 GeV)
the majority of the exclusive processes is induced by the exchange of a colour singlet
object carrying quantum numbers of vacuum. Such processes are called diffractive. Due
to the absence of a hard scale in soft processes perturbative quantum chromodynamics
is not applicable in these reactions since the strong coupling constant is in general not
small enough for the perturbation series to converge. Therefore phenomenological models
based on Regge theory are used to describe the properties of these processes. In these
models the colourless objects are attributed to the Pomerancuk trajectory (‘Pomeron’).
Experimentally, such interactions are characterized by a large rapidity gap without parti-
cle production between the hadronic final state and the proton or its remnant.

Double meson photoproduction can, in terms of Regge phenomenology, be interpreted in
two ways: Either a high mass mesonic state is diffractively produced which subsequently
decays or the meson measured in the central region of the detector is generated in a fusion
process of a mesonic trajectory originating at the photonic vertex, and the Pomeron orig-
inating at the proton. In this analysis an attempt is made to distinguish between these
mechanisms.

For the analysis presented, events were selected where the proton (or a low-mass pro-
ton excitation) loses only a very small fraction of its incoming momentum and escapes
undetected in the beam pipe. This system is separated by a large rapidity region from
the centrally produced p® meson whose decay products — 717~ pairs — are measured in
the central tracking system. The photons originating from 1 and 7% meson decays are
detected in the electromagnetic calorimeter SpaCal. The scattered electron is detected in
the electron tagger which restricts the virtuality of the photon to @? < 0.01GeV2.
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Chapter 1

The H1 Experiment at the HERA
Collider

In this chapter a short introduction to the HERA (Hadron-Elektron-Ring-Anlage) collider
is presented. Also the H1 detector, which was used to measure the data analyzed in this
thesis, and its components are briefly described.

1.1 The e-p Collider HERA

The collider HERA is situated at the DESY'! laboratory in Hamburg. It is the first
electron?-proton storage ring. At HERA protons and electrons are accelerated and stored
in beam pipes of 6.3 km in circumference. The electrons are accelerated by superconducting
cavities to 27.6 GeV and stored in the ring via conventional magnets. Also the protons
are accelerated by superconducting cavities to 820 GeV but to store them in the ring
super-conducting magnets with 4.6 T are needed. The maximum of the designed specific
luminosity for the period 1994-2000 was 1.4-103° cm=2s~!. Protons and electrons are kept
in bunches which subsequently collide with a period of 96 ns. The electron bunch length,
width and height are about 10 mm, 0.3 mm and 0.04 mm, respectively, the proton bunch
parameters are 110 mm, 0.3 mm and 0.08 mm. However not all bunches are collided. Non
colliding bunches are known as a pilot bunches. They are used to estimate background
from beam interactions with the residual gas in the beam pipe (‘beam-gas’ events) and
those from collisions with the beam wall (‘beam-wall’ events).

1.2 The H1 Detector

The H1 detector is designed to measure the direction, energy and charge of the particles
coming from electron-proton collisions, in almost hermetic coverage around the beam axis.
The main obstruction comes from the beam pipe itself. The right handed H1 coordinate
system is defined by the incoming proton direction to be +z with the origin defined by the
nominal interaction point. The positive y axis is oriented vertically upwards. The polar,
0, and azimuthal, ¢, angles are defined correspondingly, such that 6 is equal to zero in the

'Deutsches Elektron SYnchrotron

*between 1994 and 2000 HERA was mainly running with positrons. Only in 1998 and the first half of
1999, electrons were used. The term electron refers to both electrons and positrons in this thesis.

3from 1994 to 1997, the proton beam energy was 820 GeV, from 1998 to 2000, the energy was 920 GeV.

3



4 Chapter 1. HERA and H1

proton beam direction and ¢ is positive for positive values of y. Due to the asymmetry in
the beam energies the H1 detector is asymmetric since the majority of particles produced
are boosted along the proton direction, which is referred to as the forward region in the
rest of the thesis.

The layout of the main components of the H1 detector [1] is shown in fig. 1.1. The recon-
struction of the events relies on two particle detection methods: tracking to measure the
momentum and the charge of the charged particles, calorimetry to measure the energy of
the charged and also neutral particles. The central and forward tracking devices
are located around the beam pipe . They are situated in the strong field of 1.15 T pro-
duced by a superconducting coil @ with a radius of 3 m, allowing charge and momentum
to be measured from the curvature of the path. This field is compensated by another
superconducting coil | 7 | in order not to influence the HERA beam. The electromagnetic

and hadronic calorimeters , , , surrounding the tracking devices are situated
outside the trackers. Detection of muons is provided by the instrumented iron in the

central region and by muon chambers @ and a toroid equipped by drift chambers
which are located in the most outside part of the H1 detector.

The H1 detector is completed with small angle electron and photon detectors dedicated
to the luminosity measurement placed in the HERA tunnel. In the proton direction the
devices for the measurement of the scattered proton and neutral particles are placed: the
proton remnant tagger, the forward proton spectrometer and the neutron calorimeter.

1.3 The H1 Tracking System

The H1 tracking system shown in fig. 1.2 provides simultaneously trigger information,
track reconstruction and particle identification. Track reconstruction is predominantly re-
liant on the drift chambers and triggering on the multiwire proportional chambers (MW-
PCs). Particle identification is based on measurements which are sensitive to the particle
velocity, its charge and its momentum. The momentum and charge are measured from
the curvature of the particle traversing in the magnetic field. The variable measured de-
pending on the velocity is the loss of the particle energy over the distance traveled (dE/dx).

The MWPCs consist of many anode wires lying between cathode pads, with the volume
in between filled by gas and spanned by an electrical field. The field is strong enough
for very fast amplification of the ionization caused by the passage of charged particles. It
allows very fast response times to obtain a trigger information. The charge accumulated
on the sense wires is proportional to the initial ionization. In H1 this role is taken by the
central inner proportional and central outer proportional chambers. The spatial resolution
of the MWPCs is limited by the spacing of wires, and more accurate measurement can be
performed via drift chambers.

In the drift chambers a set of sense anode and cathode wires are strung in a uniform
electric field. In this field the electrons from ionization process move at nearly constant
velocity towards the anode sense wires. Knowing the drift velocity, a precise measurement
of the drift time allows to calculate the position of the passing particle with higher ac-
curacy than the distance between the wires in the MWPC. Therefore the drift chambers
are used for a precise spatial and momentum measurement of the tracks. The momentum
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6 Chapter 1. HERA and H1

is measured from the curvature of the particle in the magnetic field. This réle in HI1 is
performed by the central jet chambers, central inner and central outer z-chambers.

The tracking detectors are split into three major components - the central tracking de-
tectors (CTD), the forward tracking detectors (FTD) and the backward drift chamber
(BDC). They cover the angular range of 7° < § < 177.5°. In particular, the CTD covers
the range of 15° < 8 < 165°, the FTD covers the range of 7° < # < 25° and the BDC
covers the range of 153° < 6 < 177.5°.

-'forward track det.!— l—- central track detector ——-{

(FTD) (CTD)
o plcnur}d 155°
. 25 \4rqdial ’ central jet chamber cables u/nd electronics
L //'//'
- TS 170°
L RIPIRES IPIRES P T S SSSSsSs ]
52/ 1] B cuct [
otem—[— — — === o=
; i
- B LRl B coz / ! é L= scintill.
L > i — coP = it counters
' /a
i AL 7 / ] .
-4} v 7 R -
forward MWPC central MWPC BDC L
tronsition/ cébles and z~drift chamber liquid Argon
radiator electronics I cryostat
J 1 J ! i 1 1 I 1
3 2 1 0 -1 -2m

Figure 1.2: An r — z view of the HI tracking system

The Central Tracking System

The central tracking system consists of six chambers: the central inner proportional cham-
ber (CIP), the central inner z-chamber (CIZ), the inner central jet chamber (CJC1), the
central outer z-chamber (COZ), the central outer proportional chamber (COP), and the
outer central jet chamber (CJC2). In the r — ¢ plane they are shown in fig. 1.3.

The two largest drift chambers CJC1 and CJC2 [2] are designed to give a most accurate
measurement of the track position in the r — ¢ plane. They are equipped by a plane of
anode sense wires strung parallel to the beam line with two adjacent cathode planes also
made of wires. The chamber cell extends azimuthally from the sense wire plane to two ad-
jacent cathode wire planes, and radially over the full CJC1 or CJC2 span. CJC1 consists
of 30 cells with 24 radial sense wires each. CJC2 is made of 60 cells each containing 32
wires. The cells are tilted by approximately 30° so that the tracks pass through more than
one cell which improves the track position resolution. Setting the cathode wires of each
cell to a voltage proportional to the distance from the sense wire plane allows to create a
uniform electric field and hence a constant drift velocity over almost the entire chamber
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Figure 1.3: Section of the H1 central tracking system.

cell. In most of the drift region the electric field is constant to better than 1%. Also at
the first and last sense wires the inhomogeneity is below 2%. For the drift velocity of
50mm/ps at the nominal voltage in the gas used (a mixture of Ar-CO9-CHy) the resolu-
tion in the r — ¢ plane is known to 170 um. Because of the high magnetic field, only the
tracks with transverse momentum above 0.15 GeV will pass through both chambers. The
momentum of the particle is measured with a relative resolution of ¢, /p < (0.01-p) GeV 1,
the relative resolution of the dE/dz measurement is 10 %, the absolute angular resolution
is 09 = 21 mrad and the spatial resolution is about 170 ym in the r — ¢ plane and 22mm in
the z direction.

The track recognition in the CJC is based mainly on the precise r — ¢ information. To
improve the measurement in the z direction the track system is complemented by two thin
drift chambers, the central inner and central outer z-chambers [3]. CIZ and COZ cover
the polar angular range of 16° < # < 169° and 25° < @ < 156°. Their sense wires are
perpendicular to the beam axis. The z-coordinate calculated from the drift time results
in a resolution of 300 um in the z direction and 30 — 60mm in the r — ¢ plane. As a result
the vertex resolution is 2mm and the measurement of 8 is improved to gy = 2mrad. The
combined track measurement of all four drift chambers improves the relative momentum
resolution to o,/p = (3 x 1073 p) GeV~! and o(dE/dz) ~ 6 %.

The last two components of the central tracking system are MWPCs: the central inner
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0 [°] 0r—p [m] o, [um] oy [rad] 2 [Gev!] oun [%]
CJC1+CJC2 15-165 0.17 22 21 < 0.01 10
CIZ+(COZ) | 16(25)-169(156)  30-60 0.3 2
CJC+CIZ - 0.17 0.3 2 3x 1073 6
+COZ
CIP 9-171
COP 25-155

Table 1.1: HI central tracker properties: Coverage of the polar angle 6, the
spatial resolution in r — ¢, z and 6, momentum and dE/dx resolution.

and outer proportional chambers [4] providing the z-vertex trigger. While the CIP is the
innermost component, the COP is located between CJC1 and CJC2. The angular cover-
age of the CIP is 9° < § < 171°, while COP covers the region of 25° < § < 155°. They
provide only trigger information and have no impact on the final track reconstruction.
The information from CIP and COP is combined with that from a MWPC in the FTD to
produce a z-vertex trigger.

In this thesis the selection of tracks is based on the central tracker devices only. The main
parameters of these devices are summarized in tab. 1.1.

The Forward Tracking System

The forward tracking detector (FTD) [5] consists of three identical supermodules. Each
of them includes three differently oriented planar drift chambers, a multiwire proportional
chamber (MWPC), a transition radiator and a radial drift chamber. The layout of the
FTD is shown in fig. 1.2 in the left-hand part. For the track measurement only the
planar and radial drift chambers are used. The transition radiators are designed for the
separation of electrons and pions. The trigger information is provided by MWPCs.

The Backward Drift Chamber

The backward drift chamber [6] is located in front of the electromagnetic part of the
SpaCal calorimeter in order to provide an accurate measurement of the scattered electron.
The spatial resolution in the radial coordinate is o(r) = 0.4mm and in the r — ¢ plane
o(r —¢) = 0.8 mm.

1.4 Calorimetry

At H1 there are four subdetectors which provide energy measurement: The liquid Argon
Calorimeter (LAr), the backward Spaghetti Calorimeter (SpaCal), the Tail Catcher (TC)
and the Plug Calorimeter (PLUG). In 1998, in the very backward region the VLQ calorime-
ter [26] was installed to detect scattered electrons at very low virtualities*: 0.15GeV? <

4virtuality is defined as: Q* = —(k — k)2, where k and k' are fourmomenta of the incoming and
scattered electron, respectively. See also definition (2.6)
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Q? < 0.4GeV2. The layout of the five calorimeters is shown if fig. 1.4. The two main
calorimeters, SpaCal and LAr, cover the pseudorapidity range in the laboratory system of
—3.8 < 1 < 3.6. The TC measures the energy leakage from the main calorimeters and the
PLUG extends the acceptance in the forward region.

Figure 1.4: Schematic view of the HI calorimetry system.

The principle of the energy measurement is based on the complete deposition of the par-
ticle energy in the passive material, so called absorbers, and a sample material where the
deposition of energy is measured.

The shower induced by electromagnetically interacting particles like electrons or photons
is governed by a combination of bremsstrahlung (e — ey) of electrons and pair production
(v — ee) processes of the photons. Secondary particle production continues until the
energy of the photons falls below the pair production threshold, and energy losses of the
electrons other than bremsstrahlung start to dominate. The number of particles produced
in the shower is proportional to the energy of the incident particle, N o« Ey [27], therefore
the measurement of the total ionization in the sampling material provides a measurement
of the incident particle energy. The electromagnetic interaction in a material is character-
ized by the radiation length, X, describing the behavior of the longitudinal development
of the shower, and by the Moliére radius R which defines the lateral spread of the shower.
95% of the shower energy in a homogeneous calorimeter is contained in a cylinder of radius
2R around the shower axis. A set of contiguous cells with non-zero energy deposition is
called a cluster.

Strongly interacting particles passing through material lose energy via elastic and also
inelastic scattering. The hadron showers are governed in their longitudinal structure by
the nuclear interaction length A and by the transverse momenta of secondary particles as
far as the lateral width is concerned. Since for most materials A > X, and (pha?) > (p§=c)
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hadron showers are longer and wider. Part of the energy of the incident hadron is spent
to break up nuclear bonds. This fraction of the energy is invisible in hadron calorimeters.
Further energy is lost by escaping particles like neutrinos and muons as a result of hadron
decays. Since the fraction of lost binding energy and escaping particles fluctuates consid-
erably, the energy resolution of hadron calorimeters is systematically worse than that of
electromagnetic ones.

1.4.1 The Liquid Argon Calorimeter

The largest calorimeter of H1 is the Liquid Argon Calorimeter (LAr) [7]. It is a non-
compensating sampling calorimeter designed to measure the final state hadrons and the
scattered electrons at very high Q2, above 100 GeV2. It covers the full azimuthal angular
region and the polar angle region 4° < § < 154°. It is placed in a large cryostat inside
the magnet solenoid which reduces the amount of dead material through which the parti-
cles must pass. The LAr is divided into the inner electromagnetic (EMC) and the outer
hadronic parts (HAC).

Both sections use liquid argon as the sampling medium. The relatively high density of
the liquid argon allows large ionization, and there is no need of charge amplification in an
avalanche process. In the case of EMC, 2.4 mm thick plates of lead are used as absorbers
with a similar gap size filled with liquid argon. The total thickness of the EMC varies
between 20 (in backward direction) and 30 (in forward direction) radiation lengths. The
stainless steel absorption plates in the HAC are 16 mm thick with 5mm spacing filled with
liquid argon. The total depth of both sections corresponds to 4.5 A in the backward region
and 8 A in the forward region. The LAr is highly segmented with a total of approximately
45000 cells.

The energy resolution of the electromagnetic section is geme(E)/E = 12%/+/ E[GeV]| ® 1%.
The resolution of the hadronic LAr was determined to be opq(E)/E =~ 50%/+/ E[GeV] &
2%. By comparing the energy of electrons obtained from the momentum measurement by
the tracking system and the energy measured by EMC, the electromagnetic energy scale
is known to the level of 3%. The hadronic energy scale is known to approximately 4%.
Since a response of the hadronic part to hadrons is about 30% smaller than the response
to electrons of the same energy, the calorimeter is non-compensating.

1.4.2 The Spaghetti Calorimeter

The main purpose of the Spaghetti Calorimeter (SpaCal) [11] is to measure the energy
of scattered electrons in the low Q? regime (100 > Q? > 1 GeV?). The SpaCal is situ-
ated in the backward region of the H1 detector (see figure 1.4) and is divided into two
sections: the electromagnetic (EM) and hadronic (HA) one. It is (like the LAr calorime-
ter) a non-compensating sampling calorimeter in which the absorber consist of lead sheets
with grooves into which scintillating fibres are laid used as the sampling medium. The
light collected in the fibres is amplified by photomultiplieres (PMTs). The PMTs have to
operate in the 1.2 T magnetic field created by the H1 solenoid, and so Hamamatsu fine-
mesh-dynode types were chosen [21]. They provide a typical gain of 10*.

The EM SpaCal covering the angular range of 153° < 8 < 177.5° consists of 1192 cells
of lateral size of 40.5 x 40.5mm?. 2340 scintillating fibres with 0.5mm in diameter laid in
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26 grooved lead plates build up one EM cell. The active length of the cells is 250 mm with
a lead:fibre ratio of 2.27 : 1. This yields a radiation length of 9.1mm and 27 radiation
length in total. The HA section is similar to the EM one but has fewer, 136, and larger,
120 x 120mm?, cells with a lead:fibre ratio of 3.4 : 1. The smaller granularity of the HA
cells reflects the greater lateral size of hadronic showers. A characteristic transverse shower
scale related to the Moliére radius is 2.55 cm for the EM part and 2.45 cm for the HA part.

‘ ‘ EM SpaCal | HA SpaCal |
nominal z position —1500 mm —2000 mm
number of cells 1192 136
Pb/Fibre Ratio 23:1 34 :1
Fibre diameter 0.5 mm 1 mm
Cell size 40.5 x 40.5 mm? 120 x 120 mm?
Active length 25 cm 20 cm
Radiation length 0.91cm 0.85cm
Interaction Length 25 cm 20 cm
Moliere Radius 2.55cm 2.45cm
PMT Gain at ~ 17T ~ 10? ~2 x 10*
Spatial resolution | (4.4/VE 4+ 1.0)mm at centre | not measured
(3.8/vE + 1.0)mm at border
Time resolution, oy 0.38 + 0.03ns 0.83 + 0.02ns

Table 1.2: Parameters of the SpaCal calorimeter

The energy resolution of the EM part has been measured to be oe, (E)/E = 7.5%/+/ E[GeV]|®
1% [12]. The depth of the EM and HA parts correspond to one interaction length, A,
for each detector. The hadronic resolution of the combined HAD and EM sections is
ohad(E)/E =~ 30%/+/E[GeV| [98]. The difference between the data and the simulation
from QED Compton events, ep — epy, [97] gives a relative energy scale uncertainty (data
versus simulation) of 3% for a 5GeV and 0.5% for a 27 GeV electron, respectively. The
absolute energy scale uncertainty varies from 6% for 5GeV and 1% for 27 GeV electron,
respectively. These uncertainties reflect the known systematic uncertainties on the recon-
struction of angles as well as the dead material in front of the calorimeter.

The spatial resolution for the impact point at the centre of a cell is

(0¢m = 4.4/+/E[GeV]+1)mm and (¢ = 3.8/1/E[GeV]+ 1)mm [39] at the border of two cells.
The better spatial resolution of a cluster with the impact point at the border of two cells
is caused by the more equally shared energy between the cells. All the main properties of
the SpaCal are summarized in table 1.2.

The SpaCal ToF/AToF window: The very fast response of the photomultiplieres used
with a very precise time measurement allows the SpaCal trigger to veto non e — p back-
ground. The separation of e — p events from background is performed by the so called
time-of-flight (ToF) window which defines the time window in which the time of the en-
ergy deposition is consistent with that produced from the interaction point. Upstream
proton induced background (mainly due to beam-gas and beam-wall interactions) is dis-
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tinguished from particles coming from an ep interaction by its time of arrival with respect
to the bunch crossing clock. Because of the position of the SpaCal, proton induced back-
ground will reach the calorimeter before the products of the interaction by twice the time
of flight from the calorimeter to the interaction region - 10 ns in the case of the EM part.
This is shown in fig. 1.5 - the deposition of energy from background is much higher than
from interaction products. This huge background would also cause a huge event rate which
is avoided by using the time information in the trigger branch to veto these events by the
ToF window, see fig. 1.6. The ToF window is adjustable in 0.4 ns steps via programmable
delays which set the the start (for each channel) and the stop (common for 16 channels)
of the window. The energy deposition which arrives within this window is referred to as
‘in time’ (ToF). Energy depositions outside this window are referred to as ‘out of time’
(AToF).

EM HAD 1

a) b) 2 Background
3 " (AToF)
(@)

gt

—-
Interaction
Background , (ToP)
ﬁ
Interaction

ToF Window

Figure 1.5: In a) the path of the proton induced background and the path of
a particle from the interaction point of protons and electrons is sketched. The
path of the particles from background events traversing the SpaCal is shorter
than that one from the interaction point. This situation as reflected in the
SpaCal time measurement is shown in b). The earlier, much higher peak cor-
responds to the background events, while the lower and later peak corresponds
to e — p events. To suppress the huge background (by factor ~ 100) the time-
of-flight (ToF) time window was defined for e — p events.

The arrival time information is provided to the SpaCal trigger chain via constant frac-
tion discriminators (CFDs). According to this information either analogue sums of 2 x 2
channels are created to provide the information for an inclusive electron trigger (IET) or
an energy sum of 16 channels to provide trigger bits for AToF trigger elements, see fig.
1.6. The adjustment of the ToF window is crucial for the correct separation of the e — p
physics from the background. A calibration procedure with the results for 1996-2000 data
taking period described in [20] was developed in the framework of this thesis and can be
used to adjust the ToF window.

The CFDs also provide information for the Time to Digital Converter (TDC) system
[22, 23]. The CFD was designed to eliminate a problem of the crossing the threshold at
the different times for the pulses with different amplitude which is known as a slewing
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Figure 1.6: Block scheme of the SpaCal electronics chain: Energy, time and trigger.

0] X A P AEJE
LAr (EM) 4-154 | 20-30 12%/VE & 1% 3%
LAr (HAD) 4-154 (4.5 - 8)* | 50%/VE ® 2% 4%
SpaCal (EM) | 153-177 | 27 1 75%/VE 1% | (1 —4)**%
SpaCal (HAD) | 159-178 | 28 1 56(30)%/E -

Table 1.3: Properties of the SpaCal and LAr calorimeters: coverage of the
polar angle 0, thickness in units of radiation lengths Xy and in units of nuclear
interaction lengths A, the relative energy resolution og/E, where E is measured
in GeV and the energy scale uncertainty [9, 39, 40, 41].

56(30)% the wvalue in the brackets denotes the resolution for the EM+HAD
SpaCal parts.

* denotes the depth for HAD+EM LAr parts.

** an energy scale uncertainty of 1% for an electron of 27 GeV and 4% for a 4
GeV electron.

effect. At the very low pulsamplitudes (equivalent to < 500MeV) this effect is evident.
This effect causes a shift for the time measurement of low energetic particles. The method
developed in [20] corrects this shift and improves the time measurement for low energetic
particles to be close to that measured for high energetic electrons at the beam test at SPS:
(0.38 £ 0.03) ns and (0.83 £ 0.02) ns [98].

The most important parameters of the SpaCal and LAr calorimeters, used for cluster
identification in this thesis are summarized in tab. 1.3.
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1.4.3 The Tail Catcher and the Plug Calorimeter

The tail catcher (TC) [8] calorimeter provides a coarse measurement of the hadronic show-
ers leaking out of the LAr. It covers almost the full solid angle. The energy resolution is
100% with a scale uncertainty, determined from cosmic muon data, of around 35%.

The plug calorimeter (PLUG) is designed to minimize the gap in acceptance for the energy
flow between the beam pipe and the most forward part of the LAr calorimeter and therefore
covers the extremely forward direction: 0.6° < 8 < 3°. The energy resolution is estimated

to be o(E)/E ~ 150%/+/ E[GeV] [10].

1.5 The Luminosity System

The main task of the luminosity system [14] (fig. 1.7) is to provide a fast online and
precise offline luminosity measurement. The accurate determination of the luminosity is
essential for the precise cross section determination of physics processes. The luminosity
is measured via the rate of a process with a well known cross section, the Bethe-Heitler
QED process [15]: ep — epy.

The luminosity system is built from two Cerenkov detectors, the electron Tagger (eTag)
and the Photon Detector (PD). The system is shown in fig. 1.7. The eTag is situated
in the tunnel in electron direction at z = —33m from the nominal interaction point. The
PD is located at z = —103m. Due to the proton bunch structure the offline determined
luminosity is corrected for the contribution from proton satellite bunches. In addition to
the luminosity measurement the eTag provides trigger information for photoproduction
events.

I__ — X P
s S s
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Figure 1.7: The HI luminosity system.

1.6 The Very Forward Detectors

A number of detectors are placed in the accelerator tunnel in the proton beam direction.
They are designed to detect the proton final state or its remnant, and are used to study
diffraction. The proton remnant tagger is situated 24m from the nominal interaction point
in the forward direction. It covers the pseudorapidity range of 6 < 1 < 8. The forward
proton spectrometer (FPS) [16] consists of two stations located at 81m and 90m in the
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proton direction from the nominal interaction point. They are designed to measure the
final state protons in diffractive interactions at very low angles. The FPS has a small
acceptance region for the protons which scatter at the angles lower than 0.5mrad. The
forward neutron calorimeter placed at 106m [17] detects neutral particles produced at
angles of less than 0.8 mrad.

1.7 Further devices

1.7.1 The Muon System

The H1 muon system consists of two main detectors: The central muon detector (CMD)
or ‘instrumented iron’ (also used as a tail catcher) and the forward muon detector (FMD)
which are described in more detailed in [13].

1.7.2 The H1 Time-of-Flight System

The H1 Time-of-Flight System (ToF) [69] has been designed to distinguish background
events from the physics interactions according to their time. The ToF systems, constructed
from plastic scintillator, are located near the beam-pipe in the backward endcap of the
return yoke (BToF), within the PLUG calorimeter (PToF) and near the FMD (FToF). In
addition, the ‘Veto Wall’, a set of scintillators positioned behind the return yoke, detects
particles from the proton beam-halo. This is a shower of mainly muons produced in the
inelastic collisions of protons with residual gas.

1.8 Triggering and Data Acquisition

The aim of the trigger system is to separate physically interesting events from non-
interesting ep processes and background arising due to interactions of the proton beam
with the beam pipe or residual gas. Another reason for building the trigger system is the
very fast bunch crossing interval of 96ns. During that time the readout of all detector
components is not possible due to the much longer response of the slowest subdetectors.
A layered trigger system [73, 74] with three levels (L1, L2 and L4) is employed to solve
that problem by buffering the information from subdetectors in a pipe line and making a
decision whether to keep or to reject the event. The L1 and L2 trigger levels are online
hardware triggers, L4 is an online software trigger. The software trigger level L3 has not
been implemented yet. Each trigger level needs some time to make a decision, therefore
the input rate is limited. The concept of the H1 trigger level is shown in fig. 1.8

Trigger Level L1

Almost each subdetector provides a trigger information coded in the so called ‘trigger ele-
ments’ which are logically combined (via ‘AND’ and ‘OR’) in ‘subtriggers’. The latency of
L1 is appear 2 us. The decision to keep or to reject the events is based on the subtriggers.
If an event is accepted at least by one subtrigger the pipelining is stopped, and the signal
is passed to the second trigger level (L2).

Depending on the rate of events passing a subtrigger, they may be prescaled in order to
control the output rate of the L1 trigger level. A prescale of d for a subtrigger means
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Figure 1.8: The HI trigger system

that only every d-th event fulfilling the subtrigger conditions passes the trigger level L1.
The trigger decision before prescaling is called ‘raw subtrigger’ and afterwards ‘actual
subtrigger’. The effect of the prescaling is taken into account by weighting the events in
the data [75]. L1 typically reduces the rate from ~ 100kHz to ~ 1kHz.

Trigger Level L2

The L2 trigger is divided into two sections: the topological (L2TT) [18] and the neural
network (L2NN) trigger [19]. They use additional, more detailed, information from almost
every subdetector. If a L1 subtrigger is to be validated by an L2 trigger condition and
this condition is not fulfilled the event does not pass the trigger level L2. By this way the
trigger level L2 reduces the event rate down to 50 Hz.

Trigger Level L4

The L4 trigger is a multiprocessor farm performing a full reconstruction of the events
passing L1 and L2. On the basis of this reconstruction further selection of the data is
performed. A trigger verification in 1996 and 1997 mimicked the L1 trigger conditions
which made the L1 and L4 trigger condition not independent. Therefore during the data
taking period in 1998 the verification in its original sense was removed. In 1996 an event
with at least one validated subtrigger was sufficient to pass the L4 trigger level. In 1997
the so called ‘physics finders’ (mainly for soft physics processes) and ‘hard scales’ (e.g.
event with high p; jets) were introduced. If an event did not fulfill any of the hard scales,
like a track with high transverse momentum, it had to pass one of the finders, depending
on the verified subtriggers. The event which did not fulfill any of the hard scales and also
did not pass the corresponding finder, is according to its topology downscaled by by the
so called L4 weights. In the data taking period 1998-2000 the classification was performed
via finders and hard scales on L4. All data passing the 1.4 are permanently stored in the
so called ‘raw data’ stream.
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Trigger Level L5

After passing L4 the events are again fully reconstructed by the H1 reconstruction software
H1REC [64] using updated calibration information. Until 1997 L5 also sorted the events
into the classes - groups of events exhibiting similar physics signatures. The events assigned
to one of the classes are written to Production Output Tapes (POTs) and a compressed
format, Data Summary Tapes (DSTs). In 1998 the classification was moved to the L4
trigger level to decrease the amount of raw data. A summary of the requirements which
the events have to fulfill in order to pass levels L1-L5 for the different data taking periods
is given in table 1.4.

| period || 1996 \ 1997 | 1999 —2000 |
‘ L1 H L1 actual subtrigger ‘ L1 actual subtrigger ‘ L1 actual subtrigger ‘
| L2 [ (L2TTor L2NN) | (L2TT or L2NN) | (L2TT or L2NN) |
trigger verification trigger verification
L4 hard scales || finders | hard scales || finders
classification

‘ event is stored to raw data stream ‘

‘ L5 H classification ‘ classification ‘ ‘
‘ event is stored to POTs and DSTs ‘

Table 1.4: Requirements which the events have to fulfill in order to pass the
trigger levels L1 - Lj for the data taking periods 1996-2000. L2TT and L2ZNN
conditions have to be fulfilled only in the case if it is required by the subtrigger.

1.8.1 L1 and L2 Trigger Elements

In the following the most relevant trigger elements used in this analysis are discussed.

e SpaCal IET trigger: the Inclusive Electron Trigger (IET) [24, 25] for the electro-
magnetic section provides the SpaCal trigger elements on the first trigger level. It
employs the energy summed over 4 x 4 EM neighboring cells read out in the time-of-
flight (ToF) window which selects the events from ep interaction. To avoid trigger
inefficiencies from clusters with an impact point close to the edge of the 4 x 4 cells,
the energy sum is performed in overlapping sliding windows. They are compared
with three adjustable thresholds. During normal data taking periods in the years
1996-2000 the thresholds were: 0.5, 2, and 6 GeV. The IET trigger system is divided
in two regions, central and outer, separated by a rectangle —16 < z < 8cm and
—8 <y < 16 cm. The trigger elements used in this analysis are:

IET cen 2, IET >1 with a threshold of 2 GeVv
IET cen-3, IET >2 with a threshold of 6 GeV,

where IET cen_2 and IET cen_3 denote IET trigger elements which require an
energy deposition in at least one sliding window in the inner SpaCal region to be
larger than 2 and 6 GeV, respectively. TET > 1 and IET > 2 denote IET trigger
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elements which require an energy deposition in at least one sliding window in the
outer SpaCal region to be larger than 2 and 6 GeV, respectively.

SpaCal R trigger: The SpaCal also provides information to the second trigger
level that is more granular in geometry than the IET trigger on the first level. In the
topological trigger L2TT the following trigger elements are formed: R10, R20 and
R30 which demand an energy deposition with a radial distance from the beam line
greater than 10, 20 and 30 cm, respectively. Only the two last elements are used in
this analysis.

zVtx trigger: The zVtx trigger is a trigger system of the first trigger level and uses
information from the central (CIP and COP) and forward (first layer of the FTD)
multiwire proportional chambers to obtain the position of the event vertex in the
z-direction. The trigger element zVtz_sig® provided by this system is used in this
analysis.

DCR¢ trigger element: The DCR¢ trigger is also a trigger subsystem of the first
level trigger. It uses ten of 56 sense wires of the CJC (seven of CJC1 and three
of CJC2) and compares the digitized hits to a total of 10000 predefined masks in
the r — ¢ plane. The only trigger element employed in this analysis, provided by
the subsystem, is: DCR¢_Thigh which requires at least one track with a transverse
momentum greater than ~ 0.8 GeV.

Sin the rest of the thesis the shorter notation zVtz will be used



Chapter 2

Theoretical Overview

In this chapter, the theoretical foundations of the lepton-hadron and hadron-hadron in-
teractions are reviewed. In the first part the kinematics and the kinematic regions of
e — p scattering at HERA are explained. In the second part an overview of diffraction
in hadron-hadron interactions and in photoproduction at HERA is given. Finally, the
phenomenological model of Regge theory is introduced.

2.1 Electron Proton Scattering at HERA

At HERA electrons! and protons are brought to collision with four-momenta k = (F, k)
and p = (Ep, p) respectively:

k = (27.55,0,0,—27.55) GeV ; (2.1)
p = (820,0,0,820) GeV, for the data taking period 1994 — 1997 and  (2.2)
p = (920,0,0,920) GeV, for the data taking period 1998 — 2000. (2.3)

The incident energies of the colliding particles allow in general the exchange of a single
boson V* which can be a photon (y) or Z° in the case of neutral current scattering, or a
W= in charged current scattering. The processes are schematically shown in fig. 2.1.

electron

p
proton I

hadronic final state

Figure 2.1: Schematic diagram of the scattering of an electron off a proton.

The outgoing hadronic final state is generically labeled X, which may be the original
proton if the scatter is elastic, or a more complex object, if the scatter is inelastic.

'In the following the term electron is also used for positron for simplicity.

19
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The kinematics of the event is parametrized in terms of the Lorentz invariant quantities
s, W,Q?, z,y and t, defined as:

e The square of the centre of mass energy of the electron-proton system:
5= (p+k)? (2.4)

which for the proton beam energies of 920 and 820 GeV has values of 102400 GeV?
(/s ~ 318 GeV) and 90200 GeV? (/s ~ 300 GeV), respectively.

e The squared centre of mass energy of the v — proton system is equivalent to the
invariant mass squared of the hadronic final state:

W2 = (g +p)? (2.5
e The four-momentum transfer, ¢, is defined as:
¢ =(k-¥)=-@Q° (2.6)

where the quantity Q? represents the virtuality of the exchanged boson. It can also
be interpreted as a measure of the strength of the interaction. By means of the
Heisenberg uncertainty principle it is related to the resolution, i.e. a photon can

resolve distances down to ~ 1/+/Q?2.

e Bjorken’s [91] dimensionless variable z:

Q2

T = 5k (2.7)

in the infinite momentum frame of the proton is the longitudinal fraction of the
proton momentum carried by the interacting parton.

e The second dimensionless Bjorken variable is the inelasticity, y. In the rest frame
of the proton it gives the relative amount of energy transferred from the electron to

the proton.
Pq
= —. 2.8
Y=k (2.8)
e A further variable describing the four-momentum transfer is introduced in analogy

to the virtuality @2, but referring to the proton vertex:

t=(p—X)?. (2.9)

In the case where only one boson is exchanged, t = ¢ = — Q2.

To characterize single particle quantities, ‘rapidity’ and ‘pseudorapidity’ are used which
are defined as:

_ 1, Etp
Y = 5 lnE - and (2.10)
n = —In(tan(0/2)), (2.11)

respectively. E denotes a particle’s energy, p, its momentum component parallel to the
beam axis and 6 its angle w.r.t. the beam axis. The advantage of rapidity is Lorentz
invariance of rapidity differences. The advantage of pseudorapidity is its dependence on
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the polar angle 6 only. Neglecting the mass of the particle (m/E,m/p — 0) or for massless
particles, rapidity and pseudorapidity of the particle are equal.

Assuming that the masses of the incoming particles are small compared to the centre of
mass energy, the four variables s, z,y and Q? defined in equations (2.4) — (2.6) obey the
relation

Q? = zys. (2.12)

At fixed s the inclusive differential cross section can be completely described in terms of
two independent variables which uniquely determine the kinematics and are usually z and
Q? [103]:

2 2 9
%ZA CoFi(7,Q) + (1~ Y Fo(e,Q°) £ (y— D)aFi(w, Q7 |, (2.13)

where A = 47razlm /zQ* for electron with the electromagnetic coupling constant ey,
F; are the structure functions of the proton. F; and Fb are related to the charge and
magnetic moment of the partons in proton, respectively. Fj3 is generated by the parity
violating interactions which means it is non-zero for weak interactions.

2.2 Kinematical Regimes

The kinematical regimes at HERA can be characterized by two variables: transverse
momentum of the particles in the final states, p;, and the four-momentum transfer squared
QQ?. Both variables separate the processes into two classes. The variable p; defines soft
and hard processes. The variable Q? distinguishes between the photoproduction and deep-
inelastic scattering (DIS) regimes. The kinematical regions defined are sketched in figure
2.2 and described in the following:

e Soft processes are characterized by an energy scale in the order of the hadron size
R ~ 1 £m which means that p? and the square of the momentum transfer are generally
small: ~ 1/R? which is in the order of a few hundreds MeV. From a theoretical point
of view, the presence of the large scale make the calculations of these processes non-
perturbative, and perturbative quantum chromodynamics (QCD) is not applicable.
The approach which has been adopted since the 60’s to describe soft processes is
Regge theory [76, 52, 78].

e Hard processes are characterized by a hard energy scale. In this processes the mo-
mentum transfer and p? are large (> 1 GeV). This allows to use perturbative QCD.

e The photoproduction processes are characterized via an energy scale defined by Q?
which is in the order of the hadron size R ~ 1 fm. In the photoproduction regime the
photon virtuality of the photon Q? < 1GeV? and the photons may be considered
as real.

e The regime of Q? > 1 GeV? is referred to as deep inelastic scattering (DIS). A virtual
photon in DIS processes is capable to resolve the partons inside the proton, and
therefore DIS is used mainly to investigate the proton structure. Measurements of
the structure function can be found for example in [79, 80, 81] with the theoretical
models in [83].
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Figure 2.2: Kinematical regimes at HERA in the electron-proton scattering.

The analysis presented here is performed in the photoproduction regime where the electron
is scattered at very small angles. The covered region is Q? < 0.01GeV? in virtuality and
0.3 < y < 0.65 in the inelasticity which is shown in fig. 2.2. The transverse momenta of
the particles are usually p; < 1GeV.

2.3 From e — p Scattering to Photoproduction

In the interaction of electrons and protons at HERA energies the dominant processes are
when the electron as a source of virtual photons emits a quasi-real photon (Q? < 1) which
subsequently interacts with the proton. The dominance of the photoproduction processes
is evident from equation 2.13 from which a dependence: 1/Q* follows. In the following
the transition from the ep cross section to the photoproduction cross section is discussed.

Neglecting the contributions from the exchange of W+ and Z bosons which are significant
only for Q% > M%,Wi’ the cross section can be factorized into terms characterizing the
flux of photons emitted by the electron and a term representing the photon-proton scat-
tering. The photon-proton scattering is a sum of the cross sections for transversely and
longitudinally polarized photons:

d%o(ep — eX)
dy dQ?

where ® represents the flux factor of virtual photons, or and o, are the cross sections for
transversely and longitudinally polarized photons. In the photoproduction region (Q? ~ 0)

= ®(y, QQ) (U%p + azp) , (2.14)
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the quasi real photons have only a transverse polarized component which contributes to
the cross section. For the connection between photoproduction and inclusive ep cross
section one obtains:

d%o(ep — eX)

= X 2.15
dy dQ2 WWA O ) ( )
where @y 4 is the photon flux factor in the Weizsacker-Williams-approximation:
Qe [14+(1-y)?® 20 -y) (Qn,
P 2 ° — min 2.16
WWA(y7 Q ) 27TQ2 y y Q2 ) ( )

with Qmm = m2y?/(1—y) is the lower limit of Q? for the given inelasticity y. The integral
over the kinematic limits defined for this analysis (0.3 < y < 0.65 and Q? < 0.01 GeV?)
gives the photon-flux in the electron: F,/, = O 65 fO O%n Oy a(Q?,y)dQ?*dy = 0.0132.
To describe photoproduction the model of the photon structure from [36] has been adopted.
In first approximation the photon can be treated as a point-like particle. In the second
approach, quantum mechanics allows for fluctuations of photons into quark-antiquark or
lepton-antilepton pairs. The quark-antiquark pair can build bound or non-bound states.
The hadronic fluctuations are split into a part of low and high virtualities?.
the quantum numbers of this hadronic component must match the respective quantum
numbers of the photon (Q = B = § = 0, JE¢ = 177). Therefore for the bound states
only the vector mesons (VM = p° w, ¢, J/1,T) are allowed. The low virtuality part can
be therefore approximated by the sum of vector mesons. Due to the high p; the high
virtuality part can be calculated perturbatively. With this classification the photon can
be expressed by:

|7> = Cbare|7bare> + Z CV|V> + Zcq|Q‘j> + Z Ci|e+e_> ) (2'17)

V=VM q l=e,u,

However,

where the coefficients ¢; is related to the couplings. All photon components may subse-
quently interact with the protons. The contribution from lepton-antilepton interaction
with the proton is due to the relative smallness of the electromagnetic/weak coupling neg-
ligible. The above photon wave function corresponds to the existence of three main event
classes [38]:

1. If the bare photon |vp4re) interacts with partons inside the proton directly one deals
with direct processes. A typical process of this kind is boson-gluon fusion which is
shown in fig. 2.3 b).

2. The wave function |V) corresponds to the vector meson dominance (VMD) [68]
processes in which the photon turns into a vector meson before the interaction, and
thus all processes allowed in hadronic physics may occur. The essence of the VMD
model is low virtuality of the quark-antiquark pairs. This part of the cross section
can be expressed via the VMD model as a sum of meson-proton cross sections:

47'('05 1 1%
VD = Z T Gt (2.18)

where fy is the respective coupling of the meson to the photon. The process is
shown in fig. 2.3 a).

2The term “virtuality” here refers to the amount of “off-shellness” that comes in addition to the virtu-
ality ¢* of the photon.
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3. In the so called anomalous process one of the non-bound quarks/antiquarks subse-
quently interacts with a parton of the proton which is demonstrated by fig. 2.3 c).
A characteristic of these processes is high virtuality of the quark-antiquark pairs.

v v

Figure 2.3: Contributions to yp interactions: a) Vector Meson Dominance
(VMD) process, b) direct, and c) the anomalous process (according to [84]).

Based on this classification, the total photon-proton cross section can be written as:

P _ P p p
Ttot = OVvMD + T direct + O anomalous * (2'19)

2.4 Diffraction

The notation ‘diffraction’ has been introduced in the 17-th century by Grimaldi [90] at
the occasion of optical observations. Since the 50’s [43, 44], the optical analogy plays an
important role also in high energy physics. The term is in strict analogy with the optical
phenomenon that occurs when a beam of light meets an obstacle or crosses a hole whose
dimensions are comparable to its wavelength.

Defining diffraction in a unique way is difficult, but generally two definitions of hadronic
diffractive processes can be formulated:

1. A reaction at high energies in which no quantum numbers are exchanged between the
interacting particles. In other words, the particles diffused have the same quantum
numbers as the incident particles. It is a necessary condition for the process to be
diffractive, but not a sufficient one. This definition allows a classification of the
following types of the diffractive processes:

e elastic scattering: the incident and outcoming particles are the same:
A+B— A+ B. (2.20)

The process is schematically shown in fig. 2.4 a).

e single dissociation®: one of the incident particles comes out unchanged after
the collision while the other one gives rise to a bunch of final particles (or to a
resonance) with the same quantum numbers (fig. 2.4 b) and c)):

A+B—> A +Xp, A+B—>X,+B (2.21)

3in literature the terms single/double diffraction are often used instead of single/double dissociation.
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e double dissociation: each incident particle gives rise to a bunch of final particles
(resonances) with the same quantum numbers (except the spin) as the incident
particles (fig. 2.4 d)):

A+B— X4+ Xp. (2.22)

a) ,
A—>—/A

] Ly \%
b) C)
—_———— —>—1/'/
1 1
A1 ey AL ey
d) e)
> .'< —
! E ——

S 7 I RNV ALy

Figure 2.4: Classification of diffractive processes: a) elastic, b) and c) single
dissociative, d) double dissociative, d) non diffractive. Below each process the
rapidity distribution (Y') is shown.

For the single or double dissociative processes it is difficult to find the quantum
numbers for not fully reconstructed states. This problem can be omitted by the
second definition of a diffractive process [45]:

. A diffractive process is characterized by a large, non exponentially suppressed, ra-
pidity gap in the final state. A rapidity gap AY is meant to be a rapidity difference
between final state particles A’ (X4) and B’ (Xp). Then the diffractive processes
are characterized by a constant rapidity difference distribution dNV:

dN
AAY) ~ constant , (2.23)

and non-diffractive processes are exponentially suppressed (see fig. 2.4 e):

~e . (2.24)

The requirement of a large rapidity gap is again not sufficient to characterize diffrac-
tion, and one has to demand also the rapidity gap to be non exponentially suppressed.

The traditional theoretical framework for diffraction is Regge theory which is described in
the following.
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2.5 Regge Theory

In the study of soft hadron-hadron interactions, where no hard scale is present and pertur-
bative QCD is not applicable, phenomenological models often give the best descriptions
available. A consistent description of such processes is offered by Regge* theory which
describes the hadronic reactions at high energies in terms of the exchange of ‘objects’,
called ‘Reggeons’ (IR). A short introduction is given below.

Regge phenomenology was introduced in the beginning of the 60’s [76, 77] in the pre-QCD
era. It is based on the S-matrix formalism assuming unitarity of the S-matrix, analyticity
and crossing symmetry.

1. Unitarity of the S matrix: The scattering matrix is unitary which means that the
probability that some process will happen is unity: if S is the operator that trans-
forms an initial state |¢) into some final state |f) by |f) = S|i), unitarity is expressed
as: StS =1= 95"

2. Analyticity: the variables s and t characterizing the process can be extended into the
complex plane and the scattering matrix S(s,¢) can be expressed via these complex
variables.

3. Crossing symmetry: Crossing symmetry is a consequence of the analyticity assump-
tion and states that if the scattering matrix of the process A + B — C + D with
s = (Pa+Pg)? and t = (P4—P¢)? is known, also the crossed reaction A+C — B+D
with s’ = (P4 + Pg)? and t' = (P4 — Pg)? is known. Making use of the analyticity
leads to the exchange of s — ¢’ and ¢ — s’ and the same scattering matrix for both
processes:

SaB-con(s,t) = Sscap(t,s) (2-25)

Hence the crossing symmetry implies that s-channel resonance production can be
described by the same amplitude as a t-channel exchange mechanism, providing that
the variables s and ¢ are interchanged on crossing. The generalized s and ¢ channel
processes, as defined in this discussion, are shown in fig. 2.5.

In the s-channel, all possible resonances which can be produced by the interaction are
linked by a linear trajectory in a two dimensional space defined by the mass squared and
angular momentum. In Regge theory, the angular momentum is extended to the complex
plane, a(t), with physically observable ¢-channel resonances. They occur only at physical
values of spin, such that Re(a(t)) is an integer or half integer, known as Regge poles. The
linear trajectories can be parametrized as:

a(t) = a(0) + a't. (2.26)

Each family of bound states or resonances having the same quantum numbers (except spin)
correspond to a single Regge trajectory, also called Reggeon. The basic known trajectories
are the baryon, meson and Pomeron trajectories, with intercepts «(0) approximately < 0,
< 0.5 and 1.08, respectively. The 7, w, p and w as meson trajectories and the Pomeron
trajectory are depicted in fig. 2.5.

“named after the Italian physicist Tullio Regge
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Figure 2.5: In upper plots: An illustration of the relationship between a)
the s channel process AB — CD and the corresponding b) t channel process
AC — BD. B(t) and B2(t) stand for the residue.

Lower plot: Regge trajectories in the two dimensional plane of angular momen-
tum versus mass squared, so called Chew-Frautschi diagram. The 7 trajectory
with an intercept close to zero, meson trajectories (p, w) with an intercept of
0.5 and the Pomeron trajectory with an intercept of 1.08, are shown.
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2.5.1 Elastic and Total Cross Sections

Assuming the asymptotic limit (s — 0o,t/s — 0) the single leading trajectory contribution
to the scattering amplitude is:

Als,t) = (1 (—)am (2.27)

where f(t) includes B(t) = B1(t) B2(t) (see fig. 2.5), which describes the residue related to
the hadronic form factors, and the part independent of ¢. sy denotes the scale relative to
which s must be large. It gives for the elastic cross section:

dod® _ |A(s, 0 _ BB (if‘“‘“” _ () (1)2("‘”” S e

dt  16w2s2 1672 S0 S0

where F(t) includes all the ¢ dependences. Assuming one single Reggeon exchange with
a linear trajectory according to eq. (2.26) and the parameterization B(t) ~ Boe %/t the
elastic cross section becomes:

e~ boltl (2.29)

2a(0)—2
o () e -
t=0

dt P dt

with

b= by +2a'In(s/s) . (2.30)

One observes that the width of the forward peak decreases as the energy increases. This is
known as the shrinkage of the diffraction peak. In the following sq will be fixed at sq ~ 1
GeVZ.

The Optical Theorem [90] relates the elastic forward amplitude AB — A’B’ to the total
cross section AB — X by:

]. ! 1
Ttot = ;Im(A(s,t = 0)A574F) ~ ;ﬂ1(0)52(0)3a(0) (2.31)
~ 50~ (2.32)
The energy dependence shows that trajectories with an intercept greater than one will
lead to a rise of the total cross section, for @(0) = 1 the total cross section will be constant
and for (0) < 1 the total cross section will decrease. Especially at lower energies it is

possible that not only one trajectory will contribute to the cross section. In this case the
cross section is given by a sum over all contributing of the trajectories:

Ttot ~ Zgz’Sai(O)_l . (2.33)
i

where g; is the respective contribution of the trajectory to the total cross section. The
basic trajectories are discussed below.
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2.5.2 Meson Trajectories

All of the observed meson trajectories have intercepts in the region of @(0) < 0.5. Thus the
cross section of the processes associated with these trajectories fall rapidly with increasing
centre of mass energy, as indicated by eq. (2.32). The leading meson trajectories are the
w and p trajectories. All meson trajectories have the same quantum numbers as the real
particles:

p: B=Q=S=0, I=1, P=-1,C=-1,G=+1,6=—-1, (2.34)
w: B=Q=S5=0, I=0, P=-1,C=-1,G=-1,6=-1,  (2.35)

where B, @, S, I, P, C, G and £ denote the baryon number, charge, strangeness, isospin, P-
parity, C-parity, G-parity and the signature of the trajectory, respectively. Their respective
trajectories [50] are:

ap(t) = ay(t) = a(0) + &'t = 0.5+ 0.9t (2.36)

Due to the same intercept of the p and w trajectories their total cross sections have
according to eq. (2.32) the same dependence on s:

Opor ~ %, (2.37)

which leads to a total cross section decreasing with energy. The elastic cross section can
be calculated according to eq. (2.29).

2.5.3 The Pomerancuk Trajectory

The Regge trajectories discussed above have intercepts below 0.5. Because of the s*(0)—1
dependence, the total cross section decreases. However, early observations [51] showed
that as /s increases above ~ 10 GeV, the total hadronic cross section starts to be rather
constant. In order to explain the constant form of the cross section a new trajectory with

an intercept of one was introduced [52, 53] and named Pomeron (IP) °.

In the 90’s Donnachie and Landshoff [46] performed a fit of the total proton-proton and
proton-antiproton cross sections assuming the Pomeron to be the leading trajectory at high
energies with an intercept of ap(0) and a meson leading trajectory with the intercept of
ar(0) by the function:

=) (=) (=)
o P =xPrser(0)-1l 4y rrgar0)-1 (2.38)

(=)
The first term X P P corresponds to the processes induced by Pomeron exchange and the

=)
second term Y P P corresponds to the trajectories with C' = 1 and C' = —1 trajectories,
respectively. The fit yields: apr ~ 0.55 for the intercept of the leading meson trajectory
and:

ap(0) =1.08, o/p=025GeV 2 = ap(t)=1.08+0.25t (2.39)

®named after the Russian physicist Isaak Yakovlevi¢ Pomerancuk
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for the intercept and slope of the Pomeron trajectory.

The Pomeron carries the quantum number of the vacuum:

Pomeron: B=Q=S=0, I=0, P=+1,C=+1,G=+1,¢{ =+1, (2.40)

which means that in processes induced by Pomeron exchange no quantum numbers are
exchanged and also spin flip on the quark level is forbidden [49]. Therefore e.g. the ex-
clusive production of axial vectors (JF¢ = 17~ e.g. b; meson) at HERA is not possible
via Pomeron exchange. However, the spin state of the final state can be changed due to
possible angular momentum transfer, when e.g. the proton becomes an excited state N*:
p— N*.

Due to the intercept of 1.08, the Pomeron is the leading trajectory at high energies with
a cross section gently rising:

Otor ~ 57008, (2.41)

In analogy to the meson trajectories, the possibility of bound states lying on the Pomeron
trajectory arises. However so far there is still no evidence of any resonance to lie on this
trajectory. Although glueballs are supposed to be candidates for such states [57]. Another
approach [58, 59, 60] describes the Pomeron as a colourless system of two gluons that
interact with the partons of the scattered particle.

2.5.4 The Odderon Trajectory

The Odderon® was introduced by Lukaszuk and Nicolescu in 1973 [61, 62]. The Odderon is
conceived as the C = P = —1 partner of the Pomeron. Another difference to the Pomeron
is its negative signature, & = —1, which would entail differences between the cross section
of pp and pp: Ao = oPP — PP £ () for s — oo and would violate the Pomeruné¢uk theorem
[63]. The other quantum numbers remain the same:

Odderon: B=Q=S=0, I=0, P=-1,C=-1,G=+1,6=-1, (2.42)
The consequence of the change of the sign of parity in the processes induced by the
Odderon is a requisite of the angular momentum transfer (Al > 0), via P = (—1)2

(Gribov-Morrison rule [54, 55]), while for the processes induced by Pomeron exchange an
angular momentum transfer is not necessarily required and can also be zero: Al > 0.

So far all attempts to find the Odderon failed [101, 96, 99, 100].

2.6 Double Reggeon Exchange

So far only processes with single Reggeon exchange were discussed. In principle also pro-
cesses with more than one trajectory may happen with the fusion of trajectories into some

50dd-under-crossing-Pomeron
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hadronic final state. These processes offer a possibility to search for some exotic states
like hybrids (mixing of quarks and gluon: ¢gg), pure gluonic states called glueballs (gg)
[66] and for instance the Odderon [100].

Assuming elastic scattering of hadron A off hadron B with the exchange of two trajectories,
one at the vertex of hadron A and the other at the vertex of hadron B, with the fusion of
the two trajectories into a hadronic final state X, one can write:

A+BTEEPX A4y X+ B (2.43)

where X refers to the final state produced in the fusion process of the trajectories Ti
and Ty. The process is schematically shown in fig. 2.6. The variables ¢1 (t2), and £1(t1)
(B2(t2)) denote the square of the momentum transfer at the upper (lower) vertex, and the
residuum related to the 77 (T3) trajectory flux from A (B), respectively. The flux gives
the probability to find the trajectory in the particle A or B. s; and sy are the squares of
the centre of mass energies of the subsystems A’X and B'X, respectively. o(T1 +T» — X)
is the cross section for the production of X in the fusion of the two trajectories.

AB - A+ X+ B

]
Al
T > (p3)

Ti(an)!

¢ >
I
T2 (qQ) | S9, AYé

I Ba(to
B(p2) > ? &) > B'(p4)
2

Figure 2.6: Double Reggeon exchange.

A(p1) »

Assuming in the factorization of the total scattering amplitude Ay ~ Ap - Ay [28] with
A; (A2) being the scattering amplitude for the upper (lower) vertex:

Ai(s1,t) ~ s (2.44)
Ag(sa,ty)  ~ 832“2), (2.45)

one may obtain an s dependence for the upper and lower vertices in the form:

ot g0 2.46)

ot~ s (2.47)



32 Chapter 2. Theoretical Overview

and also the elastic cross sections in the form:

do_ dob b (2.48)
dty dt1 |, g
do _ do) bl (2.49)
dts dt |, o

where 51 = (P4 + Px)? and so = (Pp + Px)? are the squared centre of mass energies of
the subsystems A’X and B'X, respectively. Using In(s) ~ AY [90] one obtains the total
cross section also as a function of rapidity difference:

glot ~ em(0-1)AY: (2.50)
olot ~ ele2(0)-1)AY: (2.51)

where AY; (AY5) is the rapidity difference between subsystems A’ and X (B’ and X):
AY; =Yy — Yx (AYy = Ypr — Yx). According to the definition of diffractive and non-
diffractive processes (eq. (2.23) and (2.24)) the reactions induced by trajectories with a
intercept close to one (Pomeron trajectory) are diffractive, while the processes induced by
trajectories with a intercept lower than one are non-diffractive (e.g. meson and baryon
trajectories).

2.7 Signatures of Double Meson Photoproduction

In this section, the investigated process and its signatures are introduced together with
the reconstruction of the kinematic variables defining the processes.

2.7.1 Event Signature
This analysis is devoted to the search of exclusive double meson photoproduction, namely:

yp— npPX with n —yy po7aat,

shown in fig. 2.7. The  and 7° mesons will be identified via its dominant photonic decays:
n(m%) — y7 and the p meson via its dominant decay into charged pion pairs: p — 7~ 7.

Here and in the following the variables s, W, s1, so, t1 and t2 are used to characterize the
investigated processes:

e s is the centre of mass energy squared of the e — p system:

s = (P + Py)?, (2.53)

e W is the centre of mass energy of the v — p system:

W? = (P, + P,)?, (2.54)
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vp = () p" X

V(B AANNN—> 1) (Fya)

C,=-1,I=0,1 | Cy=Chro=~+1,1,=0, Lo =1
? 1 .
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Figure 2.7: Double meson photoproduction at HERA: the central meson can
be produced either in a fusion process of T1 and Ty trajectories or originates
from high mesonic state which subsequently decays into two mesons or stems
from the fragmentation of the non-bound quark-antiquark states.

s1 is the square of the centre of mass energy of the n(7°) — p° subsystem:

s1 = (Ppo + PW(WO))Q, (2.55)

so is the square of the centre of mass energy of the p® — p subsystem:

sy = (Pyo + Px)?, (2.56)

t1 is the four-momentum squared at the photon vertex:

t1 = (Py = Pyroy)?, (2.57)

to is the four-momentum squared at the proton vertex:
ty = (P, — Px)*. (2.58)

The existence of such kind of a process at very high yp CMS energies (W ~ 200GeV)
involves Pomeron exchange at at least one vertex. Due to C parity and isospin conser-
vation the Pomeron exchange can take place only at the lower, proton, vertex. In Regge
phenomenology one possible explanation of the upper, photon, vertex could be Reggeon
exchange. In order not to violate C parity and isospin at the upper vertex and to produce
a p' meson in the fusion process with the Pomeron, the Reggeon has to have negative
parity (like the photon) and isospin one: Cp; = —1 and Iy, = 1. Therefore the candidate
for a leading Reggeon is the p-trajectory.
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Another possible explanation could be the processes in which the photon fluctuates into
bound or non-bound states. In the former case the photon fluctuates into a vector meson
which via the proton interaction is diffractively excited and subsequently decays into 7 — p°
or 70 — p¥ states. The mechanism of their production are described in chapter 3.2.1.
Both processes are simulated in the Monte Carlo generators Pythia and RapGap. Their
contribution to the total signal is estimated in the chapters 5 and 6. In the process where
the photon fluctuates into a non-bound state of the quark-antiquark pair the fragmentation
of the pair may lead into production of 7 — p® or 7% — p¥ states. In this case the process
at the photon vertex would be described by a quark propagator instead of a p trajectory
exchange between the photon and the p vertex.

2.7.2 Kinematical Reconstruction

To reconstruct the kinematical quantities defined in chapter 2.7.1 on the detector level
several methods can be used [102]. In this analysis the electron is measured and therefore
the ‘electron method’ is employed in which the kinematics is determined by measuring the
energy, E!, and the polar angle, J., of the scattered electron. If F, is the energy of the
colliding electron and the masses of the electron and proton are neglected, then for s, the
inelasticity, v, the photon virtuality, Q?, and Bjorken z, one obtains:

s = AE.E,, (2.59)
E . o
y = 1— —=tsin“9./2, (2.60)
Ee
Q®> = 4E.E'cos®’¥./2 and (2.61)
! 2
. - E E] cos® 0, /2 (2.62)

E, (E. — Esin?9./2)’

respectively. In the photoproduction regime the electron is deflected only by a very small
angle and equations (2.60) — (2.62) simplify significantly, in the approximation ¥, ~ 180°:

El
y = 1—56, (2.63)
€
Q> ~ 0 and (2.64)
z = 0, (2.65)

respectively. The photon-proton centre of mass energy for Q? — 0 can be approximated
by

W = \/y5. (2.66)

To reconstruct the square of the four-momentum transfer at the photon, #;, and proton,
ta, vertices it will be assumed that p, ; 0y & p.y and p, x = p,p. Then ¢; and ¢2 can be
obtained via the transverse momentum of the 7(7°) meson and the transverse momentum
of the n(n%) — p° system [90], respectively:

1 = —(ptm(WO))Q, (2.67)

to = — (pt,p0+n(7r0)>2 . (268)
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This approximation has to be used since neither the emitted photon from beam electron
nor the final state X are measured and ¢; and 2 can not be calculated directly from eq.
(2.57) and (2.58).

The centre of mass energy squared of the subsystem 7(7°) — p°, s, will be reconstructed

via the four-momenta of the 5(7®) and p° mesons. Since the final state X is not measured,
the following approximation will be used for the determination of ss: the four-momenta
of the final state X are assumed to be the same as for a colliding proton, P)"( = sz. Then
s1 and sg can be reconstructed via:

81 = (pn(WO) +pp0)2 = (En(WO) + E'po)2 — (pn(WO) +pp0)2 and (2.69)
89 = (ppo —l—pp)2 = (Epo + Ep)2 — (ppo -I-pp)2, (2.70)

respectively.

0

The four momenta of the photons from 7 or m° meson decays are calculated by

Az _ Ay Az) ’ (2.71)

Py = (EV’EVE’Ev?Evi

where D is the distance of the centre of gravity of the energy deposition in the detector
w.r.t. the interaction point:

D = /(Az)2 + (Ay)? + (Az)? (2.72)

with
AT =2 — Tyiy ; Ay:y—yvtw 5 Az =2 — Zyig -

The coordinates z, y and z correspond to the centre of gravity of the energy deposition in
the detector. The coordinates [Zyiz, Yutz, Zvtz) refer to the reconstructed interaction point.
The masses of the 7 and 7° mesons are reconstructed from the invariant mass of the y —+y
system calculated as:

2 2 2 2
Myy = (Z Ez) - (Z Pi> ) (2.73)
i=1 i=1

where the sum runs over two photons from 7 or 7° mesons.

The four momenta of the charged pions from p° meson decay are calculated as

Prt = (\/(Wi)2 + % + Py + 03, P, Dy; pz) : (2.74)

where p;, py, p, are momenta reconstructed by the H1 software and m, + = 139.57 MeV is
the nominal value for the mass of the charged pion [37].

The variable E — p, will denote the difference between the energy and the z component
of the momentum summed over all particles in the final state, in this case two pions, two
photons and a scattered electron:

E—-p, =) (E-p) (2.75)

1
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where the sum runs over all particles ¢ in the final state. Due to energy-momentum
conservation in a fully contained event its value is twice the electron beam energy:

%(final state) = S(initial state) = (k° — k*) 4 (By — BJ) = 55 GeV . (2.76)
N —

55 GeV 0



Chapter 3

Monte Carlo Models

For the measurement of a cross section, the detector effects on the process to be mea-
sured have to be determined, and the contribution from background processes has to be
estimated. Both tasks are accomplished by computer programs, so called Monte Carlo
generators (MC). The MC simulation consists of three steps: First generating interactions
of certain processes according to their cross-sections takes place and four-vectors of par-
ticles are calculated. These are subsequently passed to another program that simulates
the detector (particle interactions with the detector material), its imperfections and the
decay of unstable particles. The detector simulation at H1 is provided by the program
package H1SIM [70] based on the package GEANT [71]. At this level the simulation of
some trigger elements (IET, DCR_¢) is also derived. At the last level the result of the
previous simulation step is processed by the same reconstruction software as the data,
HI1REC [64].

For the analysis presented in this thesis three event generators are employed, where two
(Pythia and RapGap) are used for the background estimation, and one (ToyGen) for
describing the signal processes. In this chapter, all generators are presented.

3.1 The Signal Event Generator ToyGen

In this analysis the processes under study are exclusive photoproduction of 7% — p° and
n — p° meson pairs, respectively. In the Regge terminology the processes may be described
by p-trajectory exchange at the photon vertex and the Pomeron exchange at the proton
vertex. The 7 and 7° are produced at the photon vertex and the p° meson is produced
from a fusion process of p- and Pomeranéuk- trajectories.

The event generator ToyGen [30] is used as the signal Monte Carlo model for the analysis.
It offers the possibility to simulate exclusive double meson production in the photopro-
duction regime via an exchange of different Regge-trajectories. It was designed to provide
the simulation of the processes on a qualitative level in the sense of description of their
kinematics rather than allowing prediction of cross-sections. Therefore it is used mainly as
a tool for the estimation of detector efficiencies. Nevertheless, it allows quite a satisfactory
description/comparison with the data. The possibility to modify several parameters of the
program allows a qualitative description of the exclusive production of any two mesons My
and Ms:

37
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ep — (e +7)p 7oA (€ +M +T1)(X +Tp) TitTat eMMa X, (3.1)

where M; and M, refer to the meson produced at the photon vertex and to the meson
produced in the fusion process of trajectories T7 and T, respectively. In the correspond-
ing diagram (fig. 3.1) for sake of simplicity the electron is not shown and the photon is
considered as the beam particle.

1P AN ————— V()

Ti(a)!
# v MQ(PM2)

p(Pp) > @ > X(PX)

Figure 3.1: Diagram of exclusive double meson production at HERA as mod-
eled by ToyGen.

The ToyGen MC model is based on double-pomeron exchange (T} = T, = IP) with various
parametrisations of the Pomeron flux factors taken from other MC’s, RAPGAP [31] and
POMPYT [29]. The Pomeron flux factor in the proton is well known from p-p experiments.
Since the Pomeron flux in the photon is unknown, the presented model assumes the same
flux parametrisation for the Pomeron in the photon as in proton. The Ingelmann-Bruni
parametrisation of the Pomeron flux [31] is employed in both cases:

1
2.3 TPy (3

(6.38e%1» +0.424e31) . (3.2)

N | —

e (zp,,t) = fpp(zp,,t2) =

The variables fp,,(zp,, t1) and fp/,(zp,, t2) denote the Pomeron flux factor in the pho-
ton and proton, respectively, x P (zp, @ = .’L'l(g)) denotes the longitudinal momentum
fraction carried by the Pomeron, and ;) marks the squared four momentum transfer at
the photon vertex, t; = (P, — Py;,)? and at the proton vertex to = (P, — Px)?, respec-
tively.

In the investigated processes the 7 and 7 mesons are related to the M; meson produced
in the upper, photon, vertex and hence stem from the photon. The p® (My) results from
the fusion process of the two 17 and 75 trajectories which requires that the 7; trajectory
has to carry the quantum numbers of the p° meson. Since there is no prediction for the p
trajectory flux in the photon, the presented model cannot be used for a prediction of the
cross section. However the modification of the flux at the photon vertex, fp/,, to estimate
detector efficiencies which is the main purpose of the Monte Carlo model. The necessary
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modifications of fp/, will be discussed in the following.

Firstly, in order to study the populated regions the original fluxes from 3.2 were assumed.
The 5 — p° and 7% — p° processes have been generated in the photoproduction kinematical
region with the standard diffractive cuts: zp,, < 0.05and [t;@o)| < 1 GeV2. Kinematical
constraints applied to the generated events are summarized in table 3.1. The correspond-
ing distributions are shown in fig. 3.2 a)-f) for the 7° — p* sample and g)-1) for the n — p°
sample, respectively. The first row concerns always the photon vertex and the second one
the proton vertex in both samples. The first column shows the Bjorken z;(5) = zp, @ of
the Pomeron at the photon (proton) vertex, the second one describes the variable ¢ at the
given vertex and the third column illustrates either the rapidity of the backward or the
central meson.

The rapidity distributions show that the 7% and 7 mesons are produced strongly in the
backward direction. 7% mesons go to rapidities of Y0 — —6, while the 7 mesons are
produced to Y;, — —4.5. For both mesons only a very small part of the events lies in
the SpaCal acceptance (—3.5 < Ygpacar < —1.5). The p" mesons are produced mostly
forward. The backward region of the CJC acceptance (Yo 70 — —1.5) is also very sparsely
populated by p° meson production.

Comparing the rapidity distributions of the 7 and the p° measured in data (dots) shown
in Appendix C in fig. C.1 g) and h) for the n — p° sample, and the generated rapidity
distributions in 3.2 i) and 1), one observes that the backward () as well the central (p°)
mesons in MC sample do not cover the region where the signal in the data occurs. There-
fore it is not possible to calculate the detector efficiency with these generated events in
the region seen in data.

From the aspects of detector efficiency studies, discussed in chapter 4.6, it is necessary
to cover the full acceptance region of the SpaCal and CJC. Taking this into account the
following modifications of the kinematics at the photon vertex have been done:

e the Pomeron flux at the photon vertex has been modified in #; by setting the coef-
ficients in the exponential function in eq. (3.2) to zero (8 — 0, 3 — 0):

1

1 0t 0t
53 2, (6.38¢” +0.424¢™) . (3.3)

DN =

fpjy(@,t) =

The variable f, / ,(@1,%1) defines the new (not Pomeron anymore) flux in the photon.

Also the upper limit for |t;| was changed to |t1] < 6 GeV2. It allows higher p; value
of the backward meson and hence also a larger scattering angle.

e the upper limit for the fraction of longitudinal momentum carried by the trajectory
T in the photon has been increased to z; < 0.5 in order to allow higher longitudinal
momentum of the T trajectory and thus to allow the central meson to be produced
more backward.

The behavior of kinematics at the proton vertex remained unchanged. In the following
the ToyGen simulation after these modifications will be called ToyGenMod.
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All changes at the photon vertex are summarized in table 3.2. The corresponding distri-
butions are shown in fig. 3.3. Now the backward mesons populate the full SpaCal region
and the central meson the full CJC acceptance region for both samples 7% — p° and 5 — p°.
The efficiency is investigated with this simulation in chapter 4.6.

variable photoproduction cuts

y 03 <y<0.7

Q? < 0.01GeV?

variable photon vertex proton vertex
TP < 0.05 < 0.05

It| < 1GeV? < 1GeV?

Table 3.1: Kinematical restrictions on the generated 7°—p® and n—p° samples
using original Pomeron flux from (3.2).

variable modification of photon vertex
fIP/,y(.’L‘Pl,tl) 60t+60t

T < 0.5

|t1| < 6GeV?

Table 3.2: Modification of kinematics at the photon vertex of the generated
70 — p¥ and n — p° samples.

3.2 Background Generation

3.2.1 The Generator Pythia

Pythia [32] is a powerful event generator developed mainly for high-energy e*e ™, pp and
ep interactions. It is based on leading order (LO) matrix elements, parton showers and
the Lund hadronization [33, 35]. Pythia contains a rich selection of physics processes, e.g.
soft and hard QCD processes, deep inelastic scattering, photon induced processes, and
many others, with more than 200 different subprocesses. The physics model employed by
the generator to describe photoproduction is described in [38, 36].

It is expected that Pythia can describe the behavior of inclusive data distributions. The
inclusive data sample was selected by the cuts described in table 3.3. These inclusive
cuts play a role of the preselection for the final selection of the investigated processes
(chapter 4). The data sample is compared with a Pythia sample, after applying the same
cuts, shown in fig. 3.4. The data are shown by dots and the Pythia distributions by the
solid-line histogram. In a) the invariant track-track mass' is compared. The Pythia MC
describes the data reasonably except the mass window of the p® meson. In b) the number

lthe term track-track mass will denote the invariant mass of the system of two particles corresponding
to the reconstructed tracks.
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Figure 3.2: Kinematical distributions generated using original Pomeron fluz
for the m° — p° a)-f) and the n— p° g)-1) samples. First column corresponds to
the longitudinal momentum fraction of the Pomeron trajectory for the photon
(first row) and proton vertex (second row), respectively. The second column
shows the four-momentum transfer at photon (first row) and proton (second
row) vertez and third column the rapidity of the p° and ©° (n).
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The same kinematical variables as in fig. 3.2 but after modifi-

cations to the Pomeron flux on the photon side (table 3.2).
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of photon candidates detected in the SpaCal calorimeter is shown. The distribution ex-
hibits an agreement between data and Pythia for N, > 2. Since the main characteristics
of ep interactions is multiparticle production (typically in the order of tens) the main
emphasis in Pythia is given in this direction. Therefore it is not unexpected that Pythia
is not capable to describe very low multiplicities. Another possible reason is the existence
of unknown processes or processes not implemented in Pythia. In d) the number of LAr
clusters which are not associated with one of the two tracks is shown, in e) E — p, variable
and in e) the z-coordinate of the vertex. In the last three distributions the Pythia lies
slightly, but systematically below the data due to the differences at low multiplicities.

cut motivation
03 <y <07 tagged photoproduction
Q? < 0.01Gev? photoproduction
Ntorward LAr clusters = 0 diffraction with limited proton dissociation
Nciciracks = 2 investigated processes
1 < Nspacalphotons < 10 investigated processes

Table 3.3: Cuts applied to the data and Pythia for their comparison.

The photon structure [38] implemented in Pythia allows for photon dissociative events in
which the photon turns into a vector meson (V = (p%, w)) and subsequently into a diffrac-
tivelly excited state called Vy¢r. The diffractive excitation into Vy;;y takes place due to
the photon interaction with the proton. The process is sketched in fig. 3.5. This kind of a
process simulated by Pythia contributes to the investigated processes via: yp — n(7%)p°X
through the pgi I decay: pgi 1T p°n(7%). Since the total cross-section for diffractive
p° 1 production will be determined, independently of its origin, the processes leading to
np are excluded from the Pythia sample. The new model of Pythia is called PythiaMod.
The treatment with the Pythia and PythiaMod models is discussed in chapters 5 and 6.

3.2.2 The Generator RapGap

RapGap (short for Rapidity Gap) [31] is a MC suited to describe Deep Inelastic Scattering
(DIS), including diffractive DIS and LO direct and resolved (however only for transverse
polarized virtual photons) processes. Standard hard scattering partonic cross section and
parton showers are combined with the LUND string fragmentation model using the JET-
SET package [33, 35, 34]. The RapGap MC does not provide any model of soft underlying
interactions in terms of multiple interactions.

The description of diffraction is based on the hard-pomeron model via two gluon ex-
change. In rapidity gap events the proton stays intact or becomes a low mass diffractive
state, called p’. Within diffraction RapGap describes photoproduction as well as deep
inelastic scattering. The emphasis in the analysis is on photoproduction.

Also RapGap is employed as a background MC in the analysis. In this model the main
source of background to the investigated processes is expected from the quark scattering
of the photon on a quark from the Pomeron and from the boson (photon) - gluon fusion
shown in figure 3.6 a) and b), respectively. In a) the lowest order process for scattering
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Figure 3.4: Comparison of data to Pythia (solid-line histogram) and RapGap
(dashed-line histogram) for the inclusive selection shown in table 3.3. a) in-
dicates the invariant track-track mass, b) the number of photon candidates in
the SpaCal calorimeter, c) the number of clusters in LAr calorimeter which are
not associated with any track, d) variable E —p,, e) z-coordinate of the vertez.
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Figure 3.5: Diffractive dissociation as modeled by Pythia: A photon
is turned into a vector meson V according to VMD and subsequently interacts
with the proton. This interaction excites the vector meson into a state called
Viaig, that decays into two mesons My and Ma.

quark, ep — €'qqp’ — €' Xyp', is illustrated. If the photon reacts with a quark ¢ from the
Pomeron, IP, an antiquark g, of the same flavor but with opposite color is left. The scat-
tered quark ¢’ together with the left antiquark then fragments into a state X. This process
is unfortunately in the photoproduction regime (Q? — 0) incalculable in QPM and there-
fore not simulated by RapGap. If the photon reacts with a gluon from the Pomeron, a
color octet remnant is left, here treated as a single gluon. This Pomeron remnant together
with the ¢ from the hard interaction forms also a color singlet state X. This boson gluon
fusion (BGF) from a resolved Pomeron is sketched in b).

The BGF has been simulated by RapGap under the assumption that only light quarks
(LQ: u,d,s) and antiquarks are produced. In the comparison between the inclusive data
sample and background MC’s, applying the cuts in tab. 3.3 is shown in fig. 3.4. RapGap
and Pythia agree with the data and therefore provide a reasonable tool for the background
description. Also RapGap contributes to the investigated processes via fragmentation of
the X state into 7 — p° and 7% — p¥ state. However this contribution is one order smaller
than from Pythia.

3.3 Monte Carlo Sets

In this section an overview over the kind and the amount of generated events is given for
the signal MC ToyGen and both background MC’s Pythia and RapGap. All samples were
generated in the photoproduction regime requiring Q% < 0.01GeV? and 0.25 < y < 0.85
(0.3 < y < 0.7 for ToyGen).

Since the ToyGen signal MC does not provide any prediction of the cross-section the num-
ber of events is given instead of the integrated luminosity. For the 7 — p° sample 250000
events were generated for the 1996 and also for the 2000 data taking period. The sim-
ulation for 1997 and 1999 data taking periods was omitted since the running conditions
in 1997 were similar as for 1996 and in 1999 as for 2000 data taking period. Also for
the n — p° sample the events were simulated and reconstructed only for 1996 and 2000,
namely 200000 per year. The total amount of generated luminosity for background MC’s
is 59.61pb~! for Pythia and 37.38pb~! for RapGap, respectively. They are summarized
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Figure 3.6: a) lowest order O(aeym) process for scattering quark of photon.
b) O(aemas) for boson (photon) gluon fusion with resolved Pomeron. The
Pomeron remnant is a color octet gluon.

MC

ToyGenMod Pythia RapGap
generated process | yp = 7°p%p' | yp = np°p | yp — anything | yp — qagp’ (¢ =LQ)
kin. restrictions | Q% < 0.01GeV?, 0.3 <y < 0.7 Q? < 0.01GeV?, 0.25 < y < 0.85

Statistics

year Number of events Integrated luminosity [pb~!]
1996 250000 200000 17.08 9.33
1997 - - 12.72 9.34
1999 - - 12.49 9.32
2000 250000 200000 17.32 9.39
Total 500000 400000 59.61 37.38

Table 3.4: Summary on the processes generated by ToyGen, Pythia and Rap-
Gap: kind of the generated process, restrictions on the kinematics of the process
and its statistics for 1996, 1997, 1999, 2000.

in table 3.4.

For the Monte Carlo sets to be directly compared to the data, the corresponding distribu-

tions are scaled by factors £; = Lggta/Lric, where Lysc is the luminosity for MC shown
in table 3.4.
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Data Selection

In this chapter the selection of data will be discussed: Firstly the signatures of the investi-
gated processes in the H1 detector are described, then, run quality criteria and the trigger
selection.

The H1 experiment is collecting a huge amount of events originating from a large vari-
ety of physics processes in so called luminosity runs under nearly constant experimental
conditions. The run period of data taking between filling and dumping of electrons or
protons is called luminosity fill. Since not all data for this analysis have the appropriate
run quality, quality criteria for the runs are discussed in this chapter. For any analysis of
exclusive processes only a subset of this large amount of data, defined by the topology of
the investigated processes, is needed. These selection criteria defined by the topology of
exclusive double meson photoproduction are described as well.

Each event had to pass the H1 trigger system which means that the event has been taken
with certain trigger conditions, defined by subtriggers. To control the amount of output
data from different trigger levels, the subtriggers can be prescaled. The treatment of the
prescale factors applied to the subtriggers used is also discussed. Since with rising number
of subtriggers the calculation of the prescale corrections becomes very complicated, an
appropriate number of subtriggers with acceptable prescales is chosen.

At the end the efficiency is investigated from two different points of view: firstly constraints
on the rapidities of the 7%, n and p° mesons to exclude inefficient detector regions are
determined and secondly the correction factors for the cross sections are obtained.

4.1 Signatures and Event Selection in the H1 Detector

In order to study exclusive double meson photoproduction, one looks for an exclusive co-
incidence between a p” meson in the central detector region and a 7’ (n) meson in the
backward region.

Since the central tracking system provides excellent momentum measurement the domi-
nant decay mode of the p® meson leading into 7 7~ pairs is used for the identification
of the p® mesons:

P = ata=, BR(p® = ntn~) ~ 100%,

47
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where BR denotes the branching ratio of the p — 7+ 7~ [37]. The charged pions passing
the active chamber volumes produce hits which are combined into tracks by the H1 re-
construction software package, HIREC. The tracks are used to determine the interaction
vertex using the central tracking detectors (CTD). The presence of a magnetic field allows
to determine momentum and the sign of the charge of the particle. Exactly two tracks
with unlike-sign charges reconstructed from the primary vertex are required.

On the other hand H1 provides good measurement of electromagnetically interacting par-
ticles in the backward electromagnetic calorimeter SpaCal. Therefore the decay modes of
the backward mesons 7° and 7 leading into pure multi-photon final state are used for their
identification:

7% = vy, BR(7" = yy) = 98.8%
n—vy, BR(m—yy)=39%

BR denotes the branching ratio for a given decay [37]. Each of the photons is detected as
an electromagnetic cluster. Thus 7 and 7% mesons are identified via two electromagnetic
clusters. In order to be able to reconstruct the kinematics and to suppress DIS background,
when the scattered electron produces an electromagnetic shower in the SpaCal and is
misidentified as a photon, the electron has to be detected in one of the electron taggers.
Out of three electron taggers with different inelasticity acceptances provided by H1 the
tagger located at 33 meters from the interaction point has been chosen because of its
largest acceptance in y (0.3 < y < 0.65) [94]. The signatures with a schematic view of
the important devices of H1 are depicted in figure 4.1 and listed in table 4.1.

signature device

existence of a primary vertex CTD

Neentral track = 2 reconstructed from the primary vertex, g1 - g2 = —1 | CTD
detected electron eTagss
Ncluster =2 Spaca‘l

Table 4.1: FEwvent selection summary of the investigated processes with the
devices in which the final state particles are detected.

The region in which all decay products can be detected is defined by the geometrical
acceptance of the detector components. Since the reconstruction of the tracks is based
on the CJC, the rapidity acceptance for the tracks is limited via the CJC acceptance:
—1.5 < Yiyaer < 1.5. The rapidity of the clusters is limited due to the SpaCal accep-
tance: —3.5 < Yguster < —1.5, see fig. 4.1. The limits on the rapidities applied to the
clusters and tracks due to the detector acceptances are summarized in table 4.2.

In order to assign the SpaCal clusters to photons, tracks to the charged pions, and energy
deposition in the electron tagger to the electron efficiently, the selection criteria for photon,
pion and electron candidates are discussed in the following.

4.1.1 From Clusters to Photons - Selection Criteria

The 7° () mesons are identified via their purely photonic decays. The two photons pro-
duce electromagnetic showers in the backward calorimeter SpaCal. Although DIS back-
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—1.5 < Yiraer < 1.5
_3-5 < .Y.cluster < _1.5

Table 4.2: The cuts applied to the rapidity of the tracks and clusters due to
subdetector acceptances.

Y=15 H1 - simplified Y=-15

track

forwar / central tracker )
. / I
¢ —> eineTag33
photon

track

Figure 4.1: The signatures of the investigated processes at H1, two clusters in
the SpaCal coming from the 70 or n and two unlike-sign tracks in the central
tracking system coming from the p°. The electron is measured in the electron
tagger located at 33 m from the nominal interaction point.

ground should be efficiently suppressed by requiring an electron in the tagger, diffractive
background leading to jets in the SpaCal, mostly charged pions, has to be eliminated.
A good possibility to distinguish between photons and hadrons are the transverse and
longitudinal shapes of the SpaCal showers. Photons produce much more compact clus-
ters than hadrons. The consequence is a difference in the cluster radius. In addition to
the cluster radius requirement a cut on the ratio between the cluster energy deposited in
electromagnetic and hadronic SpaCal is imposed to reject hadronic showers. In order to
ensure reliable energy measurement a cut on the radial distance of the cluster from the
beam line and a noise cut are imposed. The selection criteria for photon candidates are
summarized in table 4.3.

motivation cut

to separate Repuster € (0,3) cm
hadrons and photons | ERd, /Ee™ . < 0.01
noise cut Eg ier > 100MeV
fiducial cut RD jyster € (8,75) cm

Table 4.3: Summary of requirements to select a photon candidate with fiducial
cut on the radial distance of the cluster from the beam line.
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Here denote:

Tuster and E(’}l‘&dster - cluster energy deposited in the electromagnetic and hadronic
part of the SpaCal, respectively. As photon candidates are treated only those clusters
for which the contribution from the hadronic part is less than 1%,. The efficiency
of the cut has been studied in [65]. A cut of 100 MeV on the electromagnetic cluster

energy corresponding to ~ 3omeise [66] is applied to reject noise.

® R uster - cluster radius. Only clusters with a finite radius Rjyster > 0 and Rejyster <
3 cm [65] are considered to be photon candidates.

® RD, jyster the radial distance of the energy deposition from the beam line. The
fiducial cut RD jyster € (8, 75) cm is required to avoid shower leakage at the borders
of the SpaCal.

Clusters with E¢jyster < 100MeV are ignored and considered as noise. Due to an acceptance
overlap between CJC and SpaCal the charged pions from the p meson decay, defined in next
chapter, can produce a cluster in the outermost part of the SpaCal. To save such events,
clusters associated with one of the tracks are ignored for the photon selection, independent
of their hadronic energy fraction. Otherwise events with a cluster with a large hadronic
energy fraction are assumed to be contaminated by hadrons and are excluded. The events
with clusters violating the ‘fiducial cut’ condition suffer from energy leakage and are also
excluded.

4.1.2 From Tracks to Pions - Selection Criteria

The p° meson is identified through its dominant pionic decay. The decay products 7+
and 7~ are detected in the central jet chamber (CJC). The charged pions passing the
CJC produce hits from which tracks are reconstructed. One example of a CJC track is
shown in fig. 4.2. The main track quality parameters defining the tracks in H1 are plotted

/
L

Y
CJC2 /e

o ® EndRadius

proton beam -

direction 0/ >iStaLrtRadius

s s Mo L O L
. 4

event vertex (x,y,2) J nominal vertex (0,0,0)

Figure 4.2: CJC track in z-R plane
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in fig. 4.3. The parameter dca is defined as the distance of closest approach in the x-y
plane to the nominal vertex position [x = 0,y = 0]. The main kinematical variables for a
track classification are its polar, 8, and azimuthal, ¢, angle, respectively, and transverse
momentum p; with respect to the beam direction. Both, azimuthal and polar angles are
considered with respect to the reconstructed vertex. Only tracks fulfilling certain quality
criteria are considered as pion candidates. In this analysis the standard H1 software
package from Lee West [72] is used to select ‘good tracks’. It contains a set of cuts on
kinematical and quality parameters which are summarized in table 4.4, where:

e p; - transverse momentum of track; 150 MeV is the lowest value at which tracks can
be reliably measured by the CJC.

0 - polar angle of the track (fig. 4.2); cuts of 20° and 160° are imposed by the
acceptance limits of the CJC.

StartRadius (fig. 4.2); radial distance of the first hit produced by the tracks in
the x-y plane to the nominal vertex position. By setting an upper limit on the
StartRadius one avoids that the track starts far from the interaction point. The
cut of 50 ¢m demands the beginning of the track in CJC1.

deca (fig. 4.3) - distance of closest approach calculated with respect to the primary
vertex. By setting an upper limit the tracks lying far from the vertex in the x-y
plane are rejected. An upper limit of 2 cm is considered with respect to the nominal
vertex.

Riengnt - track length in the x-y plane. It is the radial difference between the last hit,
EndRadius, and first hit, StartRadius, in the CJC. The cut removes short tracks.

RPTHPHTH - variable used to remove unreliable parts of the central tracks which were
split into two tracks due to reconstruction problems.

pr > 0.15GeV
20.0° < 0 < 160.0°
StartRadius < 50.0 cm
Track selection |dcal < 2.0cm
Riengnt > 10.0cm, ford < 150.0°
Riengnt > 5.0 cm, for& > 150.0°
RPTHPHTH = 1.0

| Background rejection | |z_Vtz| < 30 cm ‘
| Pion hypothesis | m = 139.57MeV |

Table 4.4: Summary of the requirements to select a good track. It is assumed
that all particles produced the tracks are charged pions.

In this analysis no method for identification of the mass of the particles is used and there-
fore it is assumed that all particle candidates obtained from the track selection are charged
pions (have a mass of charged pions m = 139.57MeV).
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Track

Reconstructed vertex [x,y]

Nomindl vertex [0,0]

Figure 4.3: Track reconstruction: The curve illustrates the reconstructed
track. Also important variables for the track definition are shown: the nominal
[0,0] and reconstructed [x,y] vertez, the distance of closest approach dca with
respect to the nominal vertex position and the azimuthal angle ®.

Both tracks have to be reconstructed from the primary vertex. In order to reject inter-
actions from satellite bunches the z-coordinate of the vertex (z-Vertex) has to be within
30 cm of the nominal vertex. A comparison between the simulated and data z-Vertex
distributions is shown in figure 4.4.

4.1.3 Photoproduction Selection - Electron Selection

Photoproduction events are selected by demanding the scattered electron to be detected
in the electron tagger eTagss. This restricts the photon virtuality to Q% < 0.01GeV? and
the inelasticity roughly to 0.3 < y < 0.65 (see fig. 4.5). To select a ‘good electron’ the
criteria shown in table 4.5 are applied.
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Figure 4.4: z-coordinate of the vertex with respect to the nominal vertez (0,0,0)

0.3 <y < 0.65
XeTaggg < 6.5cm
Epp < 2GeV

Table 4.5: Summary of the requirements to select ‘good electron’

The variables used are:

e y denotes the inelasticity defined in eq. (2.8), The inelasticity region (0.3, 0.65) has
been chosen to ensure the acceptance to be higher than 10% (see fig. 4.5).

e X,r14933 denotes the x coordinate of the impact point of the electron, the cut of
6.5 cm is applied to minimize the energy leakage at the border of the tagger

e Epp is the energy measured in the photon detector. In the Bethe-Heitler (BH)
process, used for luminosity measurements, the photons are detected in the photon
detector whereby the electron can scatter into the electron tagger. In this topology
the photon energy in BH events is higher than 2 GeV, therefore to avoid overlap
between a BH event and a photoproduction event, the energy in the photon tagger
is required to be less than 2 GeV.

4.1.4 Electron Tagger Acceptance

The efficiency e.rqg33 of the electron as a function of inelasticity y was determined with
the help of the software package QPETAC [92]. QPETAC supplies a run dependent tagger
acceptance as a function of inelasticity y if the electron is scattered into the fiducial region
XeTag33 < 6.5cm. As an example for one run in 1996 the acceptance is shown in figure
4.5. The mean efficiency is (€c1q4433) =~ 0.5 which means that on average the tagger detects
only every second electron. This value is also used for the cross section determination.
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Figure 4.5: Electron tagger acceptance as a function of the inelasticity y defined in (2.8)

Since H1 does not provide a simulation of the electron tagger and the corresponding trigger
elements, the MC events in the tagged photoproduction have to be weighted according to
their acceptances €qrqg-

4.2 Final Selection

In addition to the preselection (table 4.1) further cuts are applied: In order to ensure a
rapidity gap between the proton or its remnant and the p® meson no activity in the forward
region of the LAr calorimeter was demanded. To ensure exclusivity of the investigated
processes no activity in the central LAr calorimeter, aside the clusters assotiated with the
tracks from 7%, was required. Under ‘no activity’ one understands no LAr cluster above
500 MeV. Another condition to ensure exclusivity and a fully measured event, except the
scattered proton, is a cut on E — p,, defined in eq. (2.75), to be between 50 and 60 GeV.
The final selection is summarized in table 4.6.

motivation final cuts
diffraction at proton vertex | N(ELar ciuster > 500MeV) = 0 in forward LAr
exclusivity N(ELAr_ciuster > 500MeV) = 0 in central LAr
not conected to any track
fully measured event 50 GeV < E—p, < 60 GeV

Table 4.6: Final selection summary to ensure exclusivity, diffraction at the
proton verter and a fully measured event.
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4.3 Run Selection

The present analysis is based on the data accumulated by the H1 detector during four
years, 1996-2000, except 1998. In 1998, HERA switched from running with positrons to
electrons. The background conditions could not be improved adequately to run reasonably
with the tracking detectors. Therefore the data teakig period of the year 1998 is omitted.

The runs used for the present analysis had to pass the following quality cuts:

e Excluded runs: The following run periods were excluded from the data sample
1996 - 2000 taken by the H1 experiment:
- at the end of 1997 and 1999, so called ‘minimum bias’! runs with different trigger
settings
- runs with a shifted z-position of the vertex in 2000 due to different kinematics of
the events
- all runs Run > 257601 in 1999 [67]: in October 1999, one wire in the inner central
jet chamber (CJC1) broke and caused a ‘hole’ of approximately 20° in ¢.
- The run period upto run 157877 in 1996 because of different trigger settings (see
chapter 4.4).
- The run period in 1999 with running with electrons

e Run quality: Medium or good. Each run can be classified as ‘Good’, ‘Medium’,
or ‘Poor’ according to the current status of detector components. Poor runs have
been excluded, since many detector components didn’t work properly over a signifi-
cant part of run time.

e Trigger phase > 1: At the beginning of each luminosity fill, the trigger phase one
is set up. During this phase the trackers are ramped and very high prescales are
applied. Different trigger phases during data taking within one lumi fill correspond
to different prescale factors. Because of high prescales the phase 1 is excluded.

e High voltage (HV) sub-detector status. The HV status of the detector com-
ponents used for the analysis (LAr, SpaCal, CJC, ToF) had to be fully functional
during more than 80% of the full run time. Events in accepted runs with some
components not working, were excluded from the analysis, and the luminosity of the
run was correspondingly corrected.

The collected luminosity for the different data taking periods and the impact of the run
selection criteria are summarized in table 4.7. H1 has collected 117.26 pb ! over the four
years 1996, 1997, 1999 and 2000. About 65% of the data sample survives the run selection
which means about 76 pb~! to be analysed. The main reduction of the luminosity is
caused by the ‘excluded runs’ condition and the ‘trigger phase’ requirement, about 10%.
The reduction due to the ‘run quality’ selection is about 7.3% and the ‘HV subdetector
status’ about 5%. Since raw luminosity also includes sattelite bunches, therefore has to
be corrected for analyzed z-Vertex range.

4.4 Trigger Selection

For choosing a proper subtrigger combination aspects like trigger efficiency, L1 subtrigger
prescales and the number of triggers play a key role. The prescale is an important issue

'the events taken with more inclusive trigger conditions
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1996 | 1997 | 1999¢etp | 2000 | Sum
proton beam energy [GeV] | 820 | 820 920 920
Total raw luminosity [pb~1] | 9.89 | 27.95 19.33 60.09 | 117.26
Excluded runs (see text) [pb~'] | 7.35 | 24.91 14.2 59.26 | 105.72

]
]
]
G+M Runs [pb~ 1] | 7.11 | 21.61 13.34 | 56.02 | 98.08
]
]
]

Trigger Phase 2-4 [pb~!] | 6.88 | 17.08 11.16 52.35 | 87.47
HV ok + corr [pb 1] | 6.10 | 16.33 9.99 48.00 | 80.42
7-Vtx [pb 1] | 5.67 | 15.23 9.54 | 45.78 | 76.21

Table 4.7: Integrated luminosity from 1996-2000.

mainly because of statistics collected by a given subtrigger. The number of selected sub-
triggers is restricted because of the calculation difficulty of the L1 prescale correction (see
chapter 4.5). According to the topology of the processes and as a compromise among all
above mentioned issues the following trigger combination was chosen:

$50 Run < 193433 (4.1)
s50 || s61, Run > 193433 '
Subtrigger s50 was a special trigger for backward meson photoproduction. Subtrigger s61
was a general inclusive SpaCal trigger designed to measure the scattered electron in DIS.

1996 1997 1999 e*p :Run< 257601
Run > 157877 /2000

s50 L1: eTag && L1: eTag && L1: eTag &&

(IET> 1||IET_cen-2) | (IET> 1||IET cen_2) | (IET> 1|[IET_cen_2)
Run > 157877 L2: R20 L2: R20 — R30 in L2: R30

Run = 198827

(L1 prescale) 1.16 1.65/1.51 1.26 /2.06
561 DCR¢_Thigh && DCR¢-Thigh &&
since 28.6.97 2Vizr && 2Vitx &&
Run > 193433 (IET> 1| IETcen-2) | (IET> 1|IET_cen-2)
(L1 prescale) 1.0 1.03/1.16

Table 4.8: Definition of the subtriggers s50 and s61 with their averaged L1 prescales.
R20 — R30 denotes the change of the subtrigger condition. 1.65/1.51, 1.26 /2.06 and
1.03 /1.16 denote the (L1 prescale) for different run periods.

The exact definition of the subtriggers are shown in table 4.8, where || and && mean
logical ‘OR’ and ‘AND’, respectively. The subtriggers contain trigger elements of three
different detector systems: IET derived from SpaCal clusters, DCR¢ from CJC information
and zVtx from the proportional chambers. All subtriggers contain in addition global trig-
ger elements which ensure that the events come from a nominal bunch crossing and not
from an interactions behind or in front of the H1 detector. The definition of the trigger
elements which the subtriggers consist of is discussed in chapter 1.8.1.
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The runs before 157877 have been excluded because of a different s50 subtrigger setup
(TE IET_cen_2 has been included into the subtrigger since this run). The data in the
run periods 1996 and 1997 (up to run 193433) have been selected by subtrigger s50 only.
Starting with the run 193433 the events have been selected by the subtrigger combination
‘s50 || s61’. The averaged L1 prescales over a year for both subtriggers are shown in table
4.8. In the 1997 period prescale factors 1.65 and 1.51 for s50 corrospond to the period of
Run < 198827 (L2TT:R20) and Run > 198827 (L2TT:R30). For the determination of the
correction on the prescales and the trigger efficiency the data sample in 1997 has been split
into three periods according to the change of R20 in the run 198827 to R30 and including
subtrigger s61 from the run 193433 onwards: Run < 193433, 193433 < Run < 198827
and Run > 198827. This separation of the run periods according to any change of sub-
trigger settings is essential for the TE efficiency determination and correction of prescaling.

In the following the trigger efficiencies and the correction of the data for the trigger
effciency are determined.

4.4.1 Trigger Element Efficiencies

The efficiencies of trigger elements are usually not 100%. These inefficiencies can be de-
termined in two ways: 1) Either the trigger efficiencies will be obtained from Monte Carlo
and applied to the data or 2) the correction on the trigger efficiencies are obtained directly
from the data sample. The efficiencies of main trigger elements (TE) will be studied in the
following. The efficiencies of global trigger elements have been studies in many analyses
[87, 88], they are close to 100%.

The large amount of data available for the trigger efficiency determination allows to ob-
tain inefficiencies from data and to correct the data with them. For the trigger element
efficiency determination a data sample independent of the data sample taken with the in-
vestigated (tested) trigger is needed. Therefore another event sample has been selected by
so called reference subtriggers. The efficiency is then determined as the ratio between the
total number of the events selected by the investigated TE and by the reference subtrigger
additionally and the number of events selected by the reference subtrigger, as a function
of the quantity z:

_ Niestgaoref(v) && particle candidate

o(z) = Nyef(z) && particle_candidate (42)
If the efficiency is below 100% the error is [89]:
Ae(z) = | @)L= €@) (4.3)
Nref
If € = 100% the lower limit for a 67% confidence level for the efficiency was used:
€min(z) = (1 — 0.67)1/Nres (4.4)

where z is a variable with respect to which the efficiency is determined (i.e. cluster
energy, pg, 0, ...). Niestgares i the number of the events accepted by the investigated
trigger element ‘AND’ the reference subtrigger, N;..r is the number of the events accepted
by the reference subtrigger. ‘particle_candidate’ will be in this analysis either ‘good
track’ defined in 4.4 or a photon candidate described in 4.3, depending on the trigger
element studied.
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4.4.2 Trigger Efficiency of Subtrigger s50

In the subtrigger s50 the L1 SpaCal trigger elements (TE’s) IET > 1 and IET cen_2 are
supplemented by the L2TT condition R20 (R30) demanding the cluster to have a radial
distance from the beam line, RD, larger than 20 (30) cm.

The trigger efficiency of subtrigger s50 is determined via the efficiencies of all its trig-
ger elements: TET > 1, IET cen_2, R20, R30 and eTag. Since the trigger efficiency of
the electron tagger is included in the electron tagger acceptance (through QPETAC) the
efficiency of s50 depends on the efficiencies of the independent SpaCal trigger elements:
IET? (ergr), and R (eg), only, as their product es50 = erprer. Since IET > 1 and
1ET cen_2 have the same thresholds their efficiency has been studied commonly applying
logical ‘OR’ between them in eq. (4.2). The trigger efficiency e;gr is studied as a function
of the energy of the ‘hottest cluster’® e;gpr = erpT(Ehot). The trigger efficiency eg is
studied as a function of the radial distance RD of the furthest cluster* RD, e = eg(RD).
In both cases subtriggers s83 and s84, not containing any SpaCal trigger elements, are
used as the reference subtriggers:

$83: DCRPh Tc&&zVitx_sig&leT AG
s84: DCRPh.Tc&&zVitr_sig&&(LU_ET 44&&!\LU _PD _low&&!LU W atV et)

The total efficiency of s50, e550(F, RD), is given as the product of the independent ef-
ficiencies of e;pr(FEhot) and eg(RD):

6550(E, RD) = CIET(E) GR(RD) (45)

The efficiency determination of ;g7 (F) is shown in figure 4.6 a), using formula 4.2 with
particle candidate to be a photon candidate defined by the cuts in table 4.3. As an
example for 1996 the events accepted by the combination of reference subtriggers ‘s83 ||
s84’ are shown by the solid histogram and the events accepted by IET > 1| IET cen_2
trigger elements additionally by the dashed histogram as a function of the energy of the
hottest cluster. The ratio of both histograms is shown in figure 4.6 b) as black full points.
The same procedure has been used for the determination of efficiencies for R20 and R30.
They are depicted in figure 4.6 ¢) egeo(RD) as an example for 1996 and d) er3o(RD) for
2000. For the R20 and R30 distributions the energy of the furthest cluster has to exceed
2.5 GeV to be independent of the cluster energy condition.

The efficiencies were fitted with the Fermi function

€
erer(E) = Zamng (4.6)
eXp ( Ejf;ﬂdht ) +1
and
¢r(RD) = Cmaz-R (4.7)

exp (%gz;f) +1
where €40 1ET (€maz_r), Frn (RD7p) and Eyignt (RDyiqrn) denote the parameters of the
Fermi fit:

2In this subsection the common notation IET is used for IET > 1 and IET _cen_2, and R for R20 and
R30.

3the cluster with the maximum energy

4cluster with biggest radial distance from the beam line
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Figure 4.6: The trigger element efficiencies of IET, R20 and R30 elements: a)
the solid (dashed) histogram illustrates the energy distribution of the hottest
cluster selected by reference subtriggers s83|[s84 ((s83||s84) && IET). Parts
b), ¢) and d) show trigger element efficiencies for data of IET> 1 || IET cen_2,
R20 and R30, respectively. The curves show the fit functions. The vertical
dashed lines indicate the energy and radius limits applied in the analysis.
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® €maz IET (€maz_r) i the maximum efficiency of the IET (R) trigger element.

e Epp (RDypp) is the energy (radial distance) threshold for the IET (R) trigger ele-

ment.

o Eyidnt (RDyjian) denotes the width of the threshold.
Inserting 4.6 and 4.7 into 4.5 one gets for the total efficiency of s50:

- €maz_ IET €maz_R
e,50(E, RD) = o Y (4.8)
CXP \ Euians T ®XP \ "RDyiam T

From the efficiency distributions one observes that the maximum efficiency of subtrigger
sb0 demands at least one cluster with the energy above 2.5 GeV and radial distance above
20 (30) cm. The impact of these cuts on the statistics of the final (n — p°) sample is
shown in figure 4.7: where the energy versus radial distance of all clusters for the events
selected by subtrigger s50 is plotted: In a) for the events in the run period selected by
the R20 and in b) selected by the R30 condition. While the requirement on the cluster
energy of 2.5GeV does not reduce the statistics, the requirement on the radial distance
reduces the statistics significantly. Therefore, to save statistics, the lower cuts correspond-
ing to an efficiency of more than 40% have been chosen: a cut of 15 cm for the run period
Run < 193433 selected by R20 and a cut of 25 cm for the run period Run > 193433 selected
by R30 condition. The cuts and their impact on the efficiency are summarized in table 4.9.

The trigger element efficiencies of (IET > 1 || IET cen_2), R20 and R30 trigger elements
for all year periods are shown in Appendix A in figure A.1 in the first, third and fourth
row. All the fit parameters with x?/ndf of the SpaCal TE’s are listed in table A.1. The
distributions show the stability of all fit parameters for all trigger elements over the run
period 1996-2000. The maximum efficiency of IET is €40 1ET(E) ~ 98% for 1996 and
very close to 100%, for other of years. The maximum efficiency for the L2TT trigger
element, R, iS €40 _r(RD) ~ 100% over all periods.

cut ensured efficiency
E > 2.5GeV ereT(E > 2.5GeV) > 98% €pmaz_reT(F)
RD > 15cm for R20 | erp(RD > 15cm) > 40% €maz_r(RD)
RD > 25cm for R30 | erp(RD > 25cm) > 40% €45 r(RD)

Table 4.9: Summary of the cuts applied to the events selected by subtrigger
$50. The cuts ensure at least 40% efficiency of the subtrigger s50.

Since not for all events a trigger efficiency of 100% is ensured, the events with an efficiency
lower than 100% have to be corrected. If the energy of the cluster is E; and its radial
distance RD;, the probability, that the cluster will fire subtrigger s50 is es50(F;, RD;).
The total probability for an event that at least one cluster sets subtrigger s50 is:

N(clusters)

pso=1— J[ (1 ewo(E:,RDy)). (4.9)
i=1
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Figure 4.7: The energy versus radial distance of all clusters for the (n — p°)
sample is plotted for the data sample after final cuts selected by subtrigger s50
contained a) R20 condition and b) R30 condition. The dashed lines demon-
strate the requirement on the energy (vertical one) and the radial distance
(horizontal one) of the cluster.

The product runs over two clusters stemming from the 7% or 5 reconstructed in the SpaCal.
To correct the events selected by subtrigger sb0 for the efficiency, the event weight is given
by p.so from eq. (4.9).

4.4.3 Trigger Efficiency of Subtrigger s61

The efficiency of subtrigger s61 is determined through its trigger elements: IET > 2,
IET cen_3, DCR_$ and zVtz. The efficiencies of the SpaCal trigger elements IET® are
determined in the same way as for subtrigger s50 using the same reference subtriggers
s83 and s84. In figure 4.8 a) the efficiency (determined according to equation 4.2) for
IET trigger element is shown as an example for the 2000 data taking period. The points
illustrating the efficiency as a function of the energy of the hottest cluster, e;pr(Ep.t), are
fitted with the Fermi function from eq. (4.6).

The efficiency of the DCR¢ trigger element, epcrg, can be studied as a two dimen-
sional function of transverse momentum p; and polar angle 6 of the ‘highest p; track’®,

®In this subsection the common notation IET for IET > 2 and IET cen_3 is used. Since IET > 2
and IET _cen_3 have the same thresholds their efficiency has been studied commonly applying logical OR
between them in eq. (4.2).

Sthe track with the highest p;
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€DCRp = €DCRe(Pt highs Onign) if the py and 0 are uncorrelated which is assumed.

ET>2
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Figure 4.8: The trigger element efficiencies of IET, DCR¢ and zVitz trigger
elements: a) IET as a function of the energy of the hottest cluster, b) and c)
DCR¢ as a function of transverse momentum and polar angle of the highest
pt track, respectively, and d) zViz as a function of tranverse momentum of the

h

ighest py track.

The curves demonstrate the fit functions. The dashed lines illustrate the limits
on the energy of the hottest cluster, transverse momentum and the polar angle

of the highest p; track applied in the analysis.

The distribution in figure 4.8 b) shows the efficiency of the DCR¢ trigger element as a
function of transverse momentum of the highest p; pigh track, epcrg (Pt high), as an example
for the year 2000. Thereby one requires the polar angle of this track to be between 40°
and 140° to be independent of the inefficient region in 60j;4,. The distribution in figure
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4.8 ¢) shows the efficiency of the DCR¢ trigger element as a function of the polar angle of
the highest p; track, epcre(Ohign) as an example for the year 2000. Here one demands the
transverse momentum of the track to be above 1 GeV to be independent of the inefficiency
caused by low p; tracks. In this kinematic region (p; > 1GeV and 40° < 6 < 140")
6DCR¢(pt high,ehigh) = €maz_DCR¢- The 6DCR¢(pthigh) distribution has been fitted with
the Fermi function

€mar_DCR¢

6DCR¢(pthigh) - Pt Thl —Pthigh (4'10)
(exp ( Pt widthl ) + 1)
and epcre(f) has been fitted with the ‘double Fermi function’:
€maz_DCR¢ (4.11)

epcry(0) =
Pa— —O7po+0
(o (R52) 1) (o0 (S2227) 1)

where O7p1 (O7r2) and Oyigen1 (Owidinz) are the corresponding thresholds and widths, re-
spectively.

The efficiency of the trigger element 2Vitx, €,vy;, is also studied as a function of p;pgh,
€2tz = €Viz(Pthigh)- For the epcry and €,v4y, s50 is used as reference subtrigger which
does contain neither DCR¢ nor zVtx conditions. Figure 4.8 d) shows the efficiency
€2viz (Pehigh) as a function of p;pign. The fit was performed with the Fermi function.

The efficiencies of all trigger elements of subtrigger s61 for the run period 1997-2000 (except
1998) are shown in Appendix A in figures A.1 (for e7pr) and A.2 (for epcrg and €,v4,). All
fit parameters with y2/ndf are listed in table A.1. The fit parameters exhibit the stability
of all trigger elements. The maximum efficiency of trigger elements IET > 2 || IET cen_3
i8 €maz_1eT(E) ~ 100% over all years. The maximum efficiency of the DCR¢ trigger
element lies for different run periods between €4, pcry € (84.5 — 89.5)%. The zVix
trigger element exhibits its maximum for different periods in the interval: €4, vz €
(71.2 — 74.5)%.

Also for the data selected by s61 it is not possible to make cuts hard enough to ensure the
maximum efficiency of trigger elements due to the loss of significant statistics. From the
efficiency distributions one obtains that the maximum efficiency of subtrigger s61 demands
at least one cluster with an energy above 7.5 GeV and at least one track with 6 between
40° and 140° and p; > 1GeV. In figure 4.9 a) the p; versus polar angle 0 for all tracks and
in b) the energy of the hottest cluster for the events of the (n — p°) sample selected by
s61 are depicted. The requirement on the maximum efficiency of DC R¢ would exclude a
dominant part of the statistics. To save statistics the lower limits of the cuts have been
chosen to ensure an efficiency of the trigger element larger than 50%: a minimum cluster
energy of 5.5GeV, 30° < 6 < 150° for the polar angle of the track and p; > 0.65 GeV for the
transverse momentum of the track. The cuts with the ensured efficiency are summarized
in table 4.10. Since not always the hottest cluster and the highest p; track has to set
the trigger element the cuts applied will concern all the clusters and tracks. It means
that for the events selected by subtrigger s61 it is demanded: at least one track with a
transverse momentum above 0.65GeV and polar angle between 30° and 150° and at least
one cluster with an energy above 5.5GeV. The cuts applied to the angle and the trans-
verse momenta of the tracks ensure their uncorrelation and the efficiency epcry could be



64 Chapter 4. Data Selection

(n — p") sample
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Figure 4.9: The impact of the cuts applied to the track and clusters of the
events selected subtrigger s61 of the (n—p°) sample: In a) p; versus polar angle
@ of all tracks. The vertical dashed lines indicate the cuts on the minimum p;
of the tracks the horizontal ones the cuts on the polar angle 6 of the tracks.
In b) the energy of the hottest cluster is plotted. The vertical dashed line
indicates the cuts on the minimum cluster energy.

cut ensured efficiency
E > 5.5GeV GIET(E > 5.5 GeV) > 50% ema;c_IET(E)
30° < 0 < 150° | epcrg(30° < 0 <150°) > 50% €maz_DCRA(0)
pt > 0.65GeV 6DCR¢(pt > 0.65 GeV) > 50% €maz_DCRe(py)
szm(pt > 0.65 GeV) > 98% €maz_2Viz(p:)

Table 4.10: Summary on the cuts because of s61 efficiency to ensure
at least 50% of the mazimum of the trigger element efficiencies.

studied as epcry = €pcRre (Pt highs Onigh)-

Also the data which passed the subtrigger s61 have to be corrected for the trigger efficiency.
The probability that at least one of the SpaCal clusters coming from 7°(n) meson with
energy F; will set the trigger element IET is in analogy to formula 4.9:

N(clusters)

prerT =1 — H (1—erer(E;)) - (4.12)

preT is the probability that either IET > 2 or IET cen_3 trigger element fired.
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Similarly the probability that one of the tracks originating from the p° meson decay will
fire the DCR¢ trigger element is:

N(tracks)

pocrg =1— [ (1 —epcre(pris0:)) , (4.13)
i=1

and the probability that one of the tracks stemming from the p° meson decay will fire the
zVix trigger element is

N(tracks)

Pevie =1 — H (1 - Ethz(pti)) . (414)

The total probability for an event to fire the subtrigger s61 is the product of the proba-
bilities 4.12, 4.13 and 4.14:

Ps61 = PIET>2 * PDCR * P2Viz- (4.15)

The weight w1 = ps_ﬁl1 has been applied to the events in the data sample selected by
subtrigger s61.

4.4.4 Data Corrections on Trigger Inefficiencies

Since in this analysis it is not possible to choose the cuts as high as necessary to ensure
the maximum efficiency of the trigger elements the data have to be corrected. For the
determination of the correction factor one has to distinguish the following trigger combi-
nations:

e the event has been accepted only by one subtrigger (s50 or s61). Then the event
gets the weight p~! defined in equation 4.9 or 4.15 according to the fired subtrigger.

e the event has been accepted by both subtriggers s50 and s61.
In general the weight for events selected by N independent subtriggers is given by a
product of probabilities of all subtriggers that fired:

N (subtriggers)
PN (subtriggers) = H Psubtrigger - (4'16)

subtrigger

The two subtriggers s50 and s61 are correlated due to the SpaCal IET condition (see
table 4.8). But the efficiency of the IET condition in subtrigger s50 is 100% (table
4.9) and therefore there is no correlation between these two subtriggers and formula
4.16 can be used to weight the events in which both subtriggers fired.

4.5 L1 Prescales and Data Corrections

Depending on run and background conditions the level one subtriggers are prescaled to
control the output rate. The subtriggers involved were downscaled by an automatic proce-
dure [85] adjusting prescaling factors depending on the background conditions in order to
provide the optimum use of the delivered luminosity. A combined event weight, necessary
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for the simultaneous use of N subtriggers with different downscaling factors, is computed
as [75]:

N (subtriggers) (

wy = 1= I

1- ;" ) . (4.17)
i=1 T

The product runs over subtrigger s50 or subtrigger combination s50||s61, r; is:

- { 1 if the raw subtrigger s50, s61 is set in the event ’ (4.18)

0 otherwise

and Pr; are the prescaling factors of the subtriggers in the run in which the event was
taken. Equation 4.17 shows, the higher the number of the downscaled subtriggers, the
more possible combinations of subtriggers set in the event have to be distinguished. It
makes the calculations more difficult. The weight wp_T1 reduces for the events accepted
by only one subtrigger to its prescale w;rl = Pr;. Very low L1 prescale (close to 1) of
subtrigger s61 allows to apply w;,l = Prge1 also to the events in which the raw subtrigger
sb0 ‘AND’ s61 is set.

4.6 Total Efficiency

In order to determine the cross section several corrections for the detector effects (in addi-
tion to the trigger inefficiencies) have to be taken into account. Usually they are included
in the so called total efficiency. Due to the poor statistics of the data sample available for
its determination, the efficiency will be determined by means of the signal Monte Carlo
events. In this analysis the ToyGenMod MC event generator (see chapter 3.1) is employed.
In the first step the efficiency will be determined to restrict the analyzed kinematical re-
gion of the production of the 7%(n) and p’ mesons where the efficiency is reasonably high
in order to avoid large extrapolation factors. In the second step the efficiency will be
determined to correct the data for the cross section calculations.

Two main contributions to the total efficiency €;,; are examined: The geometrical ac-
ceptance, €geom, and the detector efficiency, €4e;. The geometrical acceptance, €geom, is
determined on the generator level and is given by the probability of the pions and the
photons to be in the sensitive range of the detector. This means that transverse momen-
tum and polar angle of the pions have to be in the acceptance region of the CJC and the
energy and the polar angle of the photons have to be in the acceptance of the SpaCal.
The detector efficiency, €g4et, is defined on the detector level and is based on the efficiency
to reconstruct p® and 7° () mesons in the detector after all cuts applied in the analysis.
The total efficiency is the product of:

(= i N%E(G,pt,Emm) NMC(final)  NMCO(final) (4.19)
oL — eom € - - .
! Ngje¥ NS0, pty Emin) NJ&s

where the first term corresponds to the geometrical acceptance and the second to the
detector efficiency and

° NgAgf is the total number of generated events in the kinematical region Q? <
0.01GeV? and 0.3 < y < 0.65
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. Ng]‘é’f (0, pt, Emin) is the number of generated events (Ng]‘é[,? ) which passed the ac-
ceptance cuts on the polar angle of pion candidates (20° < 6,+ < 160°) and photon
candidates (154° < 6, < 177°), minimum transverse momentum of the pion can-
didates (p; > 150 MeV) and minimum energy of the photon candidates (E > 100

MeV)

NMC(final) is the number of the fully reconstructed events which passed the kine-

matical restrictions described in table 4.1, the final selection shown in table 4.6 and
the cuts summarized in tables 4.9 and 4.10.

4.7 Determination of the Kinematic Region

For the determination of the limits of the kinematical region it is necessary to use a MC
model which produces particles in the full acceptance region of the SpaCal detector and
the CJC. Therefore the ToyGenMod (see section 3.1) model with modified parameters is
employed. In the following the total efficiency determined in two steps is shown: firstly
the geometrical acceptance is determined and then the detector efficiency.

4.7.1 Geometrical Acceptance

The geometrical acceptance is determined separately for the 70 (€yeom 0), 7 (€geom,n) and
p° (€geom,p0) as a function of their rapidities Yo, ¥; and Y0, respectively. By ‘sepa-
rately’ it is meant that €geopm 70(; does not include €yepp, 0 and vice versa. To ensure
a reliable measurement of the momenta of the tracks originating from p° meson decay,
their polar angle is restricted to the acceptance region of the central tracking detector,
20° < 6+ < 160° and their transverse momentum to p; > 150 MeV. For similar reasons
the polar angle of both photons has to be in the region 154° < 6, < 177° and their
energy Emn, > 100 MeV. The resulting acceptances for the (70 — p°) sample are shown
in figure 4.10 for the a) 7° and b) p® mesons as a function of Yo and Y0, respectively.
The resulting acceptances for the (n — p°) sample are shown in c) for the  and d) the p°
mesons as a function Y;, and Y0, respectively.

The geometrical acceptance, €geom 50, of the 7% meson is close to 100% in the whole SpaCal
acceptance region since the photons are very close to each other, shown in figure 4.11 a).
The distance between two photons from the 7 meson, figure 4.11 b), is larger and the
probability that one of the photons will be lost at the edges of the SpaCal acceptance
is much higher. Therefore the acceptance for the 1 meson falls down when approaching
Y, = —3.5and Y;, — —1.5. In figures 4.11 one sees the distance (in the x-y plane) between
two photons stemming from a) a 7° and b) an 1 meson. The distance is calculated at the
usual cluster position in the SpaCal (160 c¢m) with respect to the nominal vertex. While
the minimum distance of the photons from an 7 decay is about 8 cm, and the average is
about 20 cm, the averaged distance between the photons from 7° decay is about 5 cm. This
is a consequence of the larger mass of the  meson: The phase space for the products of
an 7 meson decay is much larger than for those from a 7% meson decay. Mathematically

it is described as )

m
Y172 (420)

0, ) =1 —— 12
COS( " 72) 2E’Yl E’Y2

where 0., , and m,, 4, are the angle between the decay photons in the laboratory system
and the squared photon-photon invariant mass (either 7° or 1 mass), respectively, with



68 Chapter 4. Data Selection
Geometrical acceptance
(7% — p°) sample
€geom,m0 €geom,p0
g l; T T T T ! T T \\— T T T T T T T T ; T ;‘_\ T E g 1:\ TTT ! T 1T ‘ TTTT ‘ TTTT ‘ T 1T ‘ T 1T TTTT I TTT \:
P 09- LT ' - poor P
08" D —Ii o8- ! -
o7k E o7t i ]
061 E E o6 b
0.5- = o5 —— L]
04- E oar | I
03 _| E 0.3- A
oz | E 0.2- L
o.1§ E 01 | E
O: L L L L i L L L L ‘ L L L L ‘ L L L L i L L L L ] ‘:\ L1l ! Ll ‘ L1l ‘ L1l ‘ Ll ‘ Ll ‘ L1l ! L1l \E‘
-4 -35 -3 -25 -2 -1.5 -2 15 -1 05 0 05 1 15 2
Y o [-] Y, [-]
a) b)
(n — p°) sample
Egeomm Egeom,po
g l; T T T T ! T T T T ‘ T T T T ‘ T T T T ! T T T T B g 1:\ TTT ! T 1T ‘ TTTT ‘ TTTT ‘ T 1T ‘ T 1T TTTT ! TTT \:
oo — L. | cPoe L
o8- 5 Bl : E 08" -
07 E - -+ 3 0.7c -
06/ E E 06" B
05- : Y i — — ]
04- i ; 04 I
03" - E 03 P
02 = oz o
o1
F L L L L i L L L L ‘ L L L L ‘ L L L L i L L L L ] ‘:\ L1l ! Ll ‘ L1l ‘ L1l ‘ Ll ‘ Ll ‘ L1l ! L1l \:
-4 -3.5 -3 -2.5 -2 -15 2 -5 -1 -05 0 05 1 15 2
Yr] [_] Yp [_]
c) d)

Figure 4.10: Geometrical acceptances of the a) 7° and b) p° mesons for the
(% — p°) sample as a function of the Y o and Y0, respectively. In c) and d)
the geometrical acceptances of the n and p° for the (n — p°) sample are shown
as a function of the Yy and Y0, respectively.
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Figure 4.11: Distance between two photons originating from a) 7™ meson
decay and b) n meson decay, respectively, generated by the ToyGenMod Monte
Carlo model.

the energies F,, and E.,.

The acceptance for the p° meson is the same for the (7% — p°) and (n — p°) samples
which is in agreement with the fact that the kinematics of the p® meson is similar in both
samples. The probability that one of the pions from the p° decay will be outside of the
CJC acceptance region is larger at the edges Y, 0 — +1.5 than for more central p° mesons
and therefore the acceptance decreases, too.

4.7.2 Detector Efficiency

The detector efficiency, €4e;, determined for the (7%(n) — p°) sample will include detec-
tor effects on both (7°(n) and p°) mesons, €z = €det (€det,n0(n)s €det,p0)- The detector
efficiency represents the efficiency of the 7° (n) and p® reconstruction in the detector com-
ponents and the efficiency of the applied analysis cuts. For both samples the efficiency is
studied as a function of the rapidities of the two mesons. The reconstructed MC sample
(NMC(final)) in equation 4.19) has to pass the preselection in table 4.1, final analysis cuts
in table 4.6 and restrictions due to the trigger conditions mentioned in tables 4.9 or 4.10.
The corresponding clusters are reconstructed in the backward SpaCal calorimeter within
154° < @ < 177° fulfilling the photon selection criteria, table 4.3. The tracks from the p°
decay have to be reconstructed in the central tracking detector within 20° < 6 < 160°
fulfilling the standard cuts of the Lee West track selection criteria, table 4.4. The rapidity
distributions after all the cuts (including cuts applied due to the trigger inefficiencies) are
then compared with the generated sample N, ;ﬁf (0, pt, Emin) determined in the geometrical
acceptance.
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The resulting detector efficiency for the (7 — p°) sample is shown in figure 4.12 as a func-
tion of the rapidities a) Yo and b) Y,0. The efficiency decreases strongly towards lower
rapidities of 7°. The reason is kinematics: Towards lower rapidities, Yo — —3.5, the pion
energy rises resulting in more strongly collimated photons which has two consequences: 1)
merging of the photons into one due to the SpaCal granularity 2) very low efficiency for
the event candidates to pass the cut (of 20 or 30 cm, see table 4.9) applied to the radial
distance of cluster. The detector efficiency in the Yo distribution exhibits a shift to low
rapidities of the p° which is related to the 7° reconstruction efficiency.

The detector efficiencies for the (n — p°) sample are shown in figure 4.12 as a function of
the rapidities c) of the 7 meson, ¥; and d) p° meson, Y,0. The strong decrease of the
efficiency at Y;, — —3.5 is a result of the cut applied to the radial distance of the clusters
(table 4.9). For a decrease of the efficiency at Y;, - —1.5 the fiducial cut (see table 4.3)
requiring a radial distance of one of two clusters to be above 75 cm is responsible. When
comparing the efficiencies of the (7% — p°) and (n — p°) samples one observes a much larger
efficiency for the (n — p°) sample than for the (7% — p%), mainly because of the fact that
the photons from 7 meson decay are much further apart from each other than the photons
from 7% meson decay (figure 4.11). In contrast to the (7% — p°) sample the efficiency as a
function of Y, is rather symmetric for the (n — p°) sample. The small asymmetry is due
to misidentifying one of the charged pions from p meson decay in the SpaCal as a photon
due to the small overlap between CJC and the SpaCal in acceptance. The relatively
large asymmetry of the efficiency in Yo distribution for the (7% — p%) sample is due to
misidentifying one of the pions in the SpaCal as a photon. Approaching Y,0 — +1.5
the efficiencies in both samples steeply fall down since the tracks are to short to pass the
Ryengtn condition in the track selection (table 4.4).

4.7.3 Total Efficiency

The total efficiency according to eq. (4.19) is the product of the geometrical and detector
efficiency. The obtained total efficiencies for the (7% — p°) and (n — p°) are shown in figure
4.13 as a function a) Y0 and b) Yo for the (7% — p°) sample and c) Y, and d) Y, for
the (n — p°). In order to avoid large extrapolation uncertainties the cross sections are
determined within a restricted kinematical region defined by the rapidities of the n(7?)
and p mesons: —3.5 < Y,(7%) < —2and —-1.5 < Yo < 1.5. The limits are shown by

dashed lines in figure 4.13 and listed in table 4.11.

—35 < Y0 < -2
35 <Y, < -2
—1.5 < Yo < L5

Table 4.11: Definition of the kinematic region.

4.8 Data Correction of the (n— p°) Sample

The procedure to determine the total efficiency correctly is discussed in Appendix B. It
is shown that for the total efficiency, calculated as the ratio of the total number of the
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Figure 4.12: Detector efficiency as a function of a) the n° meson rapidity,
Y0, and b) as a function of the rapidity of the p° meson, Y0, for the (0 —p%)
sample. c¢) and d) show the detector efficiency of the (n — p°) sample as a
function of the rapidity of the n meson, Yy, and the p° meson, Y0, respectively.
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Figure 4.13: Total efficiency as a function of a) the ™° meson rapidity, Yo,
and b) as a function of the rapidity of the p° meson, Y0, for the (70 —p°)
sample. ¢) and d) show the total efficiency of the (n—p°) sample as a function
of the rapidity of the n meson, Yy, and of the p° meson, Y0, respectively.
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reconstructed events after all analysis cuts and the total number of generated events (eq.
(4.19) ), the simulated and the data distributions have to agree. Therefore for the cross-
section determination the ToyGenMod distributions have been weighted according to the
distributions in data. This procedure is described in Appendix C.

To avoid large extrapolation uncertainties the kinematical region for the cross section cal-
culation was defined in section 4.7 and listed in tab. 4.11. The total efficiency determined
for this region is:

NMC(final)

rec

Ut = NMC(Y, Y,0)

gen

= 6.62% + 0.52% (4.21)

where NMC(final) is defined in eq. (4.19) and NMC (v, Y,0) is the number of the events

rec gen

generated by the weighted ToyGenModW within the kinematical constraints listed in tab.
4.11. The error of the efficiency is calculated as:

1 ) :
A€o = W\/[ANMC( final)]? — 2,00 [ANMC (final)]* + €2, [ANMC]?.  (4.22)

rec rec gen
gen

where ANMC and ANMC( final) are the corresponding absolute errors for NMC and

gen rec gen
NMC(final). The relatively high error results from the weighting procedure described in

Appendix C.0.1.

In order to correct the characteristic distributions of the (n — p°) sample the total effi-
ciency has been studied as a function of the following variables: figure 4.14 a) the centre
of mass energy of the gamma-proton system, W,,, b) the rapidity difference between p°
and 7 mesons, Yo —Y;, ¢ ) the squared four momentum transfer at the photon vertex, ¢,
d) the squared four momentum transfer at the proton vertex, t2, e) the squared centre of
mass energy of the (n — p°) subsystem, s1, and f) the squared centre of mass energy of
the p® — proton subsystem, so.

The efficiency exhibits a similar behavior in the W,, and Y, — Y, distributions: the
efficiency slightly rises with the steep decrease at the end. The lower number of events in
the data sample than in PythiaMod results in an empty bin in the Y 0 — Y distribution.
The t; and s; distributions exhibit a strong rise over the full acceptance region. The
efficiency as a function of t is for to < 0.6 GeV? rather constant. Above 0.6GeV? the
efficiency decreases due to the cuts applied to ensure rapidity gap in the forward region.
The efficiency as a function of sy is highest for s, € (1500 — 4000) GeV2. Below 1500 GeV?
the efficiency is low because of the detector acceptance limits. Above 4000GeV? it has a
tendency to be rather flat. The efficiency dependence on the ¢ and sy is rather constant.
In the next chapter these efficiency distributions will be used for the correction of the
measured differential distributions.

4.9 Data Correction of the (7 — p’) Sample

In chapter 6 it is shown that the (7° — p°) signal can not be extracted and only the cross
section for the 70 — 2track is determined. Therefore the efficiency will be determined for
the 70 — 2 track sample in which the track —track mass is limited by the p° invariant mass
window defined in eq. (5.5): (0.6 < my < 1) GeV. The same data correction procedure as
for the (n — p®) sample is used. The respective efficiency is:
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p%) sample as a function of: a)
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¢) momentum transfer at photon vertex, ¢; d) momentum transfer at photon
vertex, ty e) (7 — p°) system energy, s; f) p° — proton system energy, so
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NMC(final
étot((O.G < myg < 1) GeV) = W
w0

gen

= 3.95% =+ 0.43% (4.23)

where N9 (final) is defined in eq. (4.19) and N2 (Y;,Yy) is the number of the events
generated by the weighte ToyGenModW within the kinematical constraints listed in tab.
4.11. The error of the efficiency is calculated as in eq. (4.22). The relatively high error

results from the weighting procedure described in Appendix C.0.2.

4.10 Summary on the Data Selection

In this chapter the signatures of the investigated exclusive double meson photoproduction
of (n — p°) and (7% — p°) samples in the H1 detector were introduced. Also the data se-
lection procedure in which many cuts have been introduced (they are summarized in tab.
4.13), was described. According to the data taking periods 1996, 1997, 1999 and 2000 the
data were selected by the subtrigger s50 (for 1996 and first part of 1997) or subtrigger
combination s50 || s61 (second part of 1997, 1999 and 2000). Corrections on the data were
derived from trigger element efficiencies, L1 prescale factors and from the corrections on
the detector effects.

The kinematical region of the investigated processes in which the cross section will be
determined has been defined by electron tagger and by the cuts applied due to detector
efficiencies. They are summarized in table 4.12

0.3 <y < 0.65
Q? < 0.01GeV
—3.5 < Y0 < =2
-35 <Y, < -2
-15 < Yo <15

Table 4.12: Summary of the kinematic restrictions: Kinematic region in
which the cross section will be determined.
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cuts according to the signatures:
existence of a primary vertex
Neentraltracks = 2 reconstructed from the primary vertex, q; - g0 = —1
tagged electron
Netuster = 2

final selection
N(ELAr_ciuster > 500MeV) = 0 in forward LAr
N(ELAr_cluster > 500MeV) = 0 in central LAr not connected to any track
50 GeV < E—p, < 60 GeV

the cuts for the events selected by

subtrigger s50: subtrigger s61:
E > 2.5GeV E > 5.5GeV

L2TT: R20 L2TT: R30 30° < 6§ < 150°
RD > 15¢cm RD > 25cm pt > 0.65 GeV

Table 4.13: Summary of all analysis cuts




Chapter 5

Exclusive n — pY Photoproduction
at HERA

In this chapter the events are selected which contain the 1 and p° meson-candidates. The
7 and p meson candidates are defined by the mass windows in the photon-photon and
track-track mass spectra, the so called 7 and p° bands. The number of events entering
the cross section is estimated from correlation of the  and p bands. To estimate the
background contribution, the Monte Carlo models Pythia and RapGap are employed.

Since the purpose of Pythia in this analysis is background description and the interest
is to investigate exclusive 7 — p° production of any origin, the process yp — 7p°X has
been excluded from Pythia, and PythiaMod (see chapter 3.2.1) is used for the background
description. For the signal expectation the signal Monte Carlo model ToyGen is used.

Concerning the event sample generated by ToyGen one has to distinguish between three
types of generated samples:

a) ToyGen with original flux-factors which does not produce the particles in the region
where the data are seen. This kind of simulation is not used in the analysis.

b) Therefore the flux factor at the photon vertex has been modified (see chapter 3.1) and
this new generation of ToyGen is called ToyGenMod. This sample is only used in chapter
4.7 for efficiency determination to select the kinematical region and for selection of 7 and
p® invariant mass bands. To study the p° invariant mass band the ToyGenMod includes
also reweighting of the track — track mass distribution according to a P-wave relativistic
Breit-Wigner function. Therefore no normalization of the data is needed.

c) For comparison with the data, ToyGenMod distributions have been reweighted accord-
ing to the difference between the data and PythiaMod distributions (see Appendix C)
since the difference between data and PythiaMod is expected to represent the signal. The
reweighted ToyGenMod MC model is called ToyGenModW. It also means that ToyGen-
ModW is normalized to the signal expectation and will always be drawn as the sum of
PythiaMod and the data distributions. The term ‘expectation from ToyGenModW’ will
be used in the following only for simplicity since it is not an expectation in the sense of
a real prediction, due to a missing theoretical prediction for the signal. ToyGenModW
distributions are only normalized to the difference between the data sample and the back-
ground MC PythiaMod distributions selected by the final cuts.

All data distributions shown in this chapter are corrected by the L1 prescales (chapter

7
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4.5), L4 weights (chapter 1.8) and by the corrections on the trigger element efficiencies
(chapter 4.4). The background MC distributions are normalized to luminosity and cor-
rected for the electron tagger acceptance.

Finally, the systematic errors are estimated, and the characteristic distributions for the
upper and lower vertex are determined. The fitting procedure is based on the x? mini-
mization.

5.1 Preparation of the Sample

In order to select events with 17 and p° mesons, further cuts in addition to the final analysis
cuts have to be applied. The obvious requirement to be fulfilled is the event to contain
an 7 candidate, decaying into two photons, and a p° candidate, decaying into two charged
pions. These decays are identified by looking at the invariant masses of the photon and
track pairs. The mass window for 7 and p° bands will be determined from ‘inclusively
preselected’ distributions due to the higher statistics. Here ‘inclusively preselected’ means
the preselection of two clusters and two unlike-sign tracks.

For the inclusively preselected data sample the mass distribution of the vy system, m.,, is
shown in fig. 5.1 a). The distribution is fitted with a Gaussian G(m.,) to describe the n
meson mass peak and a polynomial of third order Ps(m.,,) for the background. The mass
spectrum simulated by ToyGenMod is shown in ¢). This distribution is fitted only with
a Gaussian due to the absence of any background. The parameters determined by the fits
are displayed in the figure and the mean values, widths and x?/ndf are shown separately
in table 5.1. Comparing measured and simulated mass distributions one observes an
agreement in the mean value for the mass of the 7, u (pgee = 526 MeV for the data
versus pyc = 529 MeV for MC), and a slightly larger width, o, for the data than for
the simulation (0441, = 35 MeV versus opr¢c = 26 MeV). The mean values in both cases
are shifted toward lower values by 20 — 25 MeV when comparing with the nominal value of
547.75 + 0.12 MeV [37]. For the shift of the measured mass, p, the large absolute energy
scale uncertainty of the SpaCal is responsible which is about 6% for a 5 GeV electrons,
(see chapter 1.4.2). The widths are dominated by the SpaCal resolution since the natural
width of the 5 is only 1.29 + 0.07keV. Therefore the mass peak can be described by a
Gaussian.

Data Monte Carlo
p [MeV] 526.3+2.3 528.8+0.6
o [Mev] 35.3%£1.9 26+0.5
x?% /ndf 16.7/9 35.8/18

Table 5.1: Parameters fitted for n candidates: mean value, width and x? per
degree of freedom found by the fit for the data and the Monte Carlo (ToyGen-
Mod) events.

A pair of photon-candidates is considered as an n-candidate, if

0.42 GeV < m.y < 0.63GeV. (5.1)
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The lower and upper bounds of the mass window correspond roughly to 30 (105 MeV)
w.r.t. the mean value of 526 MeV measured in the data.

The track-track mass spectrum for the same data sample is shown in fig. 5.1 b). The dis-
tribution is fitted with a relativistic P-wave relativistic Breit-Wigner function RBW (my;)
together with an exponential function multiplied by a square root B(my) defined in eq.
(5.4) to describe the background. The Breit-Wigner function is given by [37]

T
RBW (my) =A iy Lo (mir)

: 5.2
(M —m2)% + m2 T2 (mu) (5.2)

where my; marks the track-track mass, m o is a free parameter which determines the mass
of the p° meson. The mass-dependent width T is described by

%\ 20+1

m 0

T o (i) = T, (q—) . (5.3)
490 Mt

where | = 1 is the spin of the p” meson, ¢* = £1/m?, — (2m,+)? and ¢ are the momenta
of the decay products in the rest frame of the p° and for my = m 0, respectively.

The background is estimated via the function B(my) [96]:
B(my) = poe P\ /my — 2 - Mgt . (5.4)

The parameters determined by the fit are displayed in the figure and the central values of
the masses, m o, with the widths, Fgo, and x2/ndf are shown separately in table 5.2. The
central value of the mass determined from the data (750 MeV) is lower than the nominal
value of 775.8 +0.5 MeV, while the m, obtained from the simulation is in agreement with
the nominal value. The I‘go width is a bit larger in the simulation than in the data, (164
vs 147 MeV) but compatible within the large errors. The widths are dominated by the
natural width of the p° (Fgo = 150.3 £ 1.6 MeV [37]) which is the reason for a fit with a
relativistic P-wave Breit-Wigner function.

Data Monte Carlo
myo [MeV] 748.4+14.3 774.442.1
[0 MeV] 146.8+39.1 163.9+4.5
x?%/ndf 17.65/16 20.43/18

Table 5.2: Parameters fitted for p° candidates: the central value of the mass,
mpo, the width, I‘go, and the x? per degree of freedom found by the fit for the
data and Monte Carlo (ToyGenMod)

Due to the asymmetry of the RBW (my;) a lower limit of 0.6 GeV and an upper limit of 1
GeV were chosen as mass region for the p° meson:

0.6GeV < my < 1GeV. (5.5)
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Figure 5.1: Definition of the n and p° candidates: The photon-photon and
track-track mass spectra are shown for data (upper plots) fitted with the sum of
a Gaussian and a polynomial of third order Ps(m), and fitted with the sum of a
P-wave relativistic Breit-Wigner function RBW (my) and B(m), respectively.
In the two lower plots the photon-photon and track-track mass distributions
are shown for the Monte Carlo ToyGenMod fitted by a Gaussian and a P-wave
relativistic Breit-Wigner function RBW (my), respectively. The dashed lines
illustrate the chosen mass region for the n and p° mesons.
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5.2 Signal Extraction and Background Treatment

In the previous chapter, from the inclusively preselected data, one observes the n peak
in the photon-photon mass spectrum and the p° peak in the track-track mass spectrum.
Whether these peaks survive the final selection and whether there is a correlation between
them is discussed in the following.

The relative and absolute errors for the bins with IV entries containing weighted events
are calculated via the expression:

AN = /sz.?, AJ\][V = ng (5.6)

where the sum runs over all events in the bin.

Applying the cuts on exclusivity and cuts on the rapidity gap in addition to the preselec-
tion cuts, one obtains for the track-track and photon-photon mass spectra the distribu-
tions shown in fig. 5.2. The data are shown by dots, ToyGenModW as grey histogram and
PythiaMod as empty histogram. In the track-track mass spectrum a) the data exhibit a
signal in the p° mass range. The expectation from ToyGenModW from 7 — p° production
is too low to describe the full peak in the data which means that some other processes may
exist that contribute. The PythiaMod distribution does not exhibit any clear enhance-
ment. The data also exhibit a peak in the 1 band in the photon-photon mass distribution,
b). PythiaMod reasonably describes the distribution outside the n mass window, and no
clear peak is seen. On the other hand the expected signal from ToyGenModW agrees with
the data. The large errors in the data sample stem from the L4 weights. The correlation
between the photon-photon and track-track mass spectrum is shown in ¢) for PythiaMod
and d) for the data sample. For the data sample a clear correlation between the 1 and p°
is observed while in PythiaMod the correlation is shifted to much higher track-track mass
(about 1 GeV) and exhibits a very large spread.

In figure 5.3 the track-track mass is illustrated when selecting the 7 in the photon-photon
mass spectrum according to eq. (5.1). The data (dots) are fitted by the sum of RBW (my)
(eq. (5.2) ) and B(my) (eq. (5.4) ). The parameters obtained from the fit are listed in
table 5.3. The fitted mass and the width of the p° are compatible with the nominal values
within the errors.

In fig. 5.3 also the contribution from the process yp — pJ; X = np°X to the full signal
is shown. From the difference between Pythia (full histogram) and PythiaMod (dashed
histogram) distributions one gets 4.2 events which contribute to the total signal. But
a much more probable process in Pythia is the production of non-bound 7~ 7" states:
¥p — pgi 7 fX — nm~ 7t X which is responsible for most of the background. The mecha-

nism of p), ¢ production is described in chapter 3.2.1 in more detail.

The dot-dashed histogram shows background estimation from RapGap. Outside the p°
band it agrees reasonable well with PythiaMod. The lower part of the my distribution is
better described by RapGap while the part of higher my; is better described by PythiaMod.
The grey histogram demonstrates the track-track spectrum simulated by ToyGenModW.
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Figure 5.2: Mass distribution of the (n-p°)-sample: Comparison between data
(dots), PythiaMod (white histogram) and ToyGenModW (grey histogram) for
the track-track a) and photon-photon b) distribution after all analysis cuts (ta-
ble 4.18). In c) and d) the correlation between photon-photon and track-track
mass for PythiaMod and data, respectively, is shown.
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Figure 5.3: Track-track mass distributions for the n band: Comparison be-
tween data (dots), Pythia(full-line histogram), PythiaMod (dashed histogram),
RapGap (dot-dashed histogram) and ToyGenModW (grey histogram) for the
track-track mass distribution after all analysis cuts (table 4.13). Also here the
grey histogram is plotted as a sum ToyGenModW and PythiaMod distributions.
The two dotted vertical lines demonstrate the p° band.
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A 3.08+1.22 ]
myo  (751.354+32.79) GeV
Pgo (129.544-60.47) GeV
D0 14.85+£19.67 Gev 3/2
1 19.44+14.82 GevV!

x?%/ndf 7.35/13 [

Table 5.3: Fitted Parameters of track-track mass distribution shown in figure
5.2: The table lists the parameters and their errors found by the fit together
with the respective x> per degree of freedom.

It agrees with the data. In the RapGap MC sample only a negligible number of contribut-
ing events N (yp — np°X) = 0.3 has been observed.

Control plots for the (n — p°) sample are shown in fig. 5.4 with a comparison between
data (dots), PythiaMod (empty histogram) and expectation from ToyGenModW (grey
histogram). In a) the variable F — p, is shown which is expected to be about 55 GeV,
twice the electron beam energy. The data exhibit a slight shift towards lower values than
seen in the simulation. The mean values from the data and from the simulation differ by
roughly 1 GeV (54.4 GeV for the simulation and 53.8 GeV for the data) which is mainly
due to the miscalibration of the SpaCal data in 1996 and 1997 and resolution effects.
Also the shape of the background plays a role. In b) the z-Vertex position is shown. One
observes reasonable agreement between the expectation from ToyGenModW and the data.

5.3 Comparison of Monte Carlo and Data

In this section the comparison between data, the background Monte Carlo model Pythi-
aMod and the expectation from the signal MC, ToyGenModW, is discussed. All simulated
and measured distributions shown in the following are obtained after application of all
analysis cuts summarized in table 4.13 and also the cuts on the v — v mass, equation 5.1,
and track — track mass, equation 5.5, to ensure that events contain the n and p meson
candidates.

The properties of the n candidates and the photon candidates originating from the n de-
cay are shown in figure 5.5 for data (dots) and both Monte Carlos: the expectation from
ToyGenModW is shown in grey on top of the background assumption of PythiaMod. The
following distributions are shown: a) energy of all clusters, b) energy of the hottest cluster,
c) energy of the n meson, d) distance between both clusters, e) transverse distance of the
clusters from the beam line, f) radius of the clusters g) transverse momentum of the 7
meson and h) its rapidity. In general one observes reasonable agreement between ToyGen-
ModW and the data. Only a small difference is observed in the E; and p; distributions:
the simulation is distributed smoothly while the data are peaked at lower values.

The energy of the hottest cluster is above 2 GeV which is due to the cut applied in the anal-
ysis. The energy of the 1 meson is in the interval of 6 —14 GeV and the main part is carried
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Figure 5.4: Control plots for the (n-p°) sample: a) The variable E — pz and
b) z-coordinate of the vertex. The dots represent the data, the white histogram
PythiaMod and the grey histogram ToyGenModW. The dotted lines demon-
strate the applied cuts.

by the hottest cluster which means that the energy of the 1 candidate is distributed be-
tween its decay products asymmetrically. The distance between clusters originating from
the n meson is safely above the minimum of 4 cm for separate detection given by the
SpaCal granularity. Also one can see that the clusters are dominantly produced in the
very backward direction at the border of the SpaCal acceptance which is shown by RD,
distribution. The cluster radius distribution, R.;, shows a reasonable choice of an upper
limit of 3 cm, used in this analysis. The p; of the n meson is rather low which is charac-
teristic for soft physics.

The properties of the p° candidates and pion candidates originating from the p° meson
decay are shown in figure 5.6 for data (dots), ToyGenModW (grey histogram) and Pythia
(empty histogram). The following distributions are shown: a) energy of all tracks, b)
energy of the p® meson, c) transverse momentum of all tracks and d) the p° meson, e)
polar angle of all tracks and f) the p° meson and g) rapidity of the p° meson. In h) the
rapidity of the 7 meson versus rapidity of the p° meson in the data sample is depicted.
The dashed lines indicate the region in which the cross section will be determined.

The typical energy of the tracks is below 1.5 GeV. It is an argument why no requirement on
the identification of the pion candidate in the LAr calorimeter was imposed. The energy of
the p® meson is 1—3 GeV which is much less then the energy of the  meson. The transverse
momenta, of the tracks and p° meson are below 1.5 GeV which is also characteristic for soft
processes. The polar angle distributions show that the tracks and also the p° meson are
predominantly produced in the backward region at the end of the CJC acceptance which
is also demonstrated by the rapidity distribution. Reasonable agreement can be observed
between ToyGenModW and data in all distributions.
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Figure 5.5: Properties of the photon candidates of the decay n — vy after
application of all analysis cuts (table 4.138) and the cuts on the m. (eq. (5.1)
) and my (eq. (5.5) ): a) the cluster energy, b) energy of the hottest cluster,
c) n energy, d) distance between two photons originating from the n meson
decay, e) radial distance of the cluster from the beam line, f) cluster radius, g)
transverse momentum of the n meson, h) rapidity of the n meson.
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Figure 5.7 shows a collection of distributions for the (n — p°) sample together with the
respective expectation from Monte Carlo, where the signal is plotted in grey. The dis-
tributions shown are: a) the rapidity difference between p® and 7 mesons, Yo =Y, b)
the center of mass energy of the v — proton system, W,,, c) the squared four-momentum
transfer at the photon vertex, |¢1|, d) the squared four-momentum transfer at the proton
vertex, |ta|, e) the squared center of mass energy of the n — p¥ system, s;, and f) the
squared center of mass energy of the p° — proton system, sy, f). Also here, generally
reasonable agreement between data and ToyGenModW is observed. The s1, s2, Y0 — Y,
and W, distributions have strong influence from detector effects and therefore have to be

corrected by these effects which is discussed in the next chapter.

5.4 Results

In this chapter the cross section calculation using different approaches for the signal and
background extraction is executed. Also characteristic differential distributions for the
upper and lower vertex are obtained.

5.4.1 Total Cross Section

The cross section o(yp — 1np°X) is determined in the kinematical region defined by the
scattered electron detected in the electron tagger and by restrictions on the rapidities of
the 1 and p° mesons:

03 < y < 065

Q> < 0.01Gev

-35 <Y, < -2 (5.7)
-15 < Yp < 15

It is obtained via the expression:

RBWCO'I"I‘ Nsignal
7
€tot€eTag33 BRyo L -7:7/6

o*(yp = 1p°X) = (5.8)

where the o* denotes the total cross section calculated in the kinematical region defined
n (5.7), N*9nel is the number of signal events corrected for trigger efficiencies, L1 and
L4 prescale factors and weights, respectively, €t = €geom€det = (6.62 = 0.52) % is the
total efficiency determined in section 4.22, (€c7qg33) = 0.5 is the average of the electron
tagger acceptance, BRiot = (BRy vy = 39%) - (BRjyo_ypt,- = 99%) = 38% is the total
branching ratio calculated as the product of the branching ratios for the decays: n — vy
and p° — 77—, L = 76 pb~! (table 4.7) is the integrated luminosity collected over the
years 1996, 1997, 1999 and 2000, and F, /. = 1.32 - 102 is the flux of photons stemming
from the electron as given by the integral over y and Q? defined by the electron tagger
(2.16). RBW_ ppr = f22m,ri RBW (my)dmy/ fol.s RBW (my)dmy = 1.25 is the correction

on the integral of the relativistic Breit Wigner function (defined in (5.2)) limited by the
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Figure 5.6: Properties of the pion candidates of the decay p° — ntn~ after
application of all analysis cuts (table 4.13) and the cuts on the m. (eq.5.1) and
my (eq.5.5): a) track energy, b) p° energy, c) and d) transverse momentum
of the track and p°, respectively, e) and f) polar angle of the track and the p°,
respectively and g) rapidity of the p° meson. In h) the rapidity of the n meson
versus rapidity of the p° meson in the data sample is depicted. The dashed
lines indicate the region in which the cross section will be determined.
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Figure 5.7: Properties of the n — p° system after application of all analysis
cuts (table 4.13) and the cuts on the m. (eq.5.1) and my (eq.5.5): a) Rapidity

: 0
difference between p° and n mesons, Yo

—Y,, b) center of mass energy of the

y-proton system, W.,, c) the squared four-momentum transfer at the photon
vertez, t1, d) the squared four-momentum transfer at the proton vertez, to, e)
the squared center of mass energy of the n— p° system, f) the squared center of
mass energy of the p° — proton system. The dots represent the data, the white
histogram PythiaMod and the grey histogram ToyGenModW.
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p° mass window.

Two methods are used to get independent approaches for the extraction of A$97¢  In
the first method A*¥9"% will be obtained from the fit of the 7 signal in the vy — v invariant
mass spectrum when selecting p band in the my spectrum. In the second method it will
be determined from the crossed n and p mass bands shown in fig. 5.2 c¢). In principle
N5i9m4l could be obtained also from the fit of RBW but since the integral of the relativistic
Breit-Wigner function is not normalized to one it is problematic to obtain the number of
events from the fit and therefore this method is not employed. The two methods used are
described in the following:

o N/si9nal jg obtained from a Gaussian fit of the 7 invariant mass peak in the photon-
photon mass distribution demanding the track-track invariant mass to be within
four different invariant mass windows: my € (0.6,1.0) GeV, my € (0.5,1.15) GeV,
my € (0.5,1.3) GeV and my € (0.5,1.45) GeV. The corresponding m., distributions
are fitted by the sum of the Gaussian G(m.,), to describe the n mass peak, and a
polynomial of third order P3(m.,), to describe non resonant background. The fitted
distributions are shown in fig. 5.8. To estimate resonant background PythiaMod
and RapGap distributions are shown.

The Gaussian G(m.,) has the form:

Nsignal Am,y 1 /My — 2
Glm) = Ay o |1 (M) (5.9)
i V2r oy 2 oy

with the N'5%97¢ a5 the only free parameter. The values uy and oy are taken from the
fits to the inclusively preselected sample (table 5.1). Am.,, is the width of the bins.
The resonant background has been estimated by counting the events in PythiaMod
above the polynomial. After subtraction of the resonant background, N;¢® from the
value N/°! obtained from the Gaussians one obtains for ./\/'Z-Sig"al the following values:

Nt = 3804128, ANT® = 5+22 = N — 331130
Niot = 46.0+13.4, NI® = 13+36 = AN — 33+139
Nt = 4944137, Nfe = 15439 = N9 — 344142
Nt = 51.6+£13.8, NI = 16+4 = N9 — 36+144

where N°! is the number of events obtained from the Gaussian, N7 is the esti-
mated number of events from the resonant background (events lying above the fitted
polynomial) and AfiSig"al is their difference with the absolute error of

ANFME = JIANTNZ 1 ANT)2. Making the p band wider the processes like
yp — n-nty, 7~ wtaln, ... start to contribute significantly to the resonant back-
ground.

e Another possibility is to get A/*9"% ag the difference of the total number of events
measured in the data (VZ°") and the number of background events (AV°*9). They are
obtained from the crossed region of the 7 and p° invariant mass bands illustrated in
fig. 5.2 ¢) and d). From the data sample one gets: NI°' = 63.7+12.9. Assuming that
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Figure 5.8: The my, distributions for four different p° invariant mass windows:
a) (06 < my < 10) GeV, b) (05 < my < 115) GeV, C) (05 < my < 13) GeV,
d) (0.5 < my < 1.45) GeV.
The data (dots) were fitted by a Gaussian defined in eq. 5.9 and a polynomial of
third order. Also background from PythiaMod (dashed histogram) and RapGap
(dotted histogram) is shown.
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the background is properly described by PythiaMod, the background is estimated
to be AVjbyf = 22.2 + 5.0. Then:

N = Nfot — NP = 41,5 £13.8

with the absolute error calculated as: AN®9"a = \/ (ANE)2 + (A,/\/;’;f )2. Similar

results of the background estimation provides also RapGap: N,f’f]? = 18.6 £ 3.6 with
only 0.3 events contributing to the signal via yp — npX which provides only 2%
for the signal-to-background ratio. Pythia gives 4.2/22.2 =~ 16% for the signal-to-
background ratio.

The results from both methods differ by 22% but are consistent within the statistical
errors when comparing N¥9"% = 34 + 13 and N;Zgnal = 41.5 + 13.8. The difference is
related mainly to the fact that in the second method the summing of events in the bins to
obtain M runs over the wider region defined by 0.42 GeV < m.,, < 0.63 GeV, see (5.1), in
which the PythiaMod distribution lies below the data. Another source of the difference is
related to the principle on which the methods are based. The first method uses an integral
of the fitted function over only three bins with relatively large bin-size which is lower than
the sum of the events over the three bins. However only one parameter is free since y; and
oy are fixed. A small incompatibility of the first method arises from the estimation of the
NTe counting the events in the bins since no reasonable fit of the resonant background in
PythiaMod can be performed. However this incompatibility is very low since it concerns
only a few events. Comparing with the second method the first method is much less
dependent on the background estimation via any Monte Carlo model. Since it is not clear
how reliable Pythia and RapGap can describe such background it is a crucial point why
the first method will be used for the cross section determination. Inserting the mean value
from (NF9meb. .. nrsianaly 4 (ANFImal L AN — 34 4+ 14 into eq. 5.8 one obtains:

o*(yp — np’X) = (3.5 + 1.4 (stat))nb. (5.10)

The statistical error for the cross section is calculated by adding the relative errors of
the total efficiency (Ae/e = 8%) and signal events (AN#9mal) /(N/signaly — 14 /34 = 41%
in quadrature. However the difference between the values obtained for A5¥9"al of both
methods will be taken as a systematic uncertainty.

5.4.2 Measurement of the Squared Four-momentum Transfer at the
Photon and Proton Vertex

From the measured differential distributions of the squared four-momentum transfer at
the photon vertex, |¢1|, and proton vertex, |t3|, shown in figure 5.7 ¢) and d), respectively,
one can determine the slopes b;, and b;, by fitting an exponential el o the data
distribution. This is motivated by the expectation from eq. 2.29. To extract the true
value of the slopes, the |t1(2)| distributions as they are measured have to be corrected
for the total efficiency determined by means of ToyGenModW in chapter 4.8. Hence the

correction function is obtained from the reconstructed distribution fM¢(z) after applying

all analysis cuts and the true (generated) distribution f%g(.x)
MC (:C)
€(r) = =5, (5.11)
gén (&)
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and the corrected data distribution f3%"(x) is obtained by multiplying the measured one,

fdata(z), by the correction defined in equation (5.11):

gggg(x) = €($) . fdata(-r) . (5.12)

Applying this correction to the measured |¢;| and |t2| spectrum the resulting distributions
after background subtraction (PythiaMod) are shown in fig. 5.9 a) and b), respectively.

Photon vertex Proton vertex
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Figure 5.9: Corrected differential distribution of the squared four-momentum
transfer |t1| at the upper v —n vertex a) and |t2| at the lower proton vertez b).

Fitting the results with
dara (1)) = Are™Palll - fEo (Jta]) = Age2 "2, (5.13)
yields slopes of
by, = (2.0 £0.5)GeV ™2, by, = (1373) GeV 2. (5.14)

Parameters of the fits with x?/ndf are summarized in table 5.4.

For the mean values for |¢1]| and |t2| the following values are obtained:

Q

(|t1]) 0.6 GeV? (5.15)
(|ta]) ~ 0.1 GeV2. (5.16)
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|t |t2]
A (L6153)-10% 1.7707-10% Gev 2
by 2.0+ 0.5 13.0122  Gev2
X2 /ndf 1.4/5 0.7/1 []

Table 5.4: The table lists the parameters determined from the fit of the squared
four-momentum transfers t1 and ty at the photon and proton vertex, respec-
tively, with their errors together with their respective x° per degree of freedom.

5.4.3 Measurement of the Squared Center of Mass Energy of the Sub-
systems 1 — p° and p° — proton

From the differential distributions of the squared center of mass (CMS) energy of the
subsystems n — p°, s1, and p — proton, sy, shown in figure 5.7 e) and f), respectively,
one can measure the energy dependence. Again the corrections obtained in chapter 4.8
have been applied to the measured s; and sy distributions according to relation 5.12. The
resulting distributions after background subtraction (PythiaMod) are shown in fig. 5.10
a) and b). The energy dependence motivated by the prediction from eq. 2.32 is expected
in the form oc s7%. Fitting the corrected distribution via:

b b
data (1) = A1817", faata (s2) = A2sy” (5.17)

yields for the s; dependence:

bs, = (—2.9708) . (5.18)

The fit of the so distribution by 5.17 does not provides a reliable result since in the
procedure of the x? minimization the bins with low entries get very high ‘weights’ and
the bins with high number of entries become less ‘important’ for the fit. Therefore the
fit of the s distribution via 5.17 is not presented. Parameters of the fits with x?/ndf are
summarized in table 5.5.

81
A 2375100 Gev2
by 29557 [}

x? /ndf 6.2/5 ]

Table 5.5: The table lists the parameters determined from the fit for the
squared center of mass energy of the n— p° system, s1. Also the errors together
with their respective x> per degree of freedom are listed.

For the mean values for s; and so the following values are obtained:

12.5 GeV? (5.19)
(s9) ~ 6234 GeVZ. (5.20)

£
2
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Figure 5.10: Corrected differential distributions for: a) the squared center of
mass energy of the n— p® system, s1, and b) the squared center of mass energy
of the p° — proton system, so.

5.4.4 Measurement of the Rapidity Difference between p° and  Mesons

Another important characteristics of the n — p° system is the dependence on the rapidity
difference between the two mesons, AY =Y,0 —Y;. From the measured AY distribution
(fig. 5.7) one gets the corrected one (shown in fig. 5.11) using the procedure described in
chapter 5.4.2. According to (2.23) the distribution of the rapidity difference is expected
in the form o e?2¥(2Y) and therefore the corrected spectrum is fitted by:

corrAY) = AerY?, 5.21
data

which results in the parameter bay to be:

bay = (—0.8£0.5), (5.22)

All fitted parameters with x?/ndf are summarized in table 5.6.

Yo —Y,
A 8.5 5% 102 [
bay -0.8+0.5 [
x?/ndf 2.1/2 [

Table 5.6: Parameters determined from the fit of the rapidity difference be-
tween p° and n mesons with their errors and respective x? per degree of freedom
are listed.
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Figure 5.11: Corrected distribution of the rapidity difference between p° and
7 mesons, AY .

5.4.5 Measurement of the Center of Mass Energy of the v — p System
W’YP

The quantity characterizing the process in the photoproduction regime is the CMS energy
of the v — proton system, W,,. The corrected W,, distribution is shown in fig. 5.4.5.
According to [104] the behavior of the W, distribution could be expected to be of the form
o« W2w | where by is the product of the intercepts of the Regge trajectories exchanged
in the upper and lower vertex by = «(0); - @(0)2. But the behavior of the corrected W
distribution does not provide a meaningful result for the fit, and only the mean value for
W, was extracted:

(W) = 208 GeV (5.23)

5.5 Discussion of Systematic Errors

The main sources of the systematic errors for the cross section determination are discussed
in the following:

e The systematic uncertainty related to the uncertainty of the energy scale and en-
ergy resolution of the electron tagger is estimated [95, 96] to be 4 % when varying
(increase/decrease) the energy deposited in the EM SpaCal by 2%.

e The relative uncertainty of the energy scale for the LAr and SpaCal calorimeters
results in a systematic uncertainty of 10% [95]. The energy scale is varied by +4 %
(see chapters 1.4.1 and 1.4.2).
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Figure 5.12: Corrected differential distribution of the center of mass energy
of the y — proton system, W.,,.

e The uncertainty of the track reconstruction efficiency is estimated to be 2% [82] per
track, resulting in an error of 4% for two reconstructed tracks ((1 — 0.982) - 100% =

4%).

e The systematic uncertainty related to the contribution from beam-gas events could
not be determined due to very low statistics and is taken to be < 1% from [95, 96].

e The systematic uncertainty on the n — p° reconstruction efficiency: The total effi-
ciency was studied as a function of different variables which is shown in fig. 4.14. It
exhibits the strongest dependence in ¢; distribution which also gives the largest un-
certainty for the efficiency. The slope of the corrected t; distribution was measured
to be by, = 2 £ 0.5. Therefore the reweighting of the slope ¢; of ToyGenMod was
performed by t¥%°. The difference in the efficiency is taken as the systematic error
and the uncertainty obtained is 20%.

e The comparison of the values obtained for the number of the signal events A/ %974
from four different method gives the uncertainty of 22%.

e The uncertainty on the Monte Carlo model is determined by calculating the cross
section using the two different backgound Monte Carlo models RapGap and Pythi-
aMod. The difference for the cross section is about 16%.

e The systematic errors on the luminosity are not uncorrelated and therefore the total
error is determined as:

ALsys  (Lo60Lgs) + (L9706 Lg7) + (Lg9dLgg) + (L20000L2000)

['tot ‘Ctot ’
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The relative errors 5L96 = 1.77%, (5L97 = 1.5 %, (5L99 = 1.5 %, 5L2000 = 1.45%
include satellite corrections and are taken from [93].

e The systematic uncertainty on the efficiency of subtriggers s50 and s61: A variation
of the fitted parameters according to their errors (see table A.1) leads to a change
of the cross section by less than 1%.

The total systematic uncertainty is determined by adding all systematic uncertainties in
quadrature and amounts to 36%. The systematic errors are summarized in table 5.7.

source method error [%)]
1) electron tagger energy scale  energy scale variation by 2% 4
2) LAr and SpaCal energy scale energy scale variation by 4% 10
3) track reconstruction 2 traks 4
4) beam-gas pilot bunchies <1
5) efficiency reweighting by #+0-° 20
6) Nsignal different methods 22
7)  MC model Pythia <> RapGap 16
8) Luminosity 1.5
9) subtrigger s50 and s61 variation of fitted parameters <1

all added in quadrature 36

Table 5.7: Summary on the systematic errors

5.6 Discussion of the Results

In this chapter a measurement of exclusive n—p® photoproduction at a mean photon-proton
centre of mass energy (CMS) of 200 GeV is presented. The main quantity measured is the
cross section o*(yp — np°X):

a*(yp) = np°X = (3.5 & 1.4(stat) + 1.3(syst)) nb, (5.24)

The models which can explain exclusive n — p° photoproduction are discussed in chapter
3. One of them is the phenomenological model based on Regge theory which tries to
explain the investigated process via exchange of a p trajectory at the photon vertex and
the Pomeron trajectory at the proton vertex. The coupling v — p° — 7 is finite which is
demonstrated i.e. by the existing p° meson decay into v and 5 (with relatively very small
branching ratio of 3 - 10~*). The diffractive proton vertex with the p° meson production
is very well known from many analyses on vector meson production. Finite values of all
these couplings allow the process to proceed via p — Pomeron exchange.

One way to confirm/exclude that the process measured in this analysis is induced via the
exchange of the p° and Pomeron trajectories is to look at the differential distributions like
|t1], |t2], s1, s2 and AY. The Regge model was used as a hypothesis for the expectation of
the behavior of these distributions. The measured spectra give the following dependences:
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by, = (2.0+0.5(stat))GeV 2 (t;) =~ —0.6GeV?,

b, = (1373(stat))Gev2 (t) =~ —0.1GeV?,

bs, = (—2.9708(stat))Gev=? (\/51) ~ 3.5GeV, (5.25)
bs, = mnot measured (Vs2) ~ 80GevV,

bay = (—0.8+0.5(stat)) (AY) =~ 2.

The measured value b, = 1312 GeV~? is consistent within errors with the expected value
for the diffractive slope (b ~ 11GeV~2 at /s ~ 80GeV) obtained from [96]. From the s;
dependence b;, ~ —2.9GeV~2 one may estimate an intercept of the trajectory exchanged
at the photon vertex: Using (2.46) one obtains bs, = (0) — 1 = «a(0) = —1.9738. which
within 1o is not compatible with the expected value of 0.5 from (2.36). The reason might
be related to the fitting procedure not suited for the fluctuating s; spectrum. On the
other hand the intercept obtained from the rapidity difference distribution is within error
compatible with the p trajectory hypothesis: bay = «@(0) — 1 = «(0) = 0.2 £ 0.5. The
measured very low mean value of |/s1 is characteristic for non-diffractive processes as a
consequence of (2.46), and the relatively high values of /s for diffractive processes which
is compatible with the hypothesis used.

The production of 7 and p® mesons from diffractively excited state Vi 7f is another pos-
sibility for the explanation. However the signal-to-background ratio of these processes
determined from Pythia (1 : 5) is very low when comparing with the data (6 : 5). The
contribution from RapGap via yp — npX is negligible with 1 : 50 signal-to-background
ratio. With the present very low statistics and the resulting difficulties to obtain differ-
ential cross distributions and meaningful fit results (e.g. for the sy distribution) it is not
possible, however, to draw any definitive conclusion on the production process.
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Chapter 6

Search for Exclusive 7Y — P
Photoproduction at HERA

The analysis of exclusive 7° — p photoproduction proceeds in an analogous way as the anal-

ysis of exclusive n — p photoproduction, described in the previous chapter 5. In particular
the photon and track selection and the analysis cuts to be applied to ensure exclusivity,
a rapidity gap and p meson definition are the same. The major difference is the selection

of events containing a 7 meson instead of an 7 meson.

The selection of events which contain neutral pions is performed by selection of a mass
window in the photon-photon invariant mass spectra of the data and signal Monte Carlo
model ToyGenMod distributions. The Monte Carlo models Pythia and RapGap are em-
ployed for background description. In this case no ToyGenModW is needed since the data
are compared only with RapGap and Pythia.

Due to the fact, that no clear signal for 7° — p production is found, the cross section for
7 — 2track and an upper limit for 7° — p production is determined with the estimation
of the systematic errors.

6.1 Preparation of the sample

In order to select events with neutral pions and p mesons, the 7° and p invariant mass
bands have to be defined. They are determined from the same ‘inclusively preselected’
data sample as used for the n and p selection. Therefore, the mass window defining the p
meson is taken from the previous chapter:

0.6GeV < my < 1GeV. (6.1)

For more details of the p band selection see chapter 5.1.

To select a neutral pion decaying into two photons, the mass window for the 7° band is
obtained from the invariant mass of photon pairs. For the inclusively preselected data
sample the photon-photon invariant mass spectrum, m.,, is shown in fig. 6.1 a). The
70 peak is fitted with a Gaussian G(m.,,). To fit the background a polynomial of third
order, P3(m.,), is employed. The mass spectrum simulated by ToyGenMod is shown in

101
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the figure in b). The fit was carried out with a Gaussian only due to the absence of any
background in the Monte Carlo model.

DATA | ToyGenMod
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Figure 6.1: 7° candidates in data and Monte Carlo: a) photon-photon mass
spectrum for data fitted by a Gaussian together with a polynomial of third order
P3(mny). The m., mass distribution simulated by ToyGenMod, shown in b),
is fitted by a Gaussian only. The dashed lines illustrate the mass region for the
selection of 1° mesons.

The values found in the fit are displayed in the figure, and the mean values, widths and
x%/ndf are listed separately in table 6.1. A comparison of measured and simulated mass
distributions exhibits compatibility for the mean value of the 7° mass, p (fdata = parc =
138 MeV), and slightly larger width, o, for the data than for the simulation (044, = 21.3
MeV versus op¢c = 16.7 MeV). The masses in both cases are only slightly shifted toward
higher values when compared with the nominal value of 134.98 MeV [37]. The widths are
dominated by the SpaCal resolution since the natural width of the 70 is negligible.

Data Monte Carlo
4 [MeV] 138.2+1.4 138.4%0.2
o MeV] 21.3+12  16.7+0.2
x%/ndf  16.9/10 66.4/37

Table 6.1: Parameters fitted for n° candidates: The table shows the mean
value, the width and the x° per degree of freedom found by the fit for the data
and Monte Carlo (ToyGenMod)

Choosing the upper and lower bound of the 7° mass window to be roughly 30 (65 MeV)
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w.r.t. the nominal value of 135 MeV, a pair of photon-candidates is considered as a 7°-

candidate, if

70MeV < m.,, < 200MeV. (6.2)

6.2 Signal Extraction and Background Treatment

Looking at the photon-photon and track-track mass spectra (shown in fig. 5.1 a) and 5.1
b) ) for the inclusive data sample one observes 7’ and p signals in the corresponding dis-
tributions. The impact of the application of all analysis cuts and the correlation between
both signals is studied in the following.

The respective mass spectra after applying the final analysis cuts on exclusivity and ra-
pidity gap have been already shown in fig. 5.2 a) and b), respectively. In the m.,, mass
distribution a 7° peak is apparent, and also an enhancement in the track pair spectrum in
the p-band is observed. But from this distribution is it not clear whether the enhancement
can be attributed to a p mass peak. Looking at the track-track versus photon-photon mass
distributions, shown in fig. 6.2 a), a correlation is evident in the region crossed by the
p and 7¥ invariant mass bands. A good check whether the enhancement in my; corre-
sponds to the invariant mass distribution of the p meson is to check the track-track mass
spectrum after selecting the 7° band in the m.., distribution according to eq. (6.2). The
corresponding my; distribution is shown in fig. 6.2 b). In the data sample (dots) some
‘space’ for a p mass peak is possible but due to the poor statistics the signal can not be
assigned to a mass peak of the p meson. The large errors in the data sample are caused
by the L4 downscaling. These are also responsible for the correlation between p and 7°
bands shown in fig. 6.2 a). Also a comparison with the background Monte Carlo models
Pythia and RapGap is shown. The agreement of the Monte Carlo description of the data
is quite satisfactory, although a possible contribution of the p appears to be rather small.

Since RapGap describes the mass distribution better than Pythia, RapGap will be used
to describe the data/background in the following. RapGap shows that the main processes
which produce the spectrum take place via boson gluon fusion where the gluon originates
from the Pomeron: vp — vIPX — qgggX. Quark-antiquark and gluon pairs produced in
the interaction fragments into the following states:

e The main contribution comes from gggg — 707 t7~.

e Processes like: qggg — nlptnT (r'K+tK—, 7%z x~,...) in which some particles
are misidentified as pions, or neutral daughter particles are not seen in the Liquid
Argon calorimeter due to their low energy.

e The contribution to the signal process 7°p via yIP — qggg — p° 7 is negligible.

The distribution of the variable E — p, characterizing the exclusivity is shown in figure 6.3
a). The peak of the variable E—p, is expected to be about 55 GeV. Also in this distribution
the main part of the data is reasonably described by the background MC RapGap. Most
of the events in this distribution are shifted to the lower limit of 50 GeV applied in the
analysis. That means that most of the events are not exclusive and can be considered as
background. However there is a small discrepancy between data and simulation at around
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Figure 6.2: Extraction of the 1° — p signal: a) photon-photon versus track-
track mass distribution. The dashed lines indicate the 7° and p invariant mass
bands. In b) the track-track mass distribution is shown requiring m., to be
within the ©° mass band. Here also the Pythia and RapGap contributions are
shown.

55 GeV where the exclusive signal is expected.

From the discussion above one may conclude that while the 7° signal is evident (see also
fig. 5.2) the p signal can not be confirmed. Therefore the cross section for exclusive 7% — p
photoproduction can not be determined. However due to an enhancement in the p band
in the track pair mass spectrum the signal may exist. To estimate an upper limit for
the expectation of the process, the cross section of the process yp — 79 2track X will be
determined.

6.3 Comparison of Monte Carlo and Data

In this section a comparison between the data and the background Monte Carlo model
RapGap is shown. All simulated and measured distributions shown in the following are
obtained after application of all analysis cuts summarized in table 4.13, and only those
events are considered which contain neutral pions and where the track-track invariant mass
lies in the mass window defined by the p band in (6.1). Since it is not possible to extract
the signal from the difference between the data and background MC, no comparison with
the distributions simulated by ToyGen will be performed but the data will be compared
with the distributions simulated by the RapGap MC model.
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Figure 6.3: Control plots for the (n° — 2tracks) sample are shown: a) The
variable E — pz and b) z-coordinate of the vertex. The dots represent the data
and the histogram Monte Carlo RapGap model. The dotted lines indicate the
cuts applied.

The properties of the 7% candidates and photon-candidates originating from the 7 decay
are shown in figure 6.4 in a) - d) for data (dots) and RapGap (histogram). The following
distributions are shown: a) energy of all clusters, b) energy of the hottest cluster, ¢) energy
of the 7° meson and d) distance between both clusters. From a) and b) one may conclude
that the energy is distributed asymmetrically between the clusters stemming from a 7°
which is necessary for the separation of the clusters in the SpaCal as a consequence of eq.
(4.20) and the energy of the 7 above 4 GeV, shown in c). Also the distance between the
clusters is peaked at the minimum value of 4 cm determined by the SpaCal granularity.
The RapGap distributions marginally agree with the data distributions and also the shape
of the spectra is in agreement.

Figure 6.4 €) - g) show the properties of the tracks and track-track system. The transverse
momentum of all tracks is shown in €), the polar angle of all tracks is depicted in f) and
the polar angle of the track-track system in g). From the polar angle distributions one
observes that the tracks and the track-track system are predominantly produced in the
backward region. Most tracks have a transverse momentum below one GeV which is the
region where the properties of the track are measured with very good precision. Also
from these distributions one may conclude that RapGap describes the data distributions
marginally. In the last plot of this figure h) the 7° rapidity versus rapidity of the two track
system for the data sample is shown; The dashed lines show the region in which the cross
section will be determined. The neutral pion is mainly produced in the central region of
the SpaCal acceptance. The enhancement at Y, 0o ~ —2.2 and Yy =~ 0.4 is not relevant
since it corresponds to one event only with a very high weight and a 100% error.

Figure 6.5 shows a collection of distributions for the 7° — 2#rack system together with
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Figure 6.4: Properties of the m° —2track system: a) the energy of all clusters,
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of all tracks, g) polar angle of the 2track system, h) rapidity of the ©° meson
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which the cross section will be determined.
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the comparison from RapGap. The distributions shown are: a) The rapidity difference
between the track —track system and the 7° meson, Y;; — Y0, b) the center of mass energy
of the v — proton system, c) the squared four-momentum transfer at the photon vertex,
|t1|, d) the squared four-momentum transfer at the proton vertex, |t2|, e) the squared
center of mass energy of the 7° — 2¢rack subsystem, s, f) the squared center of mass
energy of the 2track — proton subsystem, so.

The rapidity difference distribution exhibits a maximum around 1.5 similarly to the n — p
sample. The W,, spectrum has a mean value of 183 GeV. Comparing the [t;]| and |tg]
spectra one observes higher values for the squared four-momentum transfer at the photon
vertex as at the proton vertex. Comparing the s; and so distributions one observes that
s1 is peaked at low values while the sy distribution acquires much higher values, as also
seen in 1 — p sample. Also here, generally good agreement between the data and RapGap
is seen. Comparing with the distributions from 7 — p sample one observes similar behavior
of all distributions.

6.4 Results

6.4.1 Cross Section

The cross section o(yp — 7° 2track X) is determined in the kinematical region defined by
the scattered electron detected in the electron tagger and by restrictions on the rapidities
of the 7% meson and track — track system:

03 < y < 065
Q? < 0.01Gev

-35 < Yo < =2 (6.3)
-15 < Yy < 15

The cross section is obtained via the expression:

N

7
€tot€eTag33 BR'/rO—Vy'y L F’y/e

o*(yp = 7° 2track X) = (6.4)
where the o* denotes the total cross section calculated in the kinematical region defined
n (6.3), N*9"% is the number of events corrected for trigger efficiencies, L1 and L4
prescale factors and downscaling, respectively, €::((0.6 < my < 1)GeV) = €geom€det =
(3.95 + 0.43) % is the total efficiency determined in section 4.9, (€crqg33) = 0.5 is the
average of the electron tagger acceptance, BRyo_,,, = 99 % is the branching ratio for the
decay m° — v, L =76 pb ! (table 4.7) is the integrated luminosity collected over all run
periods: 1996, 1997, 1999 and 2000, and F., /. = 1.32-1072 is the flux of photons stemming
from the electron as given by the integral over y and Q? defined by the electron tagger

(eq. (2.16) ).

N is the number of events observed in the data in the rapidity region shown in fig. 6.4 h)
which is found to be 83.2 £ 44.3. Then for the cross section one obtains:
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Figure 6.5: Kinematical distributions of the ° — 2track system: a) Rapidity
difference between the track —track system and 7°, Y3 —Y,0, b) center of mass
energy of the y-proton system, W.,, c) the squared four-momentum transfer
at the photon vertez, t1, d) the squared four-momentum transfer at the proton
vertez, to, ¢) the squared center of mass energy of the ™ — 2track system, f)
the squared center of mass energy of the 2track — proton system. The dots
illustrate the data, the histogram the Monte Carlo RapGap model.
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o*(yp = 7° 2track X) = (4.2 + 2.3 (stat)) nb. (6.5)

The statistical error for the cross section determination was calculated adding the relative
errors of the total efficiency (Ae/e = 11%) and the events AN /N = 53.2% in quadrature.

The background contribution determined from RapGap is N7% = 24.2 + 5.9 including
roughly 0.3 events contributing to the signal via yp — 7%pX with 1 : 50 for the signal-
background ratio. The Pythia event generator gives for the background N?Y¢ = 14.3 + 3.2
events including 2.3 events contributing to the signal via yp — 7%pX which provides
the signal-to-background ratio of 1 : 5. For the comparison of the inclusive data sample
the RapGap has been chosen to estimate background since it better describes the data
and therefore also for the determination of the upper limit will be used for background
estimation. Conservatively, it is assumed that all events after the background subtraction
is signal which yields the cross section:

RBWcorr (Ndata _ Nrap)

etoteeTag33 BRﬂ'O—)'y'y ‘C ny/e

o*(yp = P pX) = = (3.7 £ 2.8 (stat)) nb. (6.6)

where Ndata — AT = 59 + 44, Ac* = +/(44/59)? + (0.11)2 and RBW_ o = 1.25 is the
correction on the integral of the relativistic Breit-Wigner function taken from chapter
6.4.1.

6.5 Discussion of Systematic Errors
In the following the main sources of systematic errors are discussed:

e Due to the similarity of the investigated process with the n — p sample, most of
the sources caused systematic errors are taken over from table 5.7. Namely the
uncertainties related to the energy scale and resolution of the electron tagger, LAr
and SpaCal, labeled by 1)-2) in the table, uncertainty on the track reconstruction
and contribution from beam-gas events labeled by 3)-4) and uncertainty on the
luminosity measurement and the efficiency of the subtriggers s50 and s61 mentioned
as point 8)-9) in the table.

e The systematic uncertainty on the ¥ —2track reconstruction efficiency: ToyGenMod
has been weighted according to RapGap and Pythia distributions by the same way as
according to the data described in appendix C.0.2. The difference in the efficiencies
yields 25% which is taken as a systematic error.

e For the upper limit the uncertainty on the Monte Carlo model has to be taken into
account. It is determined by calculating the cross section using two different back-
ground Monte Carlo models RapGap and PythiaMod which results in the difference
of 20%.

The total systematic uncertainty is determined by adding all systematic uncertainties in
quadrature and amounts to 28% for the o*(yp — w2 trackX) cross section determination
and 34% for the upper limit of 7° — p° photoproduction. They are summarized in table
6.2.
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source method error [%)]
1) electron tagger energy scale  energy scale variation by 2% 4
2) LAr and SpaCal energy scale energy scale variation by 4% 10
3) track reconstruction 2 tracks 4
4) beam-gas pilot bunches <1
5) efficiency using Pythia and RapGap 25
6) Luminosity - 1.5
7) subtrigger s50 and s61 from fits <1
8) MC model Pythia <> RapGap 20*
all added in quadrature 28/34*

Table 6.2: Summary on the systematic errors. Two values are given. The value with *
includes also the uncertainty on the Monte Carlo model.

6.6 Discussion of the Results

In this chapter measurements of the exclusive 7° — 2track photoproduction at a mean
photon-proton center of mass energy (CMS) of 180 GeV is presented. The quantity mea-
sured is the cross section o* (yp — 7’2trackX). Taking into account the systematic error
of 28% the value obtained is:

o*(yp — 70 2track X) = (4.2 + 2.3 (stat) £1.2(sys)) nb (6.7)

which can be converted onto an upper limit using (6.6) and taken into account systematical
uncertainty of 34%:

O ppertimit(Yp = T pX) < 8.6 nb  (95% CL). (6.8)

on the 7% — p photoproduction.

Also exclusive 7 — p photoproduction can be interpreted in the terms of Regge theory
via exchange of a p trajectory at the photon vertex and Pomeron trajectory at the proton
vertex. The only difference from the n — p sample is the different coupling at the photon
vertex. One of the possible reasons why the process is not seen in contrast to n — p
production is a smaller efficiency for 7° reconstruction than for 1, (compare plots in fig.
4.13 a) and c)) or a smaller detector acceptance for the 7° — p® production.



Chapter 7

Summary and Conclusion

This analysis of double meson photoproduction was performed using the H1 detector at
HERA on the data sample corresponding to an integrated luminosity of £ = 76.21 pb~'.
The processes under investigation were exclusive photoproduction of  — p° and 7% — p°
meson pairs. The kinematical range of the measurements are limited by the kinematics of
tagged photoproduction and by the limits on the rapidity ranges (defined in the laboratory
system) of the p® and 7(7°) mesons:

Q> < 0.01 GeV?
03 < 'y < 065
lab
-35 < Ynéﬁro) < =2 (7.1)
-1.5 < ngb < 15

The measurement of the cross section for exclusive  — p° photoproduction has been per-
formed at an average yp centre of mass energy of (W,,) ~ 208 GeV. The background
expectation from the event generators Pythia and RapGap are consistent to each other
and capable to describe the background but not the signal. From the difference between
the data and the background the cross section for  — p° photoproduction in the kinemat-
ical region defined in (7.1) was obtained:

o*(yp = np°X) = (3.5 + 1.4(stat) + 1.3(syst)) nb. (7.2)
In the measurement of exclusive 7% — p® photoproduction, performed at an average yp
centre of mass energy of (W,,) ~ 180 GeV, no significant signal of the p° meson could be
extracted. The generator models RapGap and Pythia were used to estimate the back-

ground. Both models marginally describes the data. Due to the absence of a p signal, the
cross section for 70 — 2track was determined to be:

o*(yp = 7°2track X) = (4.2 + 2.3 (stat) £ 1.2 (sys)) nb. (7.3)

After background subtraction, an upper limit for 7% — p° production was derived:

a:;ppe'rlimit(’yp - 7T0 pO X) < 8.6 nb (95% CL) ’ (74)
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both determined in the kinematical region given in (7.1).

In the term of Regge theory the measured processes can be interpreted as: 1) a diffractively
produced high mass mesonic state decaying into two mesons, or 2) the meson measured
in the central region is generated in a fusion process of the p® trajectory originating at
the photonic vertex, and the Pomeron originating at the proton. It was shown that the
available data do not allow a definite distinction between these mechanisms. The analysis
of the accessible differential distributions shows, however, that the processes observed are
consistent with a sizeable contribution from Pomeron exchange, and the mere existence
of e.g. 1 — p° meson pair production at energies as high as HERA energies suggest a
contribution from Pomeron exchange.



Appendix A

Summary on the Trigger Element
Efficiencies

For the data sample the efficiencies of the subtriggers sb0 and s61 are determined via their
trigger elements (TE) by the procedure described in chapter 4.4.1.

The efficiencies of the L1 and L2TT SpaCal trigger elements for the given data tak-
ing periods are shown in fig. A.l, namely for ITET > 1| IET_cen_2 in the first row,
IET > 2||IET cen_3 in the second row, R20 in the third row and R30 in the fourth
row. The efficiencies for both IET trigger elements are determined as functions of the
energy of the hottest cluster, e;pr(Fhot). The efficiencies of the radius trigger elements are
determined as functions of the radial distance of the farthest cluster from the beam-line,
er(RD.;). The energy of this cluster has been required to be above 2.5 GeV in order to be
independent of the IET trigger element. The dots demonstrate the calculated efficiency
which are fitted by the Fermi function of eq. (4.6). The fitted parameters with x? per
degree of freedom are listed in table A.1. From the parameters obtained one observes
that the maximum efficiency for all SpaCal trigger elements is very close to 100%. Only
the trigger element IET > 1| IET _cen_2 for 1996 has a maximum efficiency of about
98%. The vertical lines illustrate the cuts applied to the energy and radial distance of the
cluster. The large x2/ndf for the fit of the trigger element TET > 2 || IET cen_3 is caused
by discrepancies between the fit and the calculated efficiency at low energies Fj,; which
are safely below the cuts to be applied. Therefore these discrepancies have no influence
on the data correction.

The efficiency for the DCR¢ trigger element is determined as a function of the transverse
momentum of the highest p; track (fig. A.2 first row), €epcre(Pt,high), and the polar angle
Onign of this track (fig. A.2 second row), epcrg(Onign)- For the epcre(pihign) distribution
it is demanded that the polar angle of the track has to be between 40 and 140 degrees in
order to be independent of €pcre(Grigh). For €epcre(Onign) the p; of the track has to be
above one GeV to be independent of €pcre (Pt hign). The dots representing the calculated
efficiency are fitted by a ‘double Fermi’ function, defined in eq. (4.11) for the 6,4, depen-
dence and a Fermi function for the p; 4;4, dependence. The efficiency for the zVtx trigger
element is obtained as a function of the momentum of the highest p; track (fig. A.2 third
TOW), €,viz(Prhigh)- The fitted parameters with x? per degree of freedom are listed in
table A.1. The maximum of the €pcre(Pt,high) and epcrg(Onign) reaches (85 — 90)% and
in any given data taking period they are compatible within one percent. The €,vz (Pt high)
reaches a maximum of (72 — 75)%. This rather low efficiency is caused by the zVtx de-
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Appendix A. Summary on the Trigger Element Efficiencies

TE 1996 1997 1999 2000
Eff [%] | 98.64 £ 030 | 99.59 £ 0.11 99.99 + 0.11 99.89 + 0.14
IET > 1 Thr [Gev] | 1.91 £ 0.01 1.79 £ 0.01 1.90 £ 0.01 1.95 + 0.01
Width  [GeV] | 0.18 £ 0.01 | 0.13 £ (< 0.01) 0.15 £ 0.01 0.18 + (< 0.01)
X2 /ndf 43.53/127 127.45/152 39.85/151 28.68/165
Eff (%] - 100.0 £ 0.06 | 100.0 + (< 0.01) | 99.68 £ 0.10
IET > 2 Thr  [GeV] - 5.07 + (< 0.01) 5.48 + 0.01 5.67 £ 0.01
Width  [GeV] - 0.41 £(<0.01) | 047+ <0.01 | 0.54 £ (< 0.01)
X2 /ndf - 1755.70/93 574.16/87 766.90/88
Eff %] | 9892 £025 | 97.93 £ 0.31 - -
R20 Thr [cm] | 15.59 £ 0.09 | 15.27 + 0.10 - -
Width  [em] | 1.13 £ 0.05 1.17 £ 0.06 - -
X’ /ndf 31.36/12 24.68/12 - -
Eff (%] - 100.0 £ 0.45 99.65 + 0.09 99.85 + 0.06
R30 Thr [cm] - 25.59 + 0.27 25.49 £ 0.09 25.66 + 0.09
Width  [cm] - 1.10 + 0.20 0.90 + 0.04 0.93 + 0.05
x> /ndf — 0.18/23 17.95/25 22.18/27
Eff (%] — 89.52 + 0.43 84.85 £ 0.53 88.10 + 0.48
DCR&(pt,nign) | Thr [GeV] - 0.60 + (< 0.01) | 0.65 £(<0.01) | 0.65 % (< 0.01)
Width  [GeV] - 0.11 £ (< 0.01) | 0.09 £ (< 0.01) | 0.09 % (< 0.01)
x> /ndf - 153.12/17 165.47/17 179.19/17
Eff (%] - 89.60 + 0.51 85.10 + 0.64 88.41 £ 0.57
Thrl [°] - 22.48 + 0.54 25.24 + 0.54 25.59 + 0.59
DCR¢(fnign) | Widthl  [°] - 4.66 £ 0.45 4.43 £ 0.50 4.44 + 0.50
Thr2 °] - 156.32 % 0.32 154.24 + 0.28 155.79 £ 0.29
Width2  [°] - 4.87 £ 0.30 3.62 £ 0.22 4.15 + 0.25
x> /ndf — 90.8/21 88.37/21 84.57/21
Eff (%) - 71.17 £ 0.48 71.35 + 0.54 72.89 £ 0.55
2Vtz(pe,high) Thr [GeV] — 0.07 £ 0.02 0.04 £+ 0.04 0.0 + (<0.01)
Width  [GeV] - 0.18 £ 0.02 0.18 £ 0.02 0.22 £ 0.01
X2 /ndf - 16.80/17 22.87/17 22.59/17

Table A.1: Fitted parameters

per a year are listed.

of the trigger element efficiencies with x?/ndf

pendence on the number of reconstructed tracks fitted to the vertex. In [82] it is shown

that the e,y increases with the number of assigned tracks.
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Figure A.1: Distributions of the SpaCal trigger element efficiencies for data
taking periods 1996 — 2000: The first (second) row shows the efficiency of the
IET> 1 (IET> 2) trigger element as a function of the energy of the hottest
cluster. The third (fourth) row shows the efficiency of the R20 (R30) trigger
element as a function of the radial distance of the farthest cluster w.r.t. the
beam line. The dots representing the obtained efficiencies are fitted by Fermi
functions. The vertical dashed lines indicate the cuts applied to the energy and
distance of the cluster.
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Figure A.2: Distributions of the DCR¢ and zVtx trigger element efficiencies
for the 1997, 1999 and 2000 data taking periods: The first (second) row shows
the efficiency of the DCR¢ trigger element as a function of the transverse mo-
mentum (polar angle) of the highest py track. The third row shows the efficiency
of the zVtx trigger element as a function of the transverse momentum of the
highest p; track. The dots represent the obtained efficiencies. They are fitted
by a Fermi (e pcre(Pt,high), €2viz(Dt.high)) and a ‘double Fermi’ (epcrg(Onigh))
function. The vertical dashed lines indicate the cuts applied to the p; and 0 of
the track.



Appendix B

Determination of the Total
Efficiency

For the cross-section determination the data have to be corrected for several detector
effects. There are two ways how to take the corrections into account:

1. The corrections are included in the so called total efficiency, €;,;. Then the cross-
section can be written as:

Nsig
o= —". B.1
L € (B-1)

The detector effects are usually obtained by means of Monte Carlo events. It is
determined as the ratio of the number of reconstructed events, N;°,, which passed

all analysis cuts and the number of generated events, Nt%iﬁl:

rec

€ _ N, total (B 2)

tot — gen * -
N, total

Due to the cuts applied on the energy of the cluster, transverse momentum of the
track and the others, N/7° is a function of all the variables used for the cuts.
A1l uncorrelated variables will in the following be called z1, zs, ...z, and therefore
Nit, = NI5C (x1, g, ...xy) and also €0 = €101 (T1, T2, ..-Tp)-

2. The corrections, €(x1,x2, ...xy ), are calculated as a function of uncorrelated variables
T1,%9,...Tn. Then the measured distribution fgéfﬁ,ed(xl,xg, ...Zy) is corrected by
e(z1, 9, ...z,) via the following formula:

DATA
measu'red(‘Tl’ T2, x") . (B3)

€(x1, %2, ..-Tp)

t?feTA(.’L‘l, T, xn) =

where ff,?qﬁzTA(xl, Z3,...Ty) is the distribution of the true physics events. The number

of the events entering the cross section is then the integral of the corrected spectrum

£1Q4CTA($17 -’E2, -..xn):

Nsig = //.../fgf&TA(J;l,m%...xn) dzidzs...dz, (B.4)
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Then the cross section is calculated via:

(B.5)

One observes that the efficiencies calculated by both methods depend on the uncorrelated
variables 1,29, ...z, which are used in the analysis as cuts. If the generated distribu-
tion has the form of fyen(z1,22,...2,) and after the reconstruction passing all analysis
cuts firectallanalysis cuts)($1,$2, ...Zp,), one can define the efficiency as a function of the
variables 1, o, ...Tp:

_ f(rec+a11 analysis cuts) (‘Tla T2, xn)

e(x1,x9,...Ty) = B.6
( ’ ? n) fgen(x15w27---xn) ? ( )

which represents the efficiency in the point [z1,z2, ...xz,] of the parameter-space.
The total efficiency can be written via e(x1,x2, ...2,) by the following expression:

o [ [ fgen(z1,20, ... 20) €(z1,22,...2,) dz1dzsy...dzy (B.7)

tot = .

° [ [ foen(@1,22,. .., 2n) dzidzo...dz, ’

where the function fgen (21,22, ..,2,) plays the role of a weight for e(z1, z2,...x,). Here
and in the following it will be assumed that the function fgen,(x1,2,...,2,) is finite in
the whole region (21, %2,...%n), fgen(T1,22,...,2,) > 0 since there is no possibility to cal-

culate an efficiency for f = 0 and negative values are forbidden due to unphysical meaning.

In the ideal case the efficiency is calculated from the data. But obviously in this analysis
there is not enough statistics and the efficiency is obtained from the signal MC which
describes the kinematics of the investigated precesses. Thereby one assumes that the
simulation of the detector is reasonably well described. Then the efficiency obtained from
MC and the efficiency determined from data are equal:

Me( ~ PATA (g 2y, ... 2y). (B.8)

€ Z1,%9,. .. Tn)

In the following it is discussed how to get the right corrections from both methods studying
the properties of the integral in eq. (B.7).

B.1 Efficiency as a Function of one Variable x

For simplicity one assumes that the efficiency depends only on one variable,z , € = €(x).
The integral in B.7 becomes a simple one:

MO _ J fgen(z) MC(z) dx
ot [ foen(z) dx
Since €M (z) is obtained from MC as a discrete function of bins, the integral changes to

the sum over all bins, and the continuous function f(z) to the discrete spectrum of the
number of events N;:

(B.9)

iy N eMC
MC = 1213"‘11 < N > 0, (B.10)
1= ]
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where eMC is the efficiency determined in the i—th bin. Also the number of events N; has

to be finite in all m bins (m > 0), N7" > 0.

From B.10 one sees the following consequences:

1. If N; is a constant which means that the distribution NV is flat, the total efficiency
is the averaged efficiency < € >:
MC

MC _ 2ai=1 _ 24i=0 %
tot m gen -
>ie1 N m

=<e>. (B.11)

Remark: For the total cross-section the total efficiency may be used and therefore
the constant can be employed. But for the correction of differential cross-section the
bin-wise efficiency has to be applied!

2. If the efficiency is constant: ¢; = C'onst, then the total efficiency is the same constant:

MC iy N7 e
€ror = S NI = Const (B.12)
1= 2

In this case a constant efficiency can be used for the total and for the differential
cross section.

3. In the following it is shown that if the measured data and reconstructed MC distri-
butions agree on the bin level, NP474(measured) = NM(rec), the total efficiency
can be obtained as a ratio of NC(rec) and NMC(gen) according to the expression

B.2.

otal

In analogy to B.6 and using B.8 one can write down an equation for the efficiency e
obtained for the data and the MC in the i-th bin :

NPATA(measured)  NMC(rec)
€, = g
! NPATA(true) NMC(gen)

(B.13)

where NiD ATA(trye) is the number of events in the i-th bin in the data sample which
are expected to be true physics events. Since the data and MC distributions are
assumed to be the same, NP4T4 (measured) = NMC (rec), and using B.13 one gets
an equality of DATA and MC distributions on the generator level NPATA (true) =
NMC(gen), too. Then for the total efficiency one gets:

m  NTDATA NMC(rec)
paTA _ Ding NP A(true)e; _ 2izo i (true) §re(gen) _ Nigrai(rec)

€ = =
! Yoo NPATA(true) >y NMC(gen) Nigter (gﬁn) )
B.14

The advantage of this method is that there is no necessity to determine the effi-
ciency as a function f(x) which is useful in the case of low (data or MC) statistics.
Therefore if the MC does not describe the data distributions and the statistics in
the data is very low, it is necessary to reweight the MC distributions by a weight
w; = N (measured) /NMC (rec) according to data distributions for all uncorre-
lated variables which are used for the analysis cuts.
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4. Now it will be shown that the efficiency, obtained as a function of z (or bine-wise

if one treat with the histograms), does not depend on the agreement/disagreement
between data and MC distributions. In this case more practical way then to calcu-
late the total efficiency by formula B.10 is to get Nyjgnq using expressions B.3 and
B.4.

Assuming that the data and MC spectra do not agree in the bin i, NPAT4(measured)

NiMC’('rec) one obtains the factors w;® and ’w?en:
o - ROosssured) g WD (o) @19
o e i 7 Tyue .
Ni“(rec) Ni“(true)
Going back to B.8 one gets:
wi" = wiee. (B.16)

Eq. (B.15) can be generalized to arbitrary weights w;. Important is the equality

gen T€¢ which cancel in the efficiency calculations:

between w; ~ and w]

_ NMC(rec)wi  NMC(rec)

N NiMC(gen) wfen N NiMC(gen)

€ (B.17)
Since it is fulfilled for any bin the efficiency does not depend on the agreement or
disagreement of the data and MC distributions. The data are then corrected by the
following;:

NDATA_ S Nz’DATA(
true -
i=1

measured)

(B.18)

€

The disadvantage of this method is the need for high statistics if the efficiency
depends on several uncorrelated variables.

. Going from the continuous function €(x) to the discrete one, ¢;, the error due to finite

bin size has to be taken into account in the systematics. Therefore it is convenient
to choose the bin size reasonably small.

B.2 Efficiency as a Function of two Variables x and y

Now one assumes that the efficiency depends on two variables x and y, € = e(z,y). If x
and y are uncorrelated, factorization is possible:

e(z,y) = e(z) e(y). (B.19)

In this case the efficiency is calculated in the two dimensional plane z —y. If the number of
bins in the z distribution is m1 and ms in the y distribution, the number of the bine-wise
determined efficiencies is m1 X ma:

€11 €12 -e- €lme
€21 €929 €2 my

(B.20)

€mil €mi2 --- €Emime
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The consequences from the study of the one-dimensional case are also valid here.

B.3 Summary on the Efficiency Calculation
In the more general case one assumes n uncorrelated variables and the total number of
bins is mq X mo X ... My = Mye- From the shown examples one sees two possibilities how

to correct the data:

1. The data are corrected by the total efficiency calculated as:

DATA __ N%gl(mc)
Ctot T NMC (oY (B.21)
Ntotal (gen)

In this case an agreement between the MC and data distributions is required.

2. The efficiency is determined bin-wise according to:

NMC(rec + all analysis cuts)
€pin — MC (B22)
Nyin (gen)
and the data are then corrected by:
Mtot DATA
N measured
bin=1 Cbin
entering the cross section calculation as:
DAT A
o= ”‘% : (B.24)

In this case no requirement on the agreement of the distributions between data and
MC is employed. Only enough statistics for reasonable binning is necessary.

e General remark: It is assumed that the number of generated entries in all bin is
always positive and the bins with no entries have to be excluded for efficiency deter-
mination.

Due to the very poor statistics for the measured signal the method two can not be employed
and the first method (eq. B.21) had to be used. Therefore the Monte Carlo distributions
had to be reweighted according to the data distributions which is shown in the next
chapter.



122 Appendix B. Determination of the Total Efficiency




Appendix C

Reweighting of the Monte Carlo
Generator ToyGen

Due to a poor statistics of the data sample in this analysis it is not possible to determine
the efficiency bine-wise, described in the second method in the previous chapter (Appendix
B). Therefore the data has to be corrected by the total efficiency defined by relation B.2.
It requires an agreement between the data and Monte Carlo for all ‘uncorrelated’ distri-
butions on which the analysis cuts have been applied. The signal Monte Carlo model
employed in this analysis is ToyGen. But since ToyGen with original parameters does
not produce the particles in the region where the data are seen, the flux-factor and the
kinematical constraints at the photon vertex have been changed. The procedure is de-
scribed in chapter 3.1. ToyGen after this modifications is called ToyGenMod. Afterwards
the regions are populated, but the distributions do not agree with the data. Therefore
ToyGenMod will be reweighted which is described in the following for the n — p° and
70 — 2track sample, respectively.

C.0.1 Reweighting of ToyGenMod according to the Distributions of the
n — p° Sample

The data and simulated distributions will be compared for the variables that are restricted
by cuts in this analysis (summarized in table 4.13): cluster energy, hottest cluster energy,
radius of the cluster, radial distance of the cluster, transverse momentum of the track, po-
lar angle of the track and rapidities of the n and p° mesons, respectively. The comparison
of all this distributions between the data and ToyGenMod is shown in fig. C.1 a) - h).
The data are represented by the dots and ToyGenMod by the histogram. One observes
reasonable agreement for the cluster properties and a small difference in the distribution
of the rapidity of the 7 meson. On the other hand the spectra of the p° and track proper-
ties show significant differences. The polar angle of the tracks and the rapidity of the p°
meson are flat in ToyGenMod while in the data they are peaked at the edge of the CJC-
SpaCal acceptance. Due to this large discrepancy it was decided that the ToyGenMod
distributions will be reweighted according to the rapidities of the n and p° mesons and the
rapidity difference between them. Since the p° rapidity and the polar angle of the track
are correlated, no additional weighting is applied. Since the efficiency strongly depends
on the 1 and p° rapidities, also the rapidity difference has been taken into account in the
weighting procedure.
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Since it is assumed that the PythiaMod reasonably describes the background, the dif-
ference between the data and PythiaMod is expected to represent the signal. Therefore
ToyGenMod has been weighted according to this difference. It is assumed that due to the
flat distribution of the p° rapidity the weighting according to Y, and Y0 is independent.
The weighting procedure has been performed in the four following steps:

1) rapidity of the 1 meson: ypATA y,FythiaMod

2) rapidity of the p° meson: Yy DATA _ YplgythmMOd (C.1)
3) rapidity difference of the p® and n mesons: (Y,0 — ¥;)PAT4 — (v,0 — ¥;) PythiaMod

4) track-track mass my according to the RBW

Due to the steps 1) — 3) of the reweighting procedure the track — track mass distribution
is affected. Therefore, to avoid higher statistical uncertainties the reweighting according
to a P-wave relativistic Breit-Wigner function is performed at the end of the reweighting
procedure. The reweighted ToyGenMod is called ToyGenModW.

After the complete weighting procedure the corresponding distributions are shown in fig.
C.2. One observes reasonable agreement between the data and ToyGenModW in all the
characteristic distributions.

C.0.2 Reweighting of ToyGenMod according to the Distributions of the
79 — 2track Sample

The reweighting procedure of the ToyGen MC generator for the distributions generated
for the 7% — 2 tracks sample has been performed analogously to the n — p° sample. The
major difference are: a) the cross section is determined for the 7 — 2 tracks production
with any origin which means that the ToyGen events were weighted according to the data
and not the difference between data and background MC. b) Due to the absence of the p°
signal the events were weighted according to the mass distribution measured in the data.
The rest of the reweighting procedure remains the same:

1) rapidity of the 7% meson: YWDOATA

2) rapidity of the 2tracks system: \ AT A C.2
3) rapidity difference of the p® and n: (Y3 — Y0)PAT4 (©2)
4) track-track mass my according to the m74T4

The respective distributions of data with comparison with simulation before and after
weighting procedure are shown in figures C.3 and C.4. The ToyGenMod reweighted by the
procedure is called ToyGenModW. However in the reweighting procedure the event at Y; ~
0.25 with very high weight which is responsible for high fluctuations in all distributions
(i.e at Yo &= —2.65 in the Yo distribution) have been ‘downgraded’ to the event with the
weight one in order to avoid high uncertainties for the efficiency determination. Comparing
the data and ToyGenModW distributions one observes reasonable agreement and the same
tendency of both distributions.
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Figure C.1: Characteristic distributions of ToyGenMod for n — p° sample:
a) cluster energy, b) hottest cluster energy, c) radius of the cluster, d) radial
distance of the cluster from the beam line, e) transverse momentum of the
tracks, f) polar angle of the tracks and rapidities of the g) n and h) p° mesons,
respectively.
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Figure C.3: Characteristic distributions of ToyGenMod for 7° — 2track sam-
ple: a) cluster energy, b) hottest cluster energy, c) radius of the cluster, d)
radial distance of the cluster from the beam line, e) transverse momentum of
the tracks, f) polar angle of the tracks and rapidities of the g) 7° meson and
h) track — track system, respectively.



128 Appendix C. Reweighting of the Monte Carlo Generator ToyGen
U Vo L L B B B B S B S e e e R R R A R AR AR R
F [ ] ToyGenmMoaw |- r [] Toycenmoaw |4
120 } e data : 100 e data
100; E sol B
8o . L ]
L ] 60 1 —
60 . [ ]
r ] aol- 1
405 - C ]
200 E 20f- E
ob P S o O’WM’
O 2 4 6 8 10 12 14 16 18 20 O 2 4 6 8 10 12 14 16 18 20
E. [GeV] E,.: [GeV]
a) b)
T e R A 0 8 = [T
L [ ToyGenMoaw |1 180; [ Toycenmoaw [4
100— - [data ] 160 « data =
F 1 140F E
8or- ] 120; é
60~ — . 1001 E
L ] 80 =
4o~ T = 60 E
L ] 4oi E
20/ - £ E
: ST R Y - gy
ol ] = - = =N ob . Brsis [ I
o o5 1 15 2 =25 3 35 4 O 10 20 30 40 50 60 70 80
R, [cm] RD_, [cm]
c) d)
= T T = e
L 100
100 [ ] toysenmoaw H L [ ] Toycenmoaw [
L e data - : e data :
so[- ] 8ol a
60l _ 60| n
a0/~ n aol- — a
2o . 2ol h
ol == i e ] [o) I A Y .. ... e - - [
o 0.5 1 1.5 2 2.5 O 20 40 60 80 100 120 140 160 80
P+ [GeV] track
e) )
, ————— —=i 00 e
100 L ]
L [] Toycenmoaw [ L [] Toycenmoaw |
: e dgta : I e data =
80 — 80~ ]
aol- T . aof- 1 s
20; ] 201 { J
ol . : ; ] ol i by oy il | I
~a -3.5 -3 -2. -2 -1.5 -2 -15 -1 -05 O O. 1 15 2
Y. o [GeV Y [GeV]
g) h)

Figure C.4: Characteristic distributions of ToyGenModW for n° — 2track
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