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Abstract

Dijet and three-jet cross sections as functions of various jet observables are

measured in photoproduction using the H1 detector at HERA. The data sample

comprises e+p data collected from 1995-97 with an integrated luminosity of

34.9 pb−1. Jets are found using the inclusive k⊥ algorithm with a minimum

transverse momentum of the highest transverse momentum jet of 25 GeV. The

phase space covers high longitudinal proton momentum fractions 0.05 < xP <

0.6 and high photon longitudinal momentum fractions 0.1 < xγ < 1. The

results are compared to the predictions of leading order and next-to-leading

order perturbative QCD including current photon and proton parton densities.

The dijet cross sections are found to be compatible in a wide kinematical

range. At low xγ the 3-jet cross sections show deviations from the predictions

of leading-order QCD.

Zusammenfassung

In dieser Arbeit wurden Zwei- und Drei-Jet Wirkungsquerschnitte als Funk-

tion verschiedenster Jet-Observablen gemessen. Die Daten wurden zwischen

1995 und 1997 genommen und entsprechen einer integrierten Luminosität von

34.9 pb−1. Jets sind mittels des inklusiven k⊥ Algorithmus definiert und es

ist ein Transversalimpuls von mindestens 25 GeV gefordert. Der Phasenraum

beinhaltet longitudinale Proton Impulsanteile 0.05 < xP < 0.6 und longitudi-

nale Photon Impulsanteile 0.1 < xγ < 1. Die Daten sind mit den Vorhersagen

der führenden und nächst-zu-führenden Ordnung pertubativer QCD verglichen

und in einem weiten kinematischen Bereich wurde eine Übereinstimmung ge-

funden. Die Drei-Jet Wirkungsquerschnitte zeigen bei kleinem xγ Abweichun-

gen von den Vorhersagen der führenden Ordnung pertubativer QCD.
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The Standard Model of particle physics contains the strong force and describes it with

a theory known as Quantum Chromo Dynamics (QCD). QCD successfully predicts a

wide range of measurements. At high energies (or scales) the QCD calculations are

performed by expanding predictions in powers of the strong coupling constant. The

use of perturbation theory is based on asymptotic freedom, the feature that the strong

coupling constant vanishes at large energies.

In this work an analysis of jet photoproduction up to the highest possible transverse

energies is presented1. Cross sections of various dijet and three-jet observables are

determined and compared to perturbative QCD calculations.

In QCD the photoproduction of jets with high transverse energy is described by the

hard interaction of real photons with quarks and gluons inside the proton. These

interactions are due to direct processes, in which the photon scatters directly off a

parton in the proton and resolved processes where the photon first splits into partons

and one of the resulting partons subsequently scatters off a parton in the proton. The

calculation of the latter processes can be approximated by ascribing parton densities to

the photon, which also include the inherently non-perturbative aspects of the photon

structure.

At the electron-proton collider HERA these photoproduction reactions can be inves-

tigated in inelastic electron (positron) proton reactions at very small squared four-

momentum transfers Q2. Starting from the first investigation of this kind at HERA

[6] the comparison of the predictions of QCD with the results has been a central topic

of interest [7, 8, 9]. These investigations are particularly interesting, because previous

measurements of high transverse energy jet production in ep and pp̄ scattering were

not fully described by QCD calculations [10, 11, 12, 13]. Exemplary dijet cross sec-

tions in photoproduction were found to be hardly compatible with QCD calculations

in phase space regions dominated by resolved events.

1Preliminary results of this analysis have been reported in [1, 2, 3]. The final dijet cross sections

are published in [4]. A similar analysis has recently been made available in [5].
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2 Introduction

High transverse energy jets provide a natural hard scale for perturbative QCD calcu-

lations. Such calculations have been performed for direct and resolved dijet processes

in leading (LO) and next-to-leading (NLO) order and three-jet processes in leading

order.

The measurement of dijet cross sections at high transverse energy can therefore be used

to test the current predictions of NLO perturbative QCD and the parameterizations

of photon and proton parton densities at large scales with a high precision.

Photon quark densities have been determined in experiments at e+e−-colliders[37]

which investigate the photon structure function F γ
2 , where xγ between 0.01 and 0.8−1

and scales between 0.2 to 780 GeV2 have been reached [38]. In comparison the analy-

sis presented here extends the xγ range up to 1 at scales between 600 and 6000 GeV2,

where the quark density parameterizations of the photon are presently not well con-

strained by measurements. In contrast to the F γ
2 measurements, the photoproduction

of jets is directly sensitive to the gluon density of the photon, which is poorly known

to date. It is therefore one goal of the analysis presented in this work to test the

photon structure at high xγ values and high scales.

Furthermore our data are sensitive to the parton densities of the proton at fractional

momentum values xp up to 0.6. In this kinematical regime, the quark densities are well

known from deeply inelastic scattering data, while the gluon density has uncertainties

of the order 10 to 50%[40]. Photoproduction data can thus be used to constrain

the parton density functions in regions where only few measurements are presently

available. However, detailed parton densities can not be extracted from these data

alone.

Final states containing three jets provide an additional testing ground of perturba-

tive QCD. These events are also important as a possible background to various new

physics signals. The measurement of three-jet cross sections can be used to test LO

perturbative QCD. Similar studies of three-jet (or four-jet) final states can be found

in [14, 15, 16, 17, 18, 19, 20].

This work is outlined as follows. In chapter 2 the theoretical foundations of the

photoproduction of jets and the perturbative QCD calculations are discussed. Chapter

3 contains a short description of HERA and the H1 experiment, the event selection,

the reconstruction and the measurement procedure of jet cross sections. The final

cross sections are presented in chapter 4. A summary and outlook is finally given

in chapter 5. In the appendix data tables for dijet cross sections and hadronization

effects are presented. Furthermore the sensitivity on the particular choice of the jet

cuts and a check of the Monte Carlo description of the jet resolution are discussed.
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The chapter starts with a discussion of basic theoretical ideas of electron-proton scat-

tering and the photoproduction of jets. Emphasis is placed on the proton structure,

the photon structure and fixed order perturbative QCD calculations. Almost all ar-

guments are taken from textbooks, e.g. [28, 29, 30, 31, 32].

2.1 Foundations of Photon-Proton scattering

2.1.1 Basics of Electron-Proton scattering

The scattering of electrons1 and protons occur in lowest order perturbation theory

either by the exchange of a photon (γ), Z0 or W boson. Photon or Z0 exchange are

neutral currents (NC), whereas the exchange of a W boson refers to charged current

(CC).

A diagram of the process ep → eX is displayed in Figure 2.1. An incoming electron

with the 4-momentum k scatters off a proton with 4-momentum P . The 4-momentum

of the outgoing lepton (electron for NC, neutrino for CC interactions) is k′.

The abbreviation X stands for a not specified system of the reaction products. The

squared centre-of-mass energy of the reaction is

s = (P + k)2 . (2.1)

The negative squared 4-momentum transfer Q2 of the electron to the proton is given

by

Q2 = −q2 = −(k − k′)2 . (2.2)

If Q2 is not vanishing and the invariant mass of the system X is much larger than the

proton mass the scattering process is called deep-inelastic scattering (DIS).

1The term electron refers in the following to the electron and the positron. All following arguments

hold for both particles.

3



4 Photoproduction of Jets at HERA

e

p

y, Q2
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Figure 2.1: Electron-Proton scattering.

To describe the kinematics of the reaction eP → eX in DIS for a fixed centre-of-mass

energy
√

s only two variables are needed. One possible choice is Q2 and the Bjorken

scaling variable xBJ , another choice is Q2 and the inelasticity y. The Bjorken scaling

variable is given by

xBj =
Q2

2P · q (2.3)

and the inelasticity y is

y =
P · q
P · k . (2.4)

In the proton rest frame the variable y can be interpreted as the fraction of energy

transfered from the electron to the proton. For a process describable by the diagram

of Fig. 2.2 alone the Bjorken scaling variable xBj is the fraction of the longitudinal

4-momentum of the proton (in the infinite momentum frame) which participates in

the hard scattering.

In the infinite momentum frame (P → ∞) the parton model envisages the proton as

being made of partons i (the constituents of the proton) which carry only a fraction

ξp,i of the longitudinal proton momentum (such that Σiξp,i = 1)[33]. It interprets the

scattering of hadrons as a superposition of the scattering of partons.

Individual partons in the proton are , due to the increasing strong force with increas-

ing distances, not directly observable. Therefore the way the parton content of the

proton is described are universal probabilistic parton densities. The partons in the
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Figure 2.2: Electron-Proton scattering in lowest order perturbation theory O(αα0
s) using the

parton model.

proton have been identified as quarks and gluons. So the parton density functions

(pdfs), one for each quark flavour and one for the gluon, give in the parton model

the number density of finding a parton i with a momentum fraction ξp. This lon-

gitudinal momentum fraction ξp of the proton taken by the interacting parton with

4-momentum a out of the proton is

ξp =
q · a
q · P . (2.5)

2.1.2 The Photon Flux

For small Q2 values the electron-proton scattering can be simplified by the radiation

of a photon from the electron and the subsequent scattering of the photon with the

proton. This kinematic domain of electron-proton scattering is usually referred to as

photoproduction, i.e. the production of hadrons by the inelastic scattering of real

photons on a nucleon target.

Most cross sections in electron proton collisions are dominated by photoproduction,

where the electron radiates quasi-real (Q2 < 1 GeV2) photons with energy fractions

y according to the Weizsäcker-Williams approximation. Here the usual variable y of

deep inelastic scattering is interpreted as the longitudinal momentum fraction of the

incoming electron taken by the photon. It is directly related to the photon-proton
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centre-of-mass energy Wγp =
√

sy. The proton and electron mass is here and in the

following expressions neglected.

The hadronic2 cross section for the photoproduction of jets in electron-proton colli-

sions, σep, can be calculated from the photon-proton scattering result, σγp, using this

factorization ansatz

σep→eX =

∫

dyfγ,e(y)σγp(y) . (2.6)

The photon flux, fγ,e, out of the electron is calculated in the Weizsäcker-Williams

approximation[41, 42, 43] and can be written as:

fγ,e(y) =
α

2π

(

1 + (1 − y)2

y
log

Q2
max(1 − y)

m2
ey

2
+ 2m2

ey(
1

Q2
max

− 1 − y

m2
ey

2
)

)

(2.7)

The result that the electron-proton cross section can be simplified by a convolution

of the photon flux and the cross section for the scattering of a real (Q2 = 0 GeV2)

photon with a proton has been derived using current conservation and the condition

that Q2 is very small. The boundary conditions for the integral are the experimental

kinematic cuts.

The maximum photon virtuality Q2
max is given by the experimental conditions and is

via

Q2 = −(k − k′)2 = 2EeEel(1 + cos θe) (2.8)

related to the (maximum) energy Eel and angle θe of the scattered electron. Here the

energy of the incoming electron beam is Ee.

2.1.3 Photoproduction in the Parton Model

A fundament of QCD is the use of factorization, the theorem that a cross section can

be written as convolution of different factors. Completely calculable short distance

parts of the cross section are separated from partly non-calculable long distance parts.

Factorization is fundamental for the calculation of the cross sections measured in this

work.

Figure 2.3 illustrates electron proton scattering in the photoproduction regime pro-

ducing jets. The photoproduction of jets with high transverse energy is in QCD

described by the hard interaction of real photons with the partons inside the proton.

Of interest are the processes with at least two final state partons with large transverse

momenta.

2The term hadronic cross section refers to the scattering with hadrons (e.g. eP or γP scattering),

whereas the partonic cross section refers to the scattering with partons.
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Figure 2.3: Schematic diagram for the production of jets in electron-proton scattering.

Two interaction classes have to be considered. If the real photon couples as a pointlike

particle with a parton of the proton, then it is called direct interaction. But, the

photon may fluctuate into an unbound quark pair (anomalous) or into a vector meson

which carries the quantum numbers of the photon (Vector-Meson-Dominance) and it

then interacts like a hadron with the proton. These are termed resolved photon-proton

interactions.

Interactions with two outgoing partons of large transverse momentum are due to direct

processes, such as γq → gq (QCD-Compton scattering) and γg → qq (photon-gluon

fusion) and due to resolved processes where the photon first splits into a quark pair (or

higher multiplicity fluctuation) and one of the resulting partons subsequently scatters

off a parton in the proton. The calculation of the latter processes can be approximated

by ascribing parton densities to the photon depending on the longitudinal momentum

fraction of the photon taken by the interacting parton with 4-momentum b out of the

photon

ξγ =
P · b
P · q . (2.9)

In summary the photoproduction of jets in electron-proton scattering is derived using a

factorization into photon-proton scattering, ascribing parton momentum distributions

to the proton (and photon) and calculating — in the direct case — σ̂i,γ , the scattering

of a real photon on a parton i and — in the resolved case — σ̂i,j the scattering of a

parton i with a parton j.
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2.1.4 Renormalization and Factorization

The Strong Coupling Constant

Exemplary for a QCD scattering process the scattering of two quarks is not only

defined by the one gluon exchange diagram, but also by diagrams including quark and

gluon loops. The latter diagrams are divergent for infinite momentum of the particles

in the loop. These ultraviolet (UV) divergencies are absorbed into a redefinition of

the strong coupling constant αs. The energy scale at which the subtraction of the

divergent terms into αs is performed is µr. Then, however, is αs a function of the

renormalization scale µr.

The renormalization scale dependence of αs = g2/4π is given by the renormalization

group equation

µr
dg(µr)

dµr
= β(g(µr)) (2.10)

and the beta function β is an expansion in αs:

β(g) = −g
(

(
αs

4π
)1β1 + (

αs

4π
)2β2 + . . .

)

. (2.11)

The coefficients βi can be calculated using loop diagrams, e.g. β1 = (11Nc − 2nf )/3,

where nf is the number of flavours and Nc is the number of colours, i.e. 3 for QCD.

The scale dependence of αs is known as the running coupling.

The solution of eq. 2.10 up to the leading term β1 leads to the 1-loop expression of αs

αs(µr) =
4π

β1 ln( µ2
r

Λ2 )
. (2.12)

Unfortunately QCD does not predict the absolute value of αs at a given scale. This

has to be derived from experimental data. Usually αs is given at the scale µr = MZ .

Instead of αs(MZ) a dimensional parameter Λ is often used, which specifies the scale

µr at which αs(µr) diverges (in eq.2.12).The value of the Λ parameter depends on the

number of active flavours.

Asymptotic freedom, the observation that in QCD the coupling constant is becoming

smaller at high energies, explains why perturbative QCD is useful at high energies.

At high energies a quantity like σ̂γ,i or σ̂i,j can be computed in perturbation theory

as

σ̂γ,i =

∞
∑

n=a

αn
s (µr, Λ)Cn(µr) . (2.13)

For photoproduction dijet cross sections the leading power a is 1 and for 3-jet cross

sections it is 2. The coefficient Ca does not depend on µr.
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The coefficients Cn are calculated using Feynman diagrams of order αn
s . Since µr

defines when to calculate a piece of the cross section in αs and when in the coefficients,

also these depend on µr. In a not truncated expansion the choice of µr should be

abritary.

When performing these calculation several divergencies arise. They have to be reg-

ulated in a well defined way, a specific renormalisation scheme. The scheme most

often used is the modified minimal subtraction (MS) scheme. In the MS scheme

divergences are regulated by integrating not over 4 space-time dimensions, but over

4 − ε dimensions, which leads to poles like 1/ε and these poles may be subtracted.

Then the coefficients explicitly depend on the used renormalisation scheme.

Parton Densities

Similar arguments hold for the introduction of the factorization scale µf . The short

distance cross sections, e.g. σ̂γ,i, are derived by factoring long distance parts of the

hadronic cross sections into new renormalized parton momentum densities. Diver-

gencies from initial state gluon radiation (collinear singularities) are absorbed into a

redefinition of the parton momentum densities into renormalized parton momentum

densities. Again the factorization scale is an arbitrary parameter, which is the scale

at which the short distance parts are separated from the long distance parts. For

instance gluon radiation at large transverse momenta is calculated in the partonic

cross section and gluon radiation at small transverse momenta is part of the parton

densities.

The parton momentum densities fa,b(ξ, µf) can be interpreted as the number density

to find a parton a with the longitudinal energy fraction ξ in a particle b and taking into

account collinear gluon emission up to µf < PT where PT is the transverse momentum

of the radiated gluons.

The ξ dependence of the proton parton densities has to be measured by experiments

at a certain interaction energy. Only the scale dependence can be calculated accord-

ing to the DGLAP equations [34, 35, 36]. As already stated above the photon is a

complicated object due to the possible fluctuations into partons. Contrary to the

proton case also the ξ dependence of the photon can be partly calculated in QCD.

The photon structure will be further discussed in section 2.4.

For both parton density functions (fj/γ and fi/p) their factorization scale dependence

is calculated using integro-differential matrix (DGLAP) equations. The DGLAP equa-

tions for the proton pdfs can be written as3.

3Following the usual convention that neglects the denominator in the ln.
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dfq(ξ, µf)

d ln µ2
f

=
αs(µf)

2π

∫ 1

ξ

dz

z

(

Pqg(z)fg(
ξ

z
, µf) + Pqq(z)fq(

ξ

z
, µf)

)

(2.14)

dfg(ξ, µf)

d lnµ2
f

=
αs(µf)

2π

∫ 1

ξ

dz

z

(

Pgg(z)fg(
ξ

z
, µf) +

∑

q

Pgq(z)fq(
ξ

z
, µf)

)

.(2.15)

Here Pij(z) are probability densities to obtain a parton i from a parton j with a

momentum fraction z from the momentum of parton j. These splitting functions

Pij are calculated as perturbative expansions in αs (again in a certain factorization

scheme, e.g. MS). Here the gluon density of the proton is fg, and the fq are the

quark densities.

2.1.5 Structure of the hadronic Cross Section in QCD

In perturbative QCD the hadronic photon-proton jet cross section is obtained using

the factorization theorem as the convolution of the partonic cross sections with the

renormalized parton momentum densities of the proton fi/p and the photon fj/γ .

The hadronic cross section is usually divided into a sum of two components, the

direct part σdirect

γp and the resolved part σresolved

γp . This distinction is unambiguously

defined only in leading order and depends on a photon factorization scale µγ. The

two components can be expressed as:

σdirect
γp =

∑

i

∫

dξpfi/p(ξp, µp)σ̂iγ(ŝ, µγ, µp, αs(µr), µr) (2.16)

σresolved
γp =

∑

j,i

∫

dξγfj/γ(ξγ, µγ)dξpfi/p(ξp, µp)σ̂ij(ŝ, µγ, µp, αs(µr), µr) . (2.17)

The squared centre-of-mass energy of the hard subprocess is ŝ = ξpξγys, where
√

s is

the total centre-of-mass energy in the ep-system, i.e. 300 GeV at HERA. The proton

factorization scale is µp. The total cross sections on the left hand side of equation 2.6

are obtained by integrating over y, ξp and ξγ. The partonic cross sections σ̂iγ and

σ̂ij contain a further integration over an internal degree of freedom, e.g. cos θ∗, the

scattering angle in the centre-of-mass system of the partonic two body reaction, or

the transverse energy.

2.1.6 Perturbative QCD

The partonic cross sections σ̂ can be expanded as a perturbative series in powers of

αs as expressed in equation 2.13.
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Figure 2.4: Born diagrams for direct photoproduction (Final state QCD compton scattering and

boson-gluon fusion diagram.)

In leading order the direct photoproduction is of O(ααs) and the resolved photopro-

duction is of O(αα2
s). Often the argument is used that the resolved partonic cross

section convoluted with the photon parton densities results in the same order for the

direct and resolved parts of the hadronic cross section σγP . The reason is that the

photon pdfs look like O(1/αs).

The leading order (Born) cross sections of the direct photoproduction of two jets are

QCD-Compton scattering γq → gq and photon-gluon fusion γg → qq, both displayed

in Figure 2.4. Their matrix elements are connected by crossing relations.

Examples of leading order resolved diagrams are displayed in Fig. 2.5. Resolved

parton subprocesses are e.g. qq → qq, qq → qq, qg → qg, qq → gg, gg → qq and

gg → gg.

Most of the matrix elements diverge for cos θ∗ → 1. In order to avoid mass singularities

in the partonic cross sections a minimum cut in θ∗ or in the transverse energy of the

outgoing partons has to be applied. Note that the resolved matrix elements are

predicted to rise steeper as a function of cos θ∗.

Next-to-leading order corrections to the partonic dijet cross section are due to direct

processes of O(α2
s) and resolved processes of O(α3

s). These are virtual one loop (2 → 2

processes) and real corrections (2 → 3 processes). Examples are shown in Figure

2.6. The real corrections for the partonic dijet cross sections give the leading order

predictions for the partonic 3-jet cross sections.

Direct and resolved dijet cross sections have been calculated up to the next-to-leading

order in QCD[44, 49, 51, 52].

NLO predictions show the advantages that the dependence on the choice of scale is

significantly reduced and that it is the first order perturbation theory which is sensitive

to the jet definitions.

A further discussion of the method and program used in this work to calculate LO

and NLO predictions is presented in section 2.7.
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Figure 2.5: Born diagrams for resolved photoproduction.

Figure 2.6: Example of a virtual and real correction diagram for next-to-leading order direct

photoproduction.
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2.2 Jetalgorithms

In order to be able to compare a measured cross section as a function of an observable

to theory the observable must be infrared (IR) save. This means that two collinear

partons may be replaced by one, that partons collinear with the beam momenta don’t

effect the measurement and that the measurement is insensitive to the emission of soft

particles. These conditions can be fulfilled by a suitable application of a jet algorithm

and a careful definition of the jet observables.

However there is no unique association of a jet of hadrons observed in experiments

with a single parton, due to the fact that the partons carry colour and must therefore

combine to colourless hadrons. Nevertheless the jet algorithm should minimise the

effect of the long distance hadronization.

It has been found by comparisons of jet algorithms in DIS (e.g. [46, 47]) that the

inclusive k⊥ algorithm is one of the algorithms best suited to minimise hadronization

effects. The inclusive k⊥ has many other advantages like the fact that no longer the

cone algorithm problem with overlapping jets occurs (see e.g. ref. [48]).

Because of the latter reasons in the present analysis jets are always defined using

the inclusive k⊥ algorithm as proposed in [54, 55]. The application of this algorithm

has become standard in jet analyses at HERA [56]. It utilises a definition of jets in

which not all particles are assigned to hard jets. Here it is applied in the laboratory

frame with the separation parameter set to 1 and using an ET weighted recombination

scheme in which the jets are treated as massless.

The algorithm starts with a list of objects, which can be partons, hadrons or detector

objects.

A recursive procedure follows:

• For each object a separation to the beam axis is defined

di = E2
T,i (2.18)

and for each pair of objects a separation to each other is defined

di,j = min(E2
T,i, E

2
T,j)R

2
i,j/R . (2.19)

Ri,j is the distance of the two objects in the η − φ plane

Ri,j =
√

(ηi − ηj)2 + (φi − φj)2 (2.20)

and R is a separation parameter (similar to cone algorithms) of order 1.
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The pseudorapidity is η = − ln(tan θ/2)) and φ is the azimuthal angle4.

• The smallest distance of a single object di or pair di,j is labelled dmin.

• If dmin is a pair distance di,j then the two objects i and j are merged to a new

object k with:

ET,k = ET,i + ET,j (2.21)

and

ηk = (ET,iηi + ET,jηj)/ET,k (2.22)

φk = (ET,iφi + ET,jφj)/ET,k (2.23)

• If dmin is a di then the object is not merged, removed from the list of objects

and added to a list of jets.

This procedure is continued until the list of objects is empty and the output is a list

of jets with increasing values of di (E2
T,i).

At the end there are many jets on the list of jets. Surely the most interesting candi-

dates are the ones with the highest ET giving access to the hard subprocess. Therefore

inclusive jet cross sections are defined, which means that one considers always events

as n-jet events if they have at least n jets above some ET treshhold.

It should be noticed that in NLO 3 parton final states it is possible that 2 partons

may lie within one jet.

2.3 Observables

At the beginning of this paragraph the two longitudinal parton momenta ξγ and ξP

are discussed. In dijet events the two highest ET jets are considered and used to

reconstruct ξp and ξγ. Thus the two scaled parton momenta are calculated from the

jets produced in the hard subprocess, via

xγ =
1

2Eey
(ET,1e

−η1 + ET,2e
−η2) (2.24)

xp =
1

2Ep
(ET,1e

η1 + ET,2e
η2) (2.25)

4As in all HERA analyses the coordinate system is centred at the nominal interaction point with

the positive z direction along the incident proton beam. The polar angle θ is defined with respect

to the positive z axis and the azimuthal angle φ such that φ = 0 points to the positive x axis (see

section 3.1).
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These are definitions of observables, xγ and xp, which are equal to ξp and ξγ for 2 → 2

processes. Here ET,1 and ET,2 are the transverse energies of the two jets of the hard

subprocess, η1 and η2 are their pseudorapidities in the laboratory frame and Ee and

Ep are the energies of the electron and proton beams. These relations can be easily

derived from the equations 2.5 and 2.9 for leading order processes. Although the

transverse energies of the jets are equal for leading order processes, eq. 2.24 and 2.25

are used in this work as definitions of observables in all orders.

In principle one could measure the dependence of the fourfold differential cross sec-

tion dσγp/dydxγdxpd cos θ∗ on all four variables. This, however, would require a much

larger data set than presently available. Therefore in this paper more inclusive quan-

tities are presented.

Of great importance in jet physics in photoproduction (and at hadron colliders) is the

measurement of the jet cross section as a function of the jet transverse energies ET =

| ~pT |, the jet pseudorapidities ηjet and the jet azimuthal angles φ. These observables

are sensitive to the centre-of-mass frame of the hard subprocess, which is moving along

the beam axis. They are also invariant under longitudinal boosts. In dijet events one

has the choice to measure cross sections as a function of ET of the highest ET jet,

ET,max, of the second jet, ET,second, or linear combinations of both. The cross section

as a function of ET,second becomes IR sensitive when ET,second = ET,max [44]. In this

work cross sections as a function of ET,max and the mean ET of two jets ET,mean are

measured. In addition the transverse energy distribution of the third jet is measured

for 3-jet events.

Differential cross sections in xγ and xp are measured for dijet events in different scale

regions (ET,max regions) and for different xγ or xp cut-off values.

The cross section as a function of xγ is also exploited for 3-jet events. Here xγ is

defined according to eq. 2.9 using

x(3)
γ =

1

2Eey
(ET,1e

−η1 + ET,2e
−η2 + ET,3e

−η3) (2.26)

The momentum fraction x
(3)
γ is equal to ξγ for leading order 3-jet production.

For comparison also the definition of eq. 2.24 is used and termed x
(2)
γ to be able to

distinguish this 3-jet observable from the dijet observable xγ . If a third hard jet is

present in an inclusive dijet event, then xγ < ξγ. The 3-jet cross section as a function

of x
(2)
γ tests how many of the low xγ dijet events have a third high ET jet.

The pseudorapitities of the leading or second jet are both not IR save observables.

To understand this one can consider a leading order dijet event. Then ET,second =

ET,max and let us assume that ηjet1 = 2.5 and ηjet2 = −0.5. A gluon radiated with

infinite small ET can give under this condition a finite change in ηjet1 of 3 units in

pseudorapidity.
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IR save observables are the mean pseudorapidity η = (η1 + η2)/2 for a dijet event and

the absolute value of the difference in pseudorapidity of the two jets |η1 − η2|. This

gives also access to θ∗ via

cos θ∗ = | tanh((η1 − η2)/2)| . (2.27)

The cross section differential in the average value of the pseudorapidities η is partic-

ularly sensitive to parton density functions. It is thus presented for different photon-

proton centre-of-mass energies (y regions) and different scales (ET,max regions), cf.

equations 2.24 and 2.25. Cross sections differential in η = (η1 + η2 + η3)/3 are also

measured for 3-jet events.

The angle θ∗ is sensitive to the dynamics of jet production (the matrix elements) and

the corresponding differential dijet cross section is therefore evaluated for different xγ

regions for all invariant dijet masses MJJ and in addition with a cut in MJJ .

The different xγ regions enhance the fraction of direct or resolved events and the cut

in MJJ may reduce phase space effects due to the cuts made in ET (large values of

ET reduce events at high cos θ∗ and large values of MJJ reduce events at low cos θ∗).

It is of course also interesting to measure the cross section as a function of the centre-

of-mass energy of the hard subprocess ŝ. This variable is not accessible, because

again only the two highest ET jets are considered. But the invariant mass of the

n-jet system M can be reconstructed. These cross sections are also important as a

possible background to various new physics signals, e.g. the anomalous production of

top quarks [25, 26, 27].

The understanding of n-jet invariant mass distributions is essential for the study of

the hadronic decay of new particles.

2.4 Structure of the Photon

Due to the Heisenberg uncertainty principle the photon may fluctuate into quark pairs

and subsequently into higher multiplicities due to gluon radiation. For sufficiently high

transverse momenta of the quark pair the process γ → qq can be calculated in QED.

The calculation is very similar to the calculation performed in the Weizsäcker-Williams

approximation. Describable are these fluctuations again with parton densities fq/γ

describing the number density to find a quark in the photon carrying a momentum

fraction ξγ of the initial photon momentum.

The QED result is:

fq/γ(ξγ, µγ) = q2
f

α

2π
(ξ2

γ + (1 − ξγ)
2) ln(

µ2
γ(ξγ − 1)

m2
qξγ

)
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The electric charge of the quark q is qf and mq is the effective mass of a free quark.

Unlike the proton structure the photon structure depends already without QCD cor-

rections on a scale µγ, which can be interpreted in this case as the virtuality of the

particle probing the photon fluctuations. Interesting is also that fq/γ increases for

increasing ξγ.

QCD corrections to the QED result have been calculated [39]. The QCD correc-

tions preserve the ln µ2
γ dependence and give in the LO approximation the so called

asymptotic solution:

fq/γ(ξγ, µγ) ≈ αF (ξγ) ln(
µ2

γ

Λ2
)

Since αs ≈ ln(µ2/Λ2)−1 this shows why the photon structure looks like O(1/αs). This

part of the photon structure is called anomalous.

The calculation is only valid for µγ → ∞, because it neglects non-asymptotic parts

of the photon structure which are connected to the hadron like (VDM) part of the

photon (see below).

Nevertheless the asymptotic solution diverges for small ξ values and an approach to

deal with these divergencies is the construction of parton density functions of the

photon at an input scale and to use the photon evolution equations to get results at

higher scales, thus giving up the parameter free predictive power of QCD.

Evolution equations for the photon pdfs can be written as:

dfq/γ(ξγ, µγ)

d lnµ2
f

=
α

2π
q2
fPqγ(ξγ) +

αs(µγ)

2π

∫ 1

ξγ

dz

z

(

Pqg(z)fg/γ(
ξγ

z
, µγ)+

Pqq(z)fq/γ(
ξγ

z
, µγ)

)

(2.28)

dfg/γ(ξγ, µγ)

d ln µ2
γ

=
αs(µγ)

2π

∫ 1

ξγ

dz

z

(

Pgg(z)fg/γ(
ξγ

z
, µγ)+

∑

q

Pgq(z)fq/γ(
ξγ

z
, µγ)

)

(2.29)

The photon may also couple to bound qq states which carry the same quantum num-

bers as the photon, such as the ρ, ω or the φ meson. These fluctuations are due to a

missing hard scale not calculable in perturbation theory, but they can reasonably be

described by the Vector Meson Dominance model (VDM). The VDM model interprets

the photon as a superposition of vector meson states.

A good knowledge of the struture of the photon is of utmost importance as a test of

the predictive power of perturbative QCD.
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Figure 2.7: Different next-to-leading order parameterization of photon pdfs as a function of x

(equal to ξγ) for a fixed scale µ (left) and as a function of the squared of the scale for a fixed x

(right). The upper lines in the Figures correspond to different parameterizations of the summed

quark pdf and the lower lines correspond to the gluon pdfs.

Photon quark densities have been determined in experiments at e+e−-colliders[37]

which investigate the photon structure function F γ
2 , where xγ between 0.01 and 0.8−1

and scales between 0.2 to 780 GeV2 have been reached [38]. At high xγ values and

high scales the uncertainties of these experiments are large.

The gluon density of the photon is only poorly known to date. From F γ
2 measurements

the gluon density can only be calculated via the evolution model. The photoproduc-

tion of jets is directly sensitive to the gluon density of the photon. But up to now

these results suffer from large uncertainties.

One reason is that gluon reactions are only dominating the cross section at low ξγ,

corresponding to low ET . Unfortunately at low ET the interpretation of the measured

cross section is difficult due to large non-perturbative effects. The analysis presented

in this work tests the gluon density in the photon directly at relatively high ξγ.

Today leading and next-to-leading order parameterizations of photon parton densities

are obtained by several groups.

Since this work is attributed to a comparison of the data to NLO calculations only

NLO parametrizations of the photon structure are considered.

There are pdfs from three different groups available.

• Glück, Reya and Vogt

GRV [62] constructed the photon parameterization at a low input scale of

0.3 GeV2, where the valence quarks distributions have the same shape as the
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pion structure function. This means that the anomalous component of the

photon structure is assumed to vanish at the input scale. The anomalous com-

ponent should be automatically generated by the photon evolution equations.

NLO evolution equations for massless quarks with Λ = 200 MeV are used in the

so called DISγ factorization scheme.

They allowed for one free parameter fixing the normalization of the input dis-

tributions. This parameter was fitted to a large set of F γ
2 data. The NLO pdf

is termed GRV-HO.

• Aurenche, Fontannaz and Guillet

The AFG [67] strategy is very similar. The starting scale is 0.5 GeV2 and again

the input at this scale is purely hadron-like, a coherent sum of vector mesons.

The used factorization scheme is the MS scheme and the NLO evolution is

performed using 4 flavours and Λ = 200 MeV. A scale factor is provided to

adjust the VDM contribution, the default value is 1. The NLO pdf is termed

AFG-HO.

• Gordon and Storrow

The GS [68] parton densities are not used in this work, because no reliable data

grid is available. Figure 2.7 shows that the pdfs do not follow the log µ2 predic-

tion. Problems of the x behaviour of this parametrization were also reported in

[69]. The NLO pdf is termed GS-HO.

Figure 2.7 shows a comparison of the parton densities for a fixed ξγ of 0.5 as a

function of the scale and for a fixed scale of 625GeV2 as a function of ξγ. The GRV

and AFG pdfs show only very small differences, which are much smaller than the

current uncertainties of photon structure.

2.5 Structure of the Proton

Photoproduction jet data is sensitive to the parton densities of the proton. Because

this analysis investigates events with jets at high transverse energies the accessible xp

range is rather high (xp > 0.05).

In this kinematical regime, the quark densities are well known from deeply inelastic

scattering data, while the gluon density has uncertainties of the order 10 to 50%[40].

The discussion will therefore concentrate on the gluon density of the proton.

Many signal and background processes at HERA, the Tevatron and the LHC have

a gluon in the initial state, e.g. the Higgs boson production via gg → h. It is thus
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Figure 2.8: The ratio of different next-to-leading order parametrizations of the gluon densities to

the CTEQ5M gluon density. The ratios are shown as a function of x (equal to ξP ) for a squared

scale µ2 = 625 GeV2.

important to reduce the uncertainty of the gluon parton distribution, especially at

high ξ. Likewise jet photoproduction tests the universality of the proton pdfs.

There are a lot of different proton pdfs sets available. In this work two of the most pop-

ular sets are used for the NLO calculations. Both CTEQ5 [64] and the MRST99 [65]

pdfs are obtained from global fits (primary to DIS data). They use NLO evolution

equations in the MS scheme and ΛQCD was set to 0.226 GeV (αs(MZ) = 0.118) in

the CTEQ5M fit and 0.220 GeV (αs(MZ) = 0.117.5) in the MRST99 fit. A 2-loop αs

with 5 flavours was used.

The MRST group provides 3 different pdf sets, MRST99 1-3, representing the uncer-

tainty of the gluon distribution in their fit. The CTEQ group provides pdfs with the

gluon enhanced at large ξ (CTEQ5HJ) and an update of CTEQ5M with an improved

evolution code (CTEQ5M1).

These gluon densities are compared as a function of ξp for µ2
P = 625 GeV2 in Figure

2.8 showing increasing differences with increasing ξp values.
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2.6 Definition of the Phase Space

In this section the phase space of the measured cross section is introduced. Most cuts

are due to experimental reasons as discussed in the next chapter.

This work considers jets at high transverse momentum. The theoretical reason is that

first high ET provides a natural hard scale for perturbative QCD calculations.

Second at lower ET such as ≈ 5 GeV the cross section may be dominated by soft

physics, e.g. the difference of the cross sections with and without the so called soft

underlying event at low xγ is approximately 100% [91]. The aim of this work is to

address hard processes exclusively.

Asymmetric cuts on the ET of the two jets with the highest transverse energies must

be applied to avoid regions of phase space affected by uncertainties in the NLO di-

jet calculation [44]. On the other hand a highly asymmetric cut causes large NLO

corrections and a pronounced dependence on the choice of scale (see Appendix C).

The jet selection criteria therefore required an ET of the highest transverse energy jet

ET,max > 25 GeV, and the transverse energy of the second highest transverse energy

jet ET,second > 15 GeV.

The pseudorapidity of each jet ηjet was restricted to −0.5 < ηjet < 2.5. The measured

kinematic region was restricted to 0.1 < y < 0.9 and Q2 < 1 GeV2.

The kinematic range of the measured jet cross sections is summarized in Table 2.1.

Q2 < 1 GeV2

0.1 < y < 0.9

ET,max > 25 GeV

ET,second > 15 GeV

3-jet production: ET,third > 15 GeV

−0.5 < ηjet < 2.5

Table 2.1: The definition of the phase space of the measured jet cross sections.

2.7 Fixed Order QCD Calculations

The goal of this analysis is the comparison of the measured cross sections to perturba-

tive QCD calculations at the parton level. The LO and NLO dijet cross sections were

computed using a program based on the subtraction method [44, 63] for the analytic

cancellation of infrared (soft and collinear) singularities.

Roughly the idea in the subtraction method [45] is to add and subtract an additional

term to the cross section such that one can perform an analytic integration.
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The calculation of the dijet cross sections was performed by deriving the γP result

for the resolved part at 8 fixed photon-proton centre-of-mass energies (Wγ,P bins)

and a subsequent multiplication with the corresponding integrated photon flux. The

uncertainty of this method was found to be < 1% by increasing the number of Wγ,P

bins. For the direct part ep scattering was calculated.

In calculating LO and NLO cross sections a 2-loop αs was taken with 5 active flavours.

ΛQCD was set to 0.226 GeV (αs(MZ) = 0.118), which is the value used in the proton

parton density functions. CTEQ5M [64] parton density functions were chosen for

the proton whereas MRST99 [65] parton density functions were selected to test the

dependence of the NLO cross sections on the proton pdfs at the same value of ΛQCD.

For the photon GRV-HO [66] is used as a main setting and the parameterization of

AFG-HO [67] to study the dependence of the results on the choice of the photon pdfs.

The renormalization scale µr and the factorization scales µp and µγ were, event by

event, set to the sum of the transverse energies of the outgoing partons divided by

two.

The QCD program allows the variation of this common scale. It was varied from 0.5 to

2 times the default scale to estimate the scale uncertainty in the NLO calculation. This

uncertainty turned out to vary between ±10 and ±20% in the measured kinematic

range.

NLO pdfs and αs have been used in the LO and NLO calculation to compare the LO

and NLO hard scattering cross sections. In the dijet analysis the difference between

the NLO and LO prediction gives information of higher order effects. In a 3-jet

analysis the comparison of the LO prediction to the data may predict the size of

higher order corrections.

It was tried to compare the results of the NLO calculation with a program [50] which

uses the phase space slicing method to deal with the cancellation of infrared singu-

larities. The results are found to be compatible within 20% for a slicing parameter of

0.001. In this phase space slicing method, the singular phase space regions are seper-

ated by introducing an invariant mass cut-off, the slicing parameter. The calculated

cross sections should be independent on the choice of this parameter, at least in a

sensible range.

Unfortunately is was found that the result of this program crucially depends on the

choice of the slicing parameter. Differences up to 100 % occurred. The data are only

compared to the theoretically favoured subtraction method program.

In addition the data are compared to the predictions of NLO QCD corrected for

hadronization effects, which are defined as the ratio of the cross sections with jets re-

constructed from hadrons and from partons before hadronization. The hadronization

effects are calculated with PYTHIA and HERWIG and the mean value of the two
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Figure 2.9: Schematic view of an event generator and the detector simulation.

predictions is used for corrections. Here the difference between the two Monte Carlo

models is in general small and at maximum ≈ 10%. The jets built out of partons are

found to be well correlated with the jets built out of hadrons.

2.8 Monte Carlo Event Generators

Detector effects like limited acceptance or resolution have to be considered for a

comparison of the data with theory. Furthermore the impact of non perturbative

physics, e.g. hadronization, need to be estimated. This is done using QCD Monte

Carlo event generators, which allow the creation of artificial events. The generators

consider the leading order direct and resolved processes, additional QCD radiation,

a simulation of the beam remnants and hadronization. Moreover the created events

can also be passed through a detailed detector simulation performed by GEANT [60].

Figure 2.9 shows a schematic view of this procedure.

2.8.1 Pythia and Herwig

Both Monte Carlo event generators, PYTHIA and HERWIG, are able to generate

various processes.

To simulate the direct and resolved photoproduction of jets, the PYTHIA 5.7 [57] and
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HERWIG 5.9 [59] event generators were used followed by a full detector simulation [60]

of all Monte Carlo events. Both programs contain the Born level QCD hard scattering

matrix elements, regulated by a minimum cut-off in transverse momentum. GRV-

LO [61, 62] parton density functions (pdfs) for the proton and photon were chosen.

The phase space of the generated events covers Q2 < 4 GeV2 and y < 0.98. For the

PYTHIA generation a 1-loop αs is taken with Λ = 200 MeV, while for HERWIG a

2-loop αs is taken with Λ = 291 MeV [85, 3].

HERWIG uses the equivalent photon approximation to simulate the photon spectrum,

while PYTHIA has been run in the photon-proton mode and has been interfaced with

IJRAY [58] to simulate the photon spectrum.

Leading logarithmic parton showers are used to represent higher order QCD radiation.

In the parton shower ansatz a multiple number of branchings of partons characterized

by a virtuality scale Q0 are considered (using splitting functions). The minimum Q0

is typically 1 GeV, the maximum Q0 is matched to the leading order 2 → 2 matrix

elements .

Perturbation theory is not valid at large distances, because of the increasing strong

force. Here the coloured partons are transformed to colourless hadrons.

To perform this transformation, the Lund String model is applied in PYTHIA to

hadronize the outgoing partons, while in HERWIG the cluster hadronization approach

is used.

In the Lund String model a colour field with constant energy per unit length (a string)

is stretched between the partons. Gluons are supposed to produce kinks on the strings.

At the end of the procedure the strings break up into hadrons.

In the cluster model colour-singlet clusters of neighbouring partons are formed, which

decay into hadrons. Details of the two models can be found in [57, 59].

Multiple interactions between the proton and the resolved photon are dealt with in

PYTHIA by adding additional interactions between spectator partons within the same

event. These processes are calculated by extending the perturbative parton-parton

scattering to a low ET cut-off.

In HERWIG multiple interactions are included by producing in a fraction P ′ of the

resolved events so called soft underlying events. These interactions are parameterized

using experimental results of soft hadron-hadron scattering. It is found in section 3.4

that P ′ has to be set to ∼30-35%.

Both HERWIG and PYTHIA contain only the leading order 2 → 2 photoproduction

processes. As a consequence they are not able to describe the absolute dijet and 3-jet

cross sections. To get a estimate of the jet cross sections the PYTHIA dijet cross

section was scaled by a factor of 1.2 and the HERWIG dijet cross section was scaled

by a factor of 2. These scaling factors are derived by comparing the measured total
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dijet cross section to the unscaled PYTHIA and HERWIG prediction. In this work

all PYTHIA and HERWIG dijet cross sections shown are scaled by these factors.

Especially HERWIG needs a different (compared to the dijet case) scale factor to

describe the 3-jet cross section. This is explained in section 3.3.2.

2.8.2 Other Generators

DIS

Neutral current (NC) and charged current (CC) event generators are used to estimate

the expected background from the processes. The ARIADNE [83] Monte Carlo inter-

faced with DJANGO [84] was used to generate NC events with Q2 > 300 GeV2 and

high Q2 CC events. Neutral current high Q2 events were found to be the main source

of background. RAPGAP was used to determine the low Q2 NC DIS background for

1 < Q2 < 300 GeV2.

W production

Jets with high transverse momentum also result from the hadronic decay of W or

Z0 bosons. For the analysis presented in this work the contribution of W bosons

is estimated with the EPVEC Monte Carlo generator [53] to be 5-6 events. The

Z0 contribution is expected to be even smaller such that the background from both

processes is safely neglected in the following. A search for W bosons in the jet channel

needs a special search strategy and is still under investigation [24].

The H1 experiment has reported [23] an excess of events with an isolated lepton (e

and µ), missing transverse momentum and a high ET hadronic system. A ZEUS

analysis [22] could not corroborate this excess. The kinematics of these events are

mostly compatible with a leptonic W decay and a high ET jet. New physics could

enhance the cross section of W+jet events such that it is already observable in the

3-jet cross sections.
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This chapter explains the measurement of photoproduction dijet and 3-jet cross sec-

tions. It starts with an outline of HERA and the H1 detector. Furthermore the

selection of photoproduction jet events and an exploration of the event properties is

discussed. Finally the unfolding procedure and the systematic uncertainties of the

measurement are presented.

3.1 The H1 Detector at HERA

The electron-proton storage ring HERA (Hadron Elektron Ring Anlage) at DESY

(Deutsches Electronen Synchrotron) is a unique machinery to study the scattering

of electrons and protons and the photoproduction of hard jets. This machinery is a

continuation of famous electron nucleon scattering experiments, such as the Hofstadter

and SLAC-MIT experiments.

Unlike these previous experiments the HERA accelerator does not collide the electrons

on a fixed nucleon target. HERA accelerates unbound protons and is thus the only

facility in the world in which accelerated electrons and protons collide.

In HERA (see Figure 3.1) 27.6 GeV positrons collided with 820 GeV protons in the

years 1994-1997, resulting in a centre-of-mass energy of about 300 GeV. In 1998 the

proton beam energy was increased to 920 GeV and electrons were accelerated. In

1999 HERA was switched back to the acceleration of positrons.

The HERA tunnel is 6.3 km in circumference and 10 m - 25 m under ground. The

magnets of the electron storage ring contain normal conductors and operate at room

temperature. The magnets of the proton storage ring produce a magnetic field of 4.7

Tesla for bending the high momentum proton beam through the ring. To accomplish

this, superconducting magnets which operate at a temperature of 4.4◦ K (−269◦ C)

have been constructed. The protons and electrons are stored in up to 220 bunches.

The physics program of HERA led to the construction of two detectors, H1 and ZEUS,

27
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Figure 3.1: The electron-proton collider HERA and preaccelerators.

dedicated to the measurement of electron proton collisions. H1 and ZEUS are found

on the interaction zones, where each 96 ns proton and electron bunches may collide.

In addition there are two beam-target experiments, HERMES and HERA-B.

The experimental work described in the following is based on a data sample collected

with the H1 detector from 1995 − 1997. Thus a brief description of the main com-

ponents of the H1 detector is necessary to understand the analysis procedure. The

detector 1 is described in detail in [70].

The identification and energy measurement of the scattered electron, high resolution

and granularity for the hadronic system and a good hermiticity to recognize missing

transverse energy were from importance in designing the detector. In addition the

unequal beam energies had to be considered in a asymmetric detector configuration

as can be seen from Figure 3.2 . The right-handed coordinate system is centred at

the nominal interaction point (z = 0) with the positive z direction along the incident

proton beam. The positive x-axis points to the ring centre, the positive y-axis points

upwards. The polar angle θ is defined with respect to the positive z axis and the

azimuthal angle φ such that φ = 0 points to the positive x axis.

In the middle and forward region of the H1 detector emphasis is placed on measuring

high momentum jets with a fine granulated Liquid Argon calorimeter (LAr) [72, 71].

1With the luminosity upgrade (in 2001) there have been changes and additions to the H1 detector.

The detector is described at the time the data was taken (HERAI) and important changes after the

luminosity upgrade are briefly added.
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Figure 3.2: An isometric view of the H1 detector.
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Figure 3.3: Side view of the liquid argon calorimeter.

Since the electron most likely scatters in backward direction the SpaCal [73] calorime-

ter has been build there in order to support the electron and hadronic final state

identification. Both main calorimeters, LAr and SpaCal are used in this analysis to

trigger events, reconstruct the hadronic energy of the final state and selecting photo-

production events by eliminating events with an identified scattered electron. The use

of tracking detectors improves the measurement of the momenta of charged particles.

Particles of very low momenta may not reach the main calorimeters and therefore

tracks of the central tracking detector (CJC) are used to supplement the measure-

ment of hadronic energy flow. This detector is in addition used to reconstruct the

interaction vertex.

3.1.1 Calorimetry

The H1 detector comprises four distinct calorimeters: the liquid argon (LAr) calorime-

ter, the spaghetti calorimeter (SpaCal), the tail catcher and the plug calorimeter.

The Liquid Argon Calorimeter

The LAr covers the polar angle range 4◦ < θ < 154◦, corresponding to a labora-

tory pseudorapidity range of −1.47 < η < 3.35, with full azimuthal acceptance.

It is situated inside the magnetic coil in order to minimise the passive material

and improving the electron recognition and the hadronic energy measurement. It

is segmented along the beam axis in eight wheels and each wheel is constructed

from identical octants. Particles deposit their energies via different mechanisms,
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Figure 3.4: Side view of the backward region of the H1 detector showing the position of the SpaCal.

which requires the LAr to be divided in an inner electromagnetic section (EMC)

and an outer hadronic section (HAC). The electromagnetic and hadronic sections

use lead and stainless steel absorber plates, respectively. Liquid Argon is in both

cases used as the active medium because of its good stability, ease of calibration,

possibility of fine granularity and homogeneity. The energy resolution measured

in test beams is σe.m.(E)/E ≈ 0.12/
√

E(GeV ) for an electromagnetic shower and

σhad.(E)/E ≈ 0.5/
√

E(GeV ) for a hadronic shower. The total depth of both section

varies between 5 and 8 interaction lengths. The electromagnetic energy scale un-

certainty is about 1%. For high transverse momentum jets the hadronic energy scale

uncertainty is determined to be 2% (see chapter 2.2.5). The LAr is non-compensating,

i.e. the response to hadrons is about 30% lower than the response to electrons of the

same energy. An energy dependent reweighting is used to equalize the response.

The SpaCal Calorimeter

The angular region 153◦ < θ < 177.8◦ is covered by the spaghetti calorimeter, SpaCal,

a scintillating-fibre calorimeter with lead absorbers. The main design goals of the

calorimeter are a good coverage of the region close to the beam pipe, high angular

and energy resolution for electrons and a capability of providing hadronic energy mea-

surement. The SpaCal has also an electromagnetic and hadronic section. The elec-

tromagnetic energy resolution is σe.m.(E)/E ≈ 7.1%/
√

E(GeV ) [73]. In the hadronic
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section, energies are measured with a resolution of σhad.(E)/E ≈ 30%/
√

E(GeV ).

The hadronic energy scale of the SpaCal calorimeter is known to 7%. A scattered

electron with an energy of ≈ 5 GeV at about 175◦ − 177◦ results in a measured Q2 of

0.5 − 1 GeV2. This gives the upper Q2 range of this analysis.

Tail Catcher, Plug and Electron Tagger

The instrumented iron is equipped with so called strips and pads. While the strips

are used for muon identification the rectangular electrodes (pads) are used to measure

the energy of hadrons penetrating the LAr calorimeter (tail catcher).

The plug calorimeter closes the gap between the LAr and the beam pipe in the forward

direction. Both tail catcher and plug are not used in this analysis.

The electron tagger is located in the HERA tunnel at z = −33m. It has an angular

coverage of θ > 179.7◦. The electron tagger marks the energy of the electron inducing

a photoproduction event and is used in coincidence with the photon tagger to monitor

the luminosity.

The luminosity determination is based on the measurement of the ep → epγ Bethe-

Heitler process, where the positron and photon are detected in crystal Cherenkov

calorimeters located downstream of the interaction point. This process has a large

and good known cross section.

3.1.2 Tracking

The H1 tracking system consists (HERA1 status) of the two central jet chambers

(CJC1 and CJC2), central inner and outer trackers for measuring the z coordinate

(CIZ and COZ), central multiwire proportional chambers (CIP and COP), forward

(FTD) and backward (BDC) tracking detectors and central and backward silicon

microvertex detectors (CST,BST). During the luminosity upgrade the CIZ and the

BDC have been removed and a forward silicon microvertex detector FST has been

added. The tracking detectors are immersed in the 1.15 Tesla magnetic field. The

CJC consists of two concentric cylindrical drift chambers, coaxial with the beam-line,

with a polar angle coverage of 15◦ < θ < 165◦. The spatial resolution is 170µm in the

r−φ plane, the z coordinate is measured with a resolution of σz = 22 cm. From these

detectors the transverse momentum of charged tracks can be determined to σpT /pT <

0.01 pT (GeV ). Two thin drift chambers (CIZ and COZ) improve the measurement of

the z coordinate with an accuracy of σz ≈ 350 µm with wires perpendicular to the

beam axis. Each of the z chambers is supported by the proportional chambers, CIP

and COP, which deliver a fast trigger signal.
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3.1.3 Muon System

Muon identification was used in this analysis to remove non collision background

events, e.g. events overlaid by cosmic muons. Muons are usually identified by looking

for tracks of the inner trackers which point to tracks of the Muon System. Two parts

of the H1 detector are specially designed to identify muons, the Central Muon System

(part of the iron yoke) and the Forward Muon spectrometer. All major components

of the detector are surrounded by the iron yoke of the main solenoid. This iron yoke is

interleaved with slits and these slits are equipped with limited streamer tubes (LSTs).

The LSTs are used for the measurement of penetrating tracks.

3.1.4 H1 Trigger System

A trigger system should be able to give a fast decision for the acquisition of inter-

esting events and the separation of background events. Background sources are e.g.

interaction of protons with gas in the beam pipe (beam-gas) and with material of the

beam tube (beam-wall), beam halo muons and muons of cosmic radiation. The in-

teresting physic processes cover a wide range of rates (or cross sections), from tagged

photoproduction with a rate of 20-30 Hz to rare processes at high transverse energies

which occur only a few times per day or week. The background rates are in the order

of 1 kHz. In the H1 interaction region electron and proton bunches collide with a rate

of 10.4 MHz.

The H1 Trigger System is divided into four levels in order to filter the interesting

events. The first and second level systems (L1 and L2) are phase locked to the HERA

accelerator clock of 10.4 MHz. The L1 system provides a trigger decision for each

bunch crossing after 2 µs without causing dead time. Information of several subde-

tectors (trigger elements) are used to provide a decision. The LAr calorimeter provides

signals to the central trigger which are used to trigger NC, CC and photoproduction

jet events. These signals are derived from the summed energies in parts (Big-Towers)

of the LAr or from the total energy of the LAr. A detailed description of the LAr

trigger can be found in [75].

The trigger elements are combined by the central trigger logic to 128 subtriggers.

Some subdetectors need several bunch crossings (BC) time to provide the information,

which is meanwhile stored into pipelines.

The L2 system decision is presently derived within 20 µs from a combination of two

independent hardware systems, a topological correlation and a neural network. The

L3 system is not yet implemented.

The L4 trigger is based on a full (but simplified) reconstruction of the event and

decides in approximately 100 ms. The events accepted by L4 are written on tape.
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The data is then fully reconstructed and written in a compressed format to data

summary tapes (DST).

3.2 Data Selection

The data sample was collected with the H1 detector from 1995-97, when protons

of 820 GeV energy collided with positrons of 27.6 GeV energy, in HERA, resulting

in a centre-of-mass energy of 300 GeV. Candidate events are selected by the H1

trigger system and are written on tape. In the following the selection of a clean jet

photoproduction sample out of the enormous amount of events passing the trigger

criteria is described. The first step was the selection of so called good and medium

”runs”. The term ”run” defines a data taking period of at least 2 hours in which

the detector conditions are rather stable and for which the integrated luminosity is

determined.

To require good and medium runs means that all detector components relevant for

the presented analysis are in operation. These are both CJC1 and CJC2, the LAr,

the SpaCal and the Luminosity system. In addition it is required, on an event by

event basis, that the high voltage and other status informations of CJC1 and CJC2,

the LAr and the SpaCal are at the nominal settings.

To reduce the background it was demanded that an event vertex was reconstructed

within 35 cm of the nominal z position of the vertex.

The next important step in selecting jet photoproduction is the reconstruction of the

hadronic final state.

3.2.1 Photoproduction Event Selection

Reconstruction of the hadronic final state

The hadronic final state may be reconstructed in many different ways. Mostly the

information of the calorimeters is used. Neighbouring calorimeter cells are combined

with an algorithm to clusters.

Since the majority of the energy of high transverse energy jets is measured in the

calorimeters, often calorimeter clusters are used alone to reconstruct the hadronic

final state. Then, however the measured energy is typically to low, because particles

originating from the event vertex lose some of their energies due to dead material on

their way to the calorimeters. Also the momentum resolution for particles with low

momentum is much better for tracks than for the calorimeters.

In this analysis both, energy deposits in the calorimeters and low momentum tracks

in the CJC are combined to reconstruct the hadronic energy of the events. The
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method [74, 76] avoids double counting and the constructed objects are called HFS

objects. Tracks with transverse momentum pT,Track < 2 GeV and which have been

constrained to the event vertex, are extrapolated to the calorimeters. The cut in the

tracks transverse momentum takes into account that the track momentum resolution

worsens with increasing track momentum (2 GeV is the default choice). Energy in

electromagnetic (hadronic) clusters within a cylinder of radius 25 cm (50 cm) around

the extrapolated track, is assigned to the track. If the track energy is smaller than

the energy within the cylinder, those cluster with the smallest distance of closest

approach to the track are discarded until the total energy of the discarded clusters

is approximately equal to the track energy. Otherwise the track momentum is taken

and all clusters within the cylinder are discarded. If the track does not point to the

calorimeter also the track momentum is taken.

The HFS objects are therefore formed out of clusters and tracks and give an improved

reconstruction of the hadronic final state. These HFS objects have been calibrated

with the so called high Q2 calibration. This calibration is based on a fitting procedure

of the transverse energy balance between the electron and the hadronic final state of

high Q2 data.

The H1 electron finding algorithm QESCAT [77] has been used to identify the elec-

tron. Electrons are identified using criteria for the isolation to hadronic energies and

estimators for the shower profile. All isolation parameters of the algorithm are set to

the default values and no linking between the electron cluster and track is required.

The algorithm searches for electrons in the LAr, SpaCal and the electron tagger.

QESCAT uses the QECFWD [78] finder for the search for electrons in the LAr.

The electron does not belong to the HFS objects, if it has been identified.

Selection of high transverse energy jets

Once the hadronic final state objects are defined, events with high transverse hadronic

energy can be selected by simply adding up the transverse energy ET,i of all HFS

objects i. A preselection was done by demanding the total transverse energy to exceed

30 GeV and one jet with a transverse momentum to exceed 15 GeV besides the latter

requirement. Out of the preselection a dijet sample has been selected. The jet selection

criteria required an ET of the highest transverse energy jet ET,max > 25 GeV, and

the transverse energy of the second highest transverse energy jet ET,second > 15 GeV.

Note that the dijet sample has already a total transverse energy greater than 40 GeV.

Until otherwise stated the observables will be presented using the final calibration,

which will be presented in section 3.2.5.

Further cuts have to be made to sort out the photoproduction jet events from the

background events. These cuts are explained in the following.
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Figure 3.5: Luminosity normalized distributions of the variable ET,miss and E − PZ . Only the jet

selection criteria are required. The vertical dash dotted line refers to the cuts discussed in the text.

Here, as well as in the following figures unless explicitly stated otherwise the error bars denote the

statistical error.

3.2.2 Background Estimate

General background reduction

Non-ep background events are easy to detect by the missing transverse hadronic 2

energy ET,miss and their longitudinal hadronic energy E − PZ .

ET,miss and E − PZ are defined as:

ET,miss =
√

P 2
X + P 2

Y (3.1)

E − PZ =
∑

i

Ei − PZ,i . (3.2)

The 4-vector of the hadronic final state is PX =
∑

i px,i, PY =
∑

i py,i, PZ =
∑

i pz,i

and E =
∑

i Ei. The components are summed over all HFS objects i. The distri-

butions are pictured in Figure 3.5. The data are shown as points and the error bars

denote the statistical errors. The data are compared to the PYTHIA and HERWIG

photoproduction , the DJANGO/ARIADNE and RAPGAP neutral current DIS (NC

DIS) and to a charged current DJANGO prediction (DJANGO CC). As can be seen

2Here ET,miss and E −PZ are calculated with the hadronic energy and not with the total energy

of the event. Since in untagged photoproduction the scattered electron is usually undetected, it is

not used for the definition of these observables.
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Figure 3.6: Luminosity normalized distributions of the energy of electrons found in the LAr

calorimeter, ELAr, (lefthand figure) and (righthand figure), ESpaCal. The jet selection criteria and

the cuts in yJB and ET,miss are required. The vertical dash dotted line refers to the cuts discussed

in the text.

from the left figure the data is not described by the models for ET,miss > 20 GeV. At

these high values of ET,miss the data are dominated by non-ep scattering events, such

as beam halo events and muons of cosmic radiation. About 80 % of the data events

with ET,miss > 20 GeV are identified as background by the QBGFMAR background

finders[80]. The QBGFMAR background finders are described later in this section.

The righthand figure shows the E−PZ distribution. Whereas photoproduction events

have mainly values of small E − PZ, NC events arise in this Figure from two sources.

The first source are NC events where an electron has been found by the QESCAT

electron finder. In these events the electron does not belong to the hadronic final state

and E−PZ is thus smaller than 55.2 GeV. The second source are NC events where no

electron has been identified by the QESCAT electron finder. These events are forced

to have values of E −PZ close to 55.2 GeV, which is twice the beam energy. A cut in

E − PZ removes the main fraction of these events. Since yJB = (E − PZ)/(2Ee) the

cuts in E − PZ at 0.1 ∗ 2Ee and 0.9 ∗ 2Ee define in addition the phase space of the

measured cross sections [79]. The electron beam energy is Ee. The yJB range is thus

restricted to the phase space range 0.1 < yJB < 0.9 already discussed in chapter 1.
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Neutral current DIS background

To study the contributions from NC DIS events there was no veto for electrons in the

preselection.

Figure 3.6 shows the energy of the electrons found by QESCAT in the LAr calorimeter

or in the SpaCal. In events with high Q2 the electron scatters in the LAr calorimeter.

The electron energy spectrum is modelled for these events by the sum of the NC

DIS Monte Carlo and the photoproduction models. Electron candidates found with

energies Eel < 10 GeV are often due to forward pions which have been misidentified

as electrons. To further remove the high Q2 background, events with electrons found

in the LAr calorimeter with Eel > 5 GeV have been removed. In addition all events

with an electron found by QESCAT in the SpaCal and fulfilling Eel > 5 GeV have

been removed (anti tag). The acceptance of the SpaCal and the LAr thus defines the

upper Q2 bound to Q2 ≈ 1GeV2.

Nevertheless the most significant background in the data arises still from DIS events.

The QESCAT electron finder has a good but not 100% efficiency. Often electrons

close to jets are not found as electrons. These electrons do not fulfil an isolation

criteria.

If an electron is not found it may fake a high transverse momentum jet or it could

be part of a high transverse momentum jet. Because the electron is then included

in the hadronic system, these background is explicitly important for multi-jet events

with high transverse masses. Therefore jet criteria have been developed to distinguish

between photoproduction events and events caused by electrons faking jets. Events

caused by electrons faking jets have been removed if at least one of the following

criteria are met:

• The invariant mass of a single jet is defined as:

jet mass =

√

(
∑

j

pj)2 . (3.3)

The sum runs over all objects j which belong to the jet and pj is the 4-momentum

of the object. This is not equal to the invariant mass calculated with the jet

4-vector. Electrons faking jets often have a very low jet mass which is unusual

for hadronic jets, as shown in Figure 3.7b. Events are rejected if one of the

leading jets has a jet mass < 2 GeV.

• Figure 3.7a shows the fraction of the jet energy which is attributed to the elec-

tromagnetic section of the LAr calorimeter, jet EM fraction.
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Figure 3.7: Luminosity normalized distributions of the jet electromagnetic fraction (Figure a), the

jet mass (Figure b) and the jet 1st. radial moment (Figure c). Figure d shows the jet 1st. radial

moment distribution for jets with an electromagnetic fraction > 0.9. The energy distribution for

electrons found with the QFSELH electron finder is shown in Figure e. Figure f shows the jet 1st.

radial moment for jets pointing into a crack of the LAr calorimeter.
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The first radial moment of a jet can be used to measure the jet collimation and

the radiation within a jet [81]. It is defined as:

jet 1st.rad.mom. =

∑

j ET,jRj,jet
∑

j ET,j
. (3.4)

The distance in the ηφ-plane between the object j of the jet and the jet axis

is Rj,jet. Electrons faking jets are more collimated than true hadronic jets,

which can be seen in Figure 3.7c. Figure 3.7d shows the distribution of the jet

1st.rad.mom. for jets with an jet EM fraction > 0.9. Events are rejected if one

of the two leading jets has a jet EM fraction > 0.9 and jet 1st.rad.mom. < 0.01.

• A second electron finding algorithm (QFSELH) has been used to identify elec-

trons [82]. These electron candidates are not discarded from the list of HFS

objects and may also be part of a jet. The electron energy is shown in Figure

3.7e. Events are rejected if the electron energy Eel,qfselh is greater than 10 GeV.

• If the jet axis of one of the leading jets points into a φ-crack of the LAr calorime-

ter the event is rejected if the jet 1st.rad.mom. < 0.05. The cracks considered

are the following regions in φ: 43◦ − 47◦, 88◦ − 92◦, 133◦ − 137◦, 178◦ − 182◦,

223◦ − 227◦, 313◦ − 317◦, 358◦ − 2◦. Electrons scattered into these regions often

fake jets as can be seen in Figure 3.7f. For jet 1st.rad.mom. < 0.05 the data is

described by the prediction of the NC DIS Monte Carlo generators.

These requirements reduce the DIS background to less than 1 % for the total sample

and to at most 5 % for all phase space regions relevant for the dijet analysis and to

at most 10 % for the 3-jet analysis.

Non ep-background finders

In Figure 3.8 the luminosity normalized number of events which have been identified as

background by the QBGFMAR finder as a function of the bit-number corresponding

to the finder is pictured. All the latter selection criteria are required. The QBGFMAR

package is designed to tag non-collision background using a set of background finders.

The finders shown in Figure 3.8 are designed to work with most physics channels. All

finders identify PYTHIA and HERWIG events as background, except finder 6. This

finder searches for two opposite muon tracks. All events found by this finder have been

viewed by eye and have been found to be overlaid by cosmic muons. After rejecting all

events found by this finder, also the number of events identified as background by the

finders 5 and 7 are almost compatible with the PYTHIA and HERWIG predictions.

There may be still non ep-background in the data sample. However the remaining
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Figure 3.8: QBGFMAR background finders: Shown are the luminosity normalized number of events

which have been identified as background by a QBGFMAR finder as a function of the bit-number

of the finder.

difference of the number of events identified as background in the data and in the

PYTHIA or HERWIG event sample is about 0.5 percent of the total number of selected

events.

Phase space regions with small event numbers, such as high invariant masses, high

xP , etc. have been scanned by eye. Only three background events are found and

removed from the event sample.

3.2.3 Final Cut Definition

In this section the final selection criteria are presented. In addition to the criteria

already provided in the last sections, the pseudorapidity of each jet ηjet is restricted

to −0.5 < ηjet < 2.5. Figure 3.9 shows the luminosity normalized number of jets as

a function of ηjet without this restriction. Even for very high and very low values of

ηjet the data is described by the PYTHIA and HERWIG predictions. However there

are various experimental reasons to restrict the pseudorapidity range. First the jets

have to be well contained in the LAr calorimeter, which has a pseudorapidity range

of −1.47 < η < 3.35. Second the jet energy calibration is not well described by the

Monte Carlo predictions for ηjet > 2.5 . A third reason is the still high NC DIS

background at very low ηjet values.

The full set of selection criteria is summarised in table 3.1. The measured Q2 region

is Q2 < 1 GeV2, as given by the acceptance for electrons in the LAr and Spacal. The
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Good, medium runs, LAr, full CJC and SPACAL HV on.

Subtrigger: S64, S67, S75 and S77

−36 < zvtx < 34 cm

ET,miss < 20 GeV

QBGFMAR background finder bit number 6 not fired.

QESCAT electrons must have Eel < 5 GeV.

QFSELH electrons must have Eel,qfselh < 10 GeV.

jet mass > 2 GeV.

Not (jet EM fraction > 0.9 and jet1st.rad.mom. < 0.01).

Not (jet in phi crack and jet 1st.rad.mom. < 0.05).

ET,max > 25 GeV

ET,second > 15 GeV

3-jet sample: ET,third > 10 GeV

−0.5 < ηjet < 2.5

0.1 < yJB < 0.9

Table 3.1: The final selection criteria. The subtriggers are discussed in section 3.2.4.

kinematic range of the measured jet cross sections was already presented in section 2.6

in Table 2.1. Applying these cuts and using the final hadronic calibration (presented

in section 3.2.5) the total number of events selected was 5265.

3.2.4 Trigger Selection and Efficiency

In order to determine the fraction of events which has been rejected by the H1 trigger

system, analysis subtriggers have to be found which have fired for most of the selected

events. Then the efficiency of these subtriggers has to be determined. The inefficien-

cies can be accounted for by a properly reweighting of the data. Most of the events

are triggered on the basis of high transverse energy deposits in a trigger tower of the

LAr calorimeter.

The efficiencies of the analysis subtriggers are calculated with events triggered by

an independent subtrigger, the so called monitor trigger. Note that none of these

analysis subtriggers are allowed to consist out of trigger elements which are also used

in the monitor trigger. This means the monitor trigger has to be independent from

the analysis subtriggers.

The fraction of events which are triggered by both the analysis subtrigger, S, and the

monitor trigger, M, to the events triggered by the monitor trigger gives the efficiency.
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Figure 3.9: Shown is the luminosity normalized number of jets as a function of ηjet for the two

leading jets.

The trigger efficiency of a subtrigger S is thus defined as:

Efficiency S =
number of events triggered by S and M

number of events triggered by M
. (3.5)

The chosen analysis subtriggers are S64, S67, S75 and S77. S67 and S75 are based

on energy treshholds in electromagnetic and hadronic parts of the LAr calorimeters.

Although these triggers are optimised for electrons, they also react on high energetic

jets. S64 is based on transverse energy deposits in the LAr calorimeter and S77 on

missing energy in the LAr calorimeter. All these triggers also require vertex and

timing information.

No monitor trigger is available for high ET photoproduction, since the monitor trigger

has to be independent. Therefore a similar test event sample has to be defined to check

the trigger efficiencies. Subtrigger S3 requires only energy in the electromagnetic

SpaCal. Events with electrons found in the SpaCal are not rejected for the test event

sample used to determine the trigger efficiency. Thus the test sample mainly contains

events with an electron identified in the SpaCal and two high ET jets.

S3 can only be used as monitor trigger under the assumption that the kinematics of

the jets in that event sample is similar to the pure photoproduction sample. This is

not devious and has been proven in [85].

The efficiency of the various subtriggers and the combined efficiency as a function

of the transverse energy of the leading jet is shown in Figure 3.10. The efficiency is

calculated with the L1 and L4 trigger elements. Due to conditions on L2 or L4 a
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Figure 3.10: The subtrigger efficiency for the used subtriggers and the combined efficiency as a

function of ET,max. The errors bars denote the efficiency error. The bins at very high ET contain

only a few events. The vertical dash dotted line refers to the final cut in ET,max.
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Figure 3.11: The subtrigger efficiency for the used subtriggers and the combined efficiency as a

function of ηjet1. The error bars denote the efficiency error.
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Figure 3.12: Mean ET jet-electron balance < ET,had/ET,ele > distribution for the NC data test

sample and DJANGO ARIADNE as a function of ηjet1 for ET,max > 25 GeV (lefthand Figure). The

righthand Figure shows the ratio of the ET jet-electron balance of the data to that for the Monte

Carlo generator prediction (MC) as a function of ηjet1. The default calibration is used. The lines

correspond to a ±2 % and ±3 % uncertainty. The error bars denote the error of the mean values.

small fraction of events triggered by the subtriggers S75 and S77 on L1 are rejected

by L2 or L4. As expected by the definition of the subtriggers the trigger efficiency

increases for increasing transverse energies. All 4 subtriggers are combined to select

more events. The trigger efficiency of the used combined set is always higher than

93 % for ET,max > 25 GeV. Figure 3.11 shows the efficiency as a function of the

pseudorapidity of the leading jet for ET,max > 25 GeV. No η dependence is visible for

the combined set and the data is therefore ET,max dependent corrected for the trigger

inefficiencies.

The trigger efficiencies are above 94 % for the total event sample described in this

analysis.

3.2.5 Hadronic Final State Calibration

The algorithm to define the hadronic final state was already discussed in section 3.2.1.

The measurement can be further improved by a recalibration of the jet transverse

energies dependent on the calorimeter wheel and the jet transverse energy. After

the recalibration of the jet transverse energies kinematic quantities, such as y, are

recalculated with the new hadronic final state 4-momenta.

The calibration constants are taken from [86] in order to check if the calibration
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Figure 3.13: Mean ET jet-electron balance < ET,had/ET,ele > distribution for the NC data test

sample and DJANGO ARIADNE as a function of ηjet1 for ET,max > 25 GeV (a) and ET,max >

35 GeV (c) and using the final calibration. Figure (b) shows the ratio of the ET jet-electron balance

of the data to that for the Monte Carlo generator prediction (MC) as a function of ηjet1 for ET,max >

25 GeV and Figure (d) for ET,max > 35 GeV. The lines correspond to a ±2 % and ±3 % uncertainty.

The error bars denote the error of the mean values.
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developed for the measurement of charged and neutral current cross sections can also

be used for jets with high transverse energy.

The calibration is based on the comparison of the transverse energy balance between

electrons and the complete hadronic system. It was found in [86] that after the

recalibration of the data and Monte Carlo events, the transverse energy balance was

described by the simulation within 2 %.

1997 preselection

Good, Medium runs, LAr, full CJC and SPACAL HV on

−36 < zvtx < 34 cm

QESCAT electron found in LAr outside phi crack.

Eel > 11 GeV

ET,el > 15 GeV

40o < θel < 145o

0.1 < yel < 0.9

Q2
el > 120 GeV2

ET,max > 25 GeV

no second jet with ET > 5 GeV

Table 3.2: The selection criteria for the neutral current DIS event sample.

To check how well the transverse energy balance is described by the simulation for

events with high transverse momentum jets a neutral current high Q2 test sample has

been selected. The events are taken from the preselection of [87] and the criteria shown

in table 3.2 are demanded. The transverse momentum of the electrons is precisely

calibrated and described by the simulation for this sample within ±1%, as described

in [88]. Therefore the electron can be used to check the hadronic calibration.

Figure 3.12 shows the ET jet-electron balance, < ET,had/ET,ele >, for data and

DJANGO ARIADNE as a function of ηjet1 for ET,max > 25 GeV. The default cal-

ibration was used. The ET balance < ET,had/ET,ele > is defined as the mean value

of the ET,had/ET,ele distribution. Even without applying any recalibration the ET

balance is described within ±2 %.

Figure 3.13a shows the same distribution with the final calibration applied.

It can be seen that both the description by the model is slightly improved and the

< ET,had/ET,ele > values are closer to 1.

The recalibration also shifts the measured ET of the jets and the measured invariant

masses closer to the generated values. This will be discussed in section 3.5.1.

Essential for this analysis is the description of the jet calibration by the simulation
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Figure 3.14: Mean ET jet-jet balance distribution for data, PYTHIA and HERWIG as a function

of ET,max (a) and as a function of ηjet1 (c). Figure (b) shows the ratio of the ET jet-jet balance

of the data to the Monte Carlo generator prediction (MC) as a function of ET,max and Figure (d)

as a function of of ηjet1. The final calibration is used. The lines correspond to a ±2 % and ±3 %

uncertainty. The error bars denote the error of the mean values.
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for jet events in photoproduction.

Figure 3.14a shows the ET jet-jet balance < ET,1/ET,2 > for the photoproduction

dijet sample as a function of the pseudorapidity of the leading jet ηjet1. To reduce the

effect that the leading jet has a larger transverse energy than the second jet, the jets

are numbered such that jet 1 is the jet with the larger φ value. The numbering of the

jets is therefore independent on η and ET . This Figure, Figure 3.14b and the following

Figures demonstrate that the data is described by the simulation in all regions of the

detector. This justifies a systematic uncertainty of the relative hadronic energy scale

in the LAr calorimeter of 2 %.

Figure 3.15 shows as a further confirmation the jet-jet balance as a function of ηjet1 for

events dominated by direct processes (xγ > 0.8) and for events dominated by resolved

processes (xγ < 0.8). Both regions are also described by the simulation within the

quoted uncertainties.

The dependence of the calibration on energy not contained in the leading jet is tested

in Figure 3.16 by exploiting the balance of the leading jet and the hadronic rest. The

hadronic rest is defined as all hadronic energy which does not belong to the leading

jet; it is thus also sensitive to energy deposits which are not part of a jet with high

transverse energy. The jet-rest balance < ET,max/ET,Rest > as a function of ET,max

and ηjet1 is found to be again well described within the uncertainties.

Both Monte Carlo models, representing different hadronic final states, are able to

reproduce the tested features of the hadronic final state.

A further quality check of the hadronic final state reconstruction is the description of

the relative difference between y once measured with the electron and once with the

hadronic final state. Agreement between data and simulation was found in [88] for

inclusive NC events. Figure 3.17 illustrates this for a NC dijet sample sample. This

sample is similar to the one defined in table 3.2, but requiring instead, two jets with

the same ET cuts as in the photoproduction sample.

Figure 3.18 illustrates the relative difference of y reconstructed from the hadronic

final state yJB and y reconstructed from the electron found in the electron tagger. In

addition to the photoproduction selection criteria an electron has to be found in the

electron tagger with 0.3 < yel < 0.7 and Q2
el < 0.001 GeV2. As well no energy deposits

should be found in the photon tagger. Both y measurements agree within 2 %.

In summary we observe that the hadronic energy scale uncertainty for dijet events

with high transverse energy in photoproduction is ±2 %. A variation of the hadronic

energy scale of ±2 % will be used as systematic error.

Figure 3.19 shows the jet-rest balance as a function of ηjet1 for the 3-jet data sample.

The hadronic rest consists in these events of the second and third jet and all additional

hadronic deposits.
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Figure 3.15: Mean ET jet-jet balance distribution for data, PYTHIA and HERWIG as a function

of ηjet1 for xγ > 0.8 (a) and for xγ < 0.8 (c). Figure (b) shows the ratio of the ET jet-jet balance

of the data to the Monte Carlo generator prediction (MC) as a function of ηjet1 for xγ < 0.8 and

Figure (d) for xγ > 0.8 . The final calibration is used. The lines correspond to a ±2 % and ±3 %

uncertainty. The error bars denote the error of the mean values.
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Figure 3.16: Mean ET jet-rest balance distribution for data, PYTHIA and HERWIG as a function

of ET,max (a) and as a function of ηjet1 (c). Figure (b) shows the ratio of the ET jet-rest balance

of the data to the Monte Carlo generator prediction (MC) as a function of ET,max and Figure (d)

as a function of of ηjet1. The final calibration is used. The lines correspond to a ±2 % and ±3 %

uncertainty. The error bars denote the error of the mean values.
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Figure 3.19: ET jet-rest balance distribution for data, PYTHIA and HERWIG as a function of

ηjet1 (a). Figure (b) shows the ratio of the ET jet-rest balance of the data to the Monte Carlo

generator prediction (MC). The lines correspond to a ±2 %, ±3 % and ±4 % uncertainty.

Even for the 3-jet events the PYTHIA and HERWIG description of the data is accurate

within ±2 %.

3.2.6 Event Selection Stability

Displayed in Figure 3.20 is the number of selected events per unit luminosity as a

function of the accumulated luminosity. The selection is stable over the entire data

taking period. This is shown separately for each year. As required for stable data

taking conditions a almost identical event rate is measured.

3.3 Jet Observables and Control Measurements

In this section the properties of the selected dijet and 3-jet events are studied and

compared to the HERWIG and PYTHIA predictions. Emphasis is placed on the jet

variables which characterize the jet system.

3.3.1 The dijet sample

Since the distributions of most not jet related kinematic variables look similar for

the dijet and 3-jet sample they are only discussed for the high statistics dijet sample.

Event kinematic observables which are not calculated from jets are presented in Figure
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Figure 3.20: The number of accumulated events per unit luminosity (in 200 nb) as a function of the

accumulated luminosity for the 1995 (a), 1996 (b) and 1997 (c) data samples. The lines correspond

to a linear fit.
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Figure 3.21: Comparison of the dijet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of ET,miss a), ET,had b), yJB c) and ηmax d).
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Figure 3.22: Comparison of the dijet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of ηjet a), η b), φjet c) and cos θ∗ d).
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Figure 3.23: Comparison of the dijet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of ET,max a), ET,second b), MJJ c) and Emax + Esecond d).
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3.21. The ET,miss distribution shows small deviations from the predictions only at

ET,miss > 12 GeV. The distribution of ET,had, the total hadronic transverse energy in

the event, lies between 40 GeV and 170 GeV. HERWIG predicts more events at high

ET,had, but both models are able to describe the data.

Figure c) is the yJB distribution. Both models give an adequate description of the

data. The low y region is dominated by direct events. As can be seen in the Figure

the remaining NC DIS background is visible only at high y.

For each event the quantity ηmax is defined as the pseudorapidity of the most forward

HFS object with energy > 400 MeV. This quantity is usually used to select diffractive

events, which have low values of ηmax due to an energy gap in the forward direction.

The data can be well described by the models as can be seen in Figure d). Both

generators don’t use a special treatment to generate diffractive events.

Distributions of several jet angular variables are presented in Figure 3.22. The pseu-

dorapidity of the two jets is displayed in Figure a). Most of the jets are found at high

ηjet. HERWIG slightly underestimates the number of jets at high ηjet and PYTHIA

at medium ηjet. Direct events dominate at low ηjet. These findings are corroborated

by Figure b) which shows the mean pseudorapidity of the two leading jets, η.

The data as a function of the angle φ of the jets as displayed in Figure c) is approx-

imately flat, which is predicted by both models. The absolute value of the cosine

of the angle θ∗ is shown in Figure d) and is also well modelled by the Monte Carlo

models. The number of events decreases with increasing cos θ∗. This is not the be-

haviour expected from QCD matrix elements and is due to the cuts in ET . It means

in addition that most of the jets are produced with small ∆η and that the angle θ∗ is

most likely 90 degree.

Figure 3.23 illustrates the energy distributions. Both the transverse energy of the

leading jet ET,max and of the second jet ET,second are equally well modeled by PYTHIA

and HERWIG. Jets are found with ET up to 80 GeV. The proportion of direct events

increases with ET .

A similar behaviour is found in the distribution of the invariant mass of the dijet

system MJJ in Figure c). Values of MJJ are found up to 160 GeV.

Figure d) shows the sum of the jet energies Emax + Esecond. Again the data is well

described. One event is found with very high energetic jets, Emax+Esecond ≈ 600 GeV.

This event is displayed in Figure 3.24. In this event two jets are found with transverse

energies of 74 and 71 GeV at pseudorapidities of 2.3 and 1.8, respectively. An invariant

dijet mass of 151 GeV has been reconstructed. Both PYTHIA and HERWIG predict

≈ 0.3 events with Emax + Esecond > 540 GeV.

The longitudinal photon and proton momentum fractions xγ and xP are presented in

Figure 3.25 on a linear and logarithmic scale. The data covers xγ values between 0.1
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Figure 3.24: Display of a selected event. The reconstructed tracks and energy deposits in the

calorimeters are indicated. The lower figure shows in addition the energy deposits and tracks in the

muon system.
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Figure 3.25: Comparison of the dijet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of xγ (lefthand) and xP (righthand).
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Figure 3.26: Comparison of the dijet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of ∆φ (lefthand) and ∆ET (righthand).

and 1 and xP values between 0.03 and ≈ 0.73. The event found in the data at highest

xP is the one with the highest Emax + Esecond. Apart from this event the data has xP

values up to 0.6. Only at high xγ the models have slight difficulties in predicting the

trend of the data.

A problem of the HERWIG model is visible in Figure 3.26 where the difference in

the jet azimuthal angles ∆φ and the difference in the jet transverse energies ∆ET is

presented. Both observables are defined as the difference of the leading jet value to

the value of the second jet. Herwig underestimates the fraction of events with high ∆φ

and ∆ET . In leading order QCD where only two jets are present in the final state, jets

have no imbalance of the transverse jet energies and are produced back to back in the

φ plane (∆φ = 180o). Higher order QCD radiation, resolution and mismeasurement

change this picture. Since resolution and detector effects are similar for HERWIG and

PYTHIA, one has to conclude that the HERWIG model gives a less good description

of additional QCD radiation effects. This discussion will be continued with the 3-jet

sample in the next paragraph.

In summary we found that both models give an adequate description of the dijet

observables for which a cross section will be determined. A comparison of the models

to the measured data in the final binning has also been made. Both models are found

to give a reasonable prediction of the data for all bins. This is important for the data

unfolding as will be discussed in section 3.5.
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3.3.2 The 3-jet Sample

The 3-jet cross section will be measured as a function of several observables. The

data is compared as a function of these observables to the HERWIG and PYTHIA

predictions.

Both generators fail to describe the normalization. For PYTHIA the ratio of data to

MC is 1.35. Since for PYTHIA this ratio is similar to the dijet case the same scale

factor of 1.2 has been applied. HERWIG is not able to describe the rate of dijet to

3-jet events. The ratio of data to MC is 4.2, however to simplify a scale factor of 4 is

applied.

Figure 3.27 shows the distributions of the invariant mass of the 3 jets MJJJ and the

transverse energy distributions of the three jets. The events at high MJJJ (and high

ET ) have been scanned and they could not be identified as background. Events with

MJJJ values up to ≈ 175 GeV have been found.

Both the PYTHIA and HERWIG descriptions are not perfect. While PYTHIA pre-

dicts a slightly steeper slope as the data, the slope of the HERWIG model is less

steep. The difference in slope of the two models might be explained by the different

αs evolutions[85] (1-loop for PYTHIA, 2-loop for HERWIG). Although PYTHIA and

HERWIG use only the leading order 2 → 2 matrix elements for the event generation

the transverse energy of the third jet ET,third is modelled up to 40 GeV.

Similar is found in Figure 3.28 and Figure 3.29. Shown are the invariant masses of the

first and second jet M12, the first and third jet M13 and the second and third jet M23.

Furthermore the distribution of the sum of the transverse energies of the three jets,

ET,sum, is presented. These observables exploit different kinematic configurations of

the 3-jet phase space. The comparison of these distributions with the predictions is

also interesting to understand the QCD contribution for various new physics signals.

In Figure 3.29 the mean pseudorapidity of the three jets and two definitions of xγ

are explored. While x
(3)
γ peaks at one, x

(2)
γ peaks at lower values as expected from

the arguments of section 2. The momentum fraction x
(3)
γ should be compared with

the dijet observable xγ . For 3-jet events higher xγ values are found due to the higher

centre-of-mass energy which is needed to produce three instead of two high ET jets.

As can be seen in these Figures the Monte Carlo description is not as good as in the

dijet case. But for most regions one model overestimates the data, while the other

generator underestimates the data. It is concluded that the models can be used for

detector correction. Note that only the shape description is relevant for the unfolding.
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Figure 3.27: Comparison of the 3-jet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of MJJJ a), ET,max b), ET,second c) and ET,third d).
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Figure 3.28: Comparison of the 3-jet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of M12 a), M13 b), M23 c) and ET,sum d).
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Figure 3.29: Comparison of the 3-jet data with HERWIG and PYTHIA. Shown are luminosity

normalized distributions of η a), x
(2)
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γ c).
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3.4 Internal jet Structure and Underlying Event

Previous comparisons [89, 90, 92] of HERA data with QCD models like PYTHIA and

HERWIG showed that the energy flow adjacent to the jets was found to be above

these predictions if no models are included for the so called soft underlying event.

This soft underlying event is the energy at some close distance to the jet axis (often

also called the jet pedestal).

There are different processes which may contribute to these energies. A source is

higher order QCD radiation, e.g. gluons radiated at small angles from the original

partons. The energy originates also from the fragmentation processes of the partons

out of the hard scattering and of the beam remnants.

Often [89, 90, 92, 93] these energies are not describable by these processes alone.

However the data can be described by adding energy coming from interactions of

the beam remnants. This means that in hadron-hadron interactions (or in resolved

photoproduction), due to the composite nature of the two hadrons, several parton

pairs undergo separate scattering, so called multiple interactions.

As explained in section 2.8 in HERWIG multiple interactions are included by produc-

ing in a fraction P ′ of the resolved events so called soft underlying events. In PYTHIA

multiple interactions between the proton and the resolved photon are dealt with by

adding additional interactions between spectator partons within the same event.

The effect of multiple interactions is tested by comparing, in the data and in the

HERWIG and PYTHIA calculations, the energy flow distributions around the jet

axis.

Figure 3.30 and Figure 3.31 show the transverse energy flow per event around the

jet axis as a function of the distance to the jet axis in pseudorapidity η − ηjet and in

azimuthal angle φ − φjet.

The data are compared to the PYTHIA predictions (including the model for multiple

scattering) and to HERWIG with and without a fraction P ′ of events containing the

soft underlying event. As expected there is no visible difference between HERWIG

with and without the soft underlying event (SUE) for xγ > 0.8. But at lower xγ the

pedestal is not fully described with HERWIG without SUE. This is particularly visible

in Figure 3.31 where the energy flow as a function of the distance to the jet azimuthal

angle is shown. The fraction P ′ has been fitted to the data. For P ′ ∼ 30− 35% these

distributions are found to be well described for all regions of xγ . PYTHIA is also able

to describe these distributions. No tuning of this model is necessary.

These findings are confirmed by the measurement of the jet shape of the leading jet.
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Figure 3.30: The transverse energy flow around the jet axis normalized to the luminosity as a

function of the distance to the jet axis in pseudorapidity η − ηjet normalized to the luminosity.

Figure a) shows the distribution for the full data sample, Figure b) for 0.8 < xγ < 1, Figure c) for

0.5 < xγ < 0.8 and Figure d) for xγ < 0.5. The dijet data are compared to PYTHIA, HERWIG and

HERWIG without soft underlying events.
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Figure 3.31: The transverse energy flow around the jet axis normalized to the luminosity as a

function of the distance to the jet axis in azimuthal angles φ − φjet normalized to the luminosity.

Figure a) shows the distribution for the full data sample, Figure b) for 0.8 < xγ < 1, Figure c) for

0.5 < xγ < 0.8 and Figure d) for xγ < 0.5. The dijet data are compared to PYTHIA, HERWIG and

HERWIG without soft underlying events.
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data are compared to PYTHIA, HERWIG and HERWIG without soft underlying events.
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Figure 3.33: The ratio of the HERWIG dijet cross section dσ/dxγ to HERWIG without SUE as a

function of xγ for a ET,max > 25 GeV (full line) and ET,max > 35 GeV (dashed line).

The jet shape Ψ(r) is defined as:

Ψ(r) =
1

Ni

∑

i

ET,jet(r)

ET,r=1
. (3.6)

In this equation is ET,jet(r) the sum of all transverse energies in a cylinder of radius

r =
√

(φi − φjet)2 + (ηi − ηjet)2 to the jet axis. The sum runs over all events in the

sample and Ni is the total number of events.

The dependence of the jet shape on the radius r is presented in Figure 3.32 for

different regions in xγ . The jet shape increases faster with r for events with larger xγ .

Both PYTHIA and the default HERWIG prediction (including 35 % of SUE) describe

the data for all regions in xγ . Again HERWIG without SUE has slight problems in

describing the jet shape for xγ < 0.5.

The result that multiple interaction models are needed to describe jet shapes in pho-

toproduction was first found in [92] for jets with ET > 14 GeV.

Next the impact of the soft underlying event on the measured cross sections is stud-

ied. For that the predicted HERWIG cross sections with and without 35% of soft

underlying events as a function of all measured observables has been compared (not

shown). The largest difference is found in the dijet cross sections dσ/dxγ as a function

of xγ . The ratio of the HERWIG cross sections with and without SUE is shown in

Figure 3.33.

The difference of the calculated HERWIG cross sections with and without 35% of

soft underlying events is in average 10% for xγ between 0.3 − 0.8 and about 20% for
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xγ < 0.3 3. For xγ > 0.8 the difference is negligible.

The question arises if one should correct the data for these effects.

The whole concept of multiple interactions is very controversial [57]. Maybe in higher

order calculations no additional models are necessary to describe the underlying event.

However, a comparison to NLO QCD calculations is not possible since no full event

generation — including parton showering and fragmentation — is available within the

present NLO QCD programs.

Therefore and due to the fact that the observed differences are small, no correction

neither for these effects nor for the underlying event energies of the jets have been

applied.

3.5 Unfolding the Data

It has been shown in the last sections that the simulations give a reasonable descrip-

tion of the data. In this section the correction procedure will be described. For a

meaningful comparison of the data to theoretical calculations on the parton level, the

data has to be corrected for all detector effects. These are limited resolution, mismea-

surement and ineffiencies. The data are corrected to the level of hadrons (see section

2.8). All final cross sections refer to jets defined on stable hadrons.

A hadron level phase space has to be defined, which should somehow match the

detector level cuts. The phase space should not contain regions where because of

acceptance nothing can be measured. This probably leads to large systematic errors.

The phase space defining the hadron level cross sections is discussed in section 2 and

presented in Table 2.1. The kinematic variables defining this phase space , such as y

and Q2 are the generated variables.

The bin sizes of all distributions will be chosen to match the resolution and to give a

good bin efficiency and purity. Then the data can be corrected with the models for

detector effects.

The correction was done using the so called bin-to-bin method.

If the correlation between bins is not large, correction factors can be defined in a

simple way by calculating the ratio of the cross section for a certain bin after the

detector simulation with observables defined on detector objects (detector level) and

before the detector simulation (hadron level) with the generated observables. To

determine these correction factors the HERWIG and PYTHIA Monte Carlo samples

are used. The correction function depend on the Monte Carlo used for correction 4

3The differences calculated with P ′ = 30% are slightly lower.
4In principle the reconstructed observable is correlated with the generated observable via a 2

dimensional transfer matrix. The off-diagonal elements vanish if the bins are uncorrelated. The
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(if there are correlations between bins). Since both Monte Carlos give a reasonable

predictions of the data the mean values of the two Monte Carlo generators are taken

for the correction. The scale factors are not relevant for the unfolding, because the

correction factors are ratios of cross sections.

Half of the difference between the correction factors calculated with HERWIG and

PYTHIA is taken as the uncertainty in the detector correction.

To match the bin sizes to the resolution and to see if observables are measured system-

atically to low or high in some phase space regions the resolution of the observables

and the systematic shifts are studied.

3.5.1 Resolution and Systematic Shifts

In this section the reconstructed observables, calculated with detector objects are

compared to the generated observables. For all comparisons of reconstructed and

generated observables only events are used which fulfil all cuts on both detector and

hadron level.

Note that the jet energy resolution in the data is well reproduced by the detector

simulation (see Appendix D).

Jets are matched between the detector and hadron level, which means that the dis-

tance ∆R in the plane of azimuthal angle and pseudorapidity between hadron level

jet axis and detector level jet axis should be less than 1. As a result the permutation

of jets is significantly reduced, i.e. the jets of a dijet event are not mixed up between

detector and hadron level.

Figure 3.34 illustrates the reconstruction of the transverse energy of the leading jet.

It is reconstructed in average ≈ 4 % to high and has a resolution of ≈ 9 %. The

ratio of reconstructed to generated ET,max is presented as a function of the generated

ET,max and as a function of θ of the leading jet. The ratio is almost flat as a function

of θ and ET,max. This is an improvement in comparison to the default calibration.

The error bars denote the standard deviation of the ratio.

The invariant dijet mass MJJ is reconstructed in average at the generated value. The

resolution is ≈ 10% (Figure 3.35). But at MJJ > 80 GeV the invariant dijet mass

is reconstructed systematically 2% to low. This should be compared to Figure 3.36

where the ratio of reconstructed MJJ to generated MJJ is shown without applying

the final jet recalibration. Here the reconstructed MJJ is about 5% to low.

result is then the simple bin-to-bin method[94]. However the bin-to-bin method can also be used if

the correlations between bins are small. Then two conditions have to be fulfilled [95, 96]:

- the bin sizes should be matched to the resolutions and migrations between the bins should be small

- the Monte Carlo models should give a good description of the data
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Figure 3.34: The resolution of ET,max determined with PYTHIA (full line and points) and HER-

WIG (dotted line) and the ratio of reconstructed and generated ET,max as a function of the generated

ET,max and of the generated θ of the leading jet. The resolution is shown as error bars.
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Figure 3.35: The resolution of MJJ determined with PYTHIA (full line and points) and HERWIG

(dotted line) (Figure a) and the ratio of reconstructed and generated MJJ as a function of the

generated MJJ (Figure b). The two lower figures show the resolution of θ and φ of the leading jet.

The resolution is shown as error bars.
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Figure 3.36: The resolution of MJJ determined with PYTHIA (full line and points) and HERWIG

(dotted line) (Figure a) and the ratio of reconstructed and generated MJJ as a function of the

generated MJJ (Figure b). The resolution is shown as error bars. No ET and θ dependent calibration

is used.

Figure 3.35 shows in the resolution in θ and φ. The θ angle can be measured with a

resolution of ≈ 1o, while the φ resolution is 1.6o. The resolution of the pseudorapidity

ηjet is not shown. It is 0.04 units in pseudorapidity. No substantial shifts have been

observed in the angular variables.

Finally the ability to reconstruct xγ and xP is investigated in Figure 3.37. The energy

fraction xγ is reconstructed in average 3% to high with a resolution of ≈ 10 %. A

strong shift to higher values than the values found on the hadron level is observed at

low xγ , e.g. for xγ < 0.3 it is reconstructed about 30% to high. An explanation for

this might be the decrease of resolution with decreasing xγ .

The bin sizes of the measured cross sections will be chosen appropriately.

The energy fraction xP is measured with a resolution of 10 % and only at very high

xP a systematic shift is observed.

Similar resolutions and shifts are found for the 3-jet sample. As an example the

resolution of the 3-jet invariant mass MJJJ is pictured in Figure 3.38. While the

resolution is found to be around 8 %, again no shift is observed.

3.5.2 Detector Correction

In this section it is explained how the corrected hadron level cross sections are ob-

tained. As a first step the bins have to be defined. It is required that the bin sizes are
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Figure 3.37: The resolution of xγ and xP (Figure a) and c)) determined with PYTHIA (full line

and points) and HERWIG (dotted line) and the ratio of reconstructed and generated xγ and xP a

function of the generated xγ and xP respectively in Figure b) and d). The resolution is shown as

error bars.



78 The Experiment

0

0.2

-0.4 -0.2 0 0.2 0.4

(MJJJ,r-MJJJ,g)/MJJJ,g

ar
b

. u
n

it
s

PYTHIA
HERWIG

MEAN: 0.010
RMS: 0.082

Figure 3.38: The resolution of MJJJ determined with PYTHIA (full line) and HERWIG (dotted

line).

significant larger than the obtained resolutions. Furthermore all bins should contain

a reasonable number of events and both the efficiency and purity have to be above

≈ 30%. Although bins are shown in the following Figures with lower efficiency or

purity, cross sections are only determined for bins which fulfill these requirements.

The bin sizes are chosen such that efficiencies and purities are typically 50 percent

for the single differential cross sections and 40 percent for the double differential cross

sections.

The efficiency and purity are defined as the fraction of events generated in a given

bin i and measured back in the same bin after detector simulation and reconstruction

Ndet. and had., divided by all events found in this bin after simulation and reconstruc-

tion Ndet (purity) or divided by the events generated in this bin Nhad (efficiency):

Purity(i) =
Ndet. andhad.(i)

Ndet.(i)
(3.7)

Efficiency(i) =
Ndet. andhad.(i)

Nhad.(i)
(3.8)

The correction functions C(i) are calculated from the ratio of the cross sections with

jets reconstructed from hadrons (hadron level) to the cross sections with jets recon-

structed from detector objects (detector level) in each bin, where each sample was

subject to the selection criteria:
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C(i) =
σhad.(i)

σdet.(i)
(3.9)

The selection criteria for the detector level are summarised in Table 3.1. Likewise

selection criteria for the hadron level are summarised in Table 2.1.

Both the detector level cross section σdet. and the hadron level cross section σhad.
are calculated with the Monte Carlo generated events.

All purities, efficiencies and correction factors are displayed in the Figures 3.39-3.47.

The dijet correction functions of HERWIG and PYTHIA are in good agreement and

differ on average by 5 % and at most by 20 %. The 3-jet correction functions differ

in average by 10 % and at most by ≈ 90%. But the data cross sections in this bin at

high ET,sum contains only 3 events.

The mean values of the two Monte Carlo generators are taken for the correction. The

resulting correction factors typically have values between 0.8 and 1.2.

Before the data is corrected for detector effects the backgrounds due to NC DIS events

are subtracted statistically. Thus the fully corrected cross sections σep are obtained

by:

σep(i) = (σmeasured(i) − σbackgr.(i)) C(i) (3.10)

The measured data cross section before correction is σmeasured, the NC DIS back-

ground cross section is σbackgr..

3.6 Systematic Uncertainties

For the jet cross sections the following sources of systematic error are considered:

• A 2% uncertainty in the LAr energy scale results in an uncertainty of typically

10%.

• A 8% uncertainty in the hadronic Spacal energy scale results in an uncertainty

of 1 %.

• In addition to the variations of the calorimeter energy scales a shift of 1% on y

is considered. This variation results in an uncertainty of 3%.

• Half of the difference between the correction factors calculated with HERWIG

and with PYTHIA is taken as the uncertainty in the detector correction. For

the dijet cross sections the resulting uncertainty is less than 10%. The minimum

uncertainty is set to 2%. For the 3-jet cross sections the resulting uncertainty

is 5 − 50%. The minimum uncertainty is set to 4%.
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Figure 3.39: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in xγ in two regions of

ET,max. The dotted line shows the mean correction factor.
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Figure 3.40: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in MJJ , ET,max and ET,mean.

The dotted line shows the mean correction factor.
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Figure 3.41: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in η for different ET,max

and y regions. The dotted line shows the mean correction factor.
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Figure 3.42: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in xγ for different xP

regions. The dotted line shows the mean correction factor.
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Figure 3.43: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in xP for different xγ

regions. The dotted line shows the mean correction factor.
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Figure 3.44: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in cos θ∗ for different xγ

regions and for an additional cut in MJJ . The dotted line shows the mean correction factor.
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Figure 3.45: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in MJJJ , M12, M13 and

M23. The dotted line shows the mean correction factor.
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Figure 3.46: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in ET,third, ET,sum and

eta. The dotted line shows the mean correction factor.
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Figure 3.47: The purities, efficiencies and correction factors for the detector correction determined

with PYTHIA (full line) and HERWIG (dashed line) for the chosen bins in x
(2)
γ and x

(3)
γ . The dotted

line shows the mean correction factor.

• The uncertainty in the trigger efficiency results in an error of ∼ 3%.

• The uncertainty in the background subtraction results in an error of ∼ 2% for

the dijet cross sections and in an error of ∼ 5% for the 3-jet cross sections.

• The uncertainty in the integrated luminosity results in an overall normalisation

error of 1.5%.

The statistical and all systematic errors are added in quadrature. The resulting total

uncertainty ranges from 10 to 30% dijet cross sections and from 20 to 80% for the

3-jet cross sections. The systematic contribution is dominated by uncertainties in the

calorimeter energy scales and in the correction to the hadron level 5.

5Additional systematic errors due to threshold effects at the cut boundaries are also studied.

Therefore the cuts in the ET of the jets are varied at the detector level by about 1 σ of the energy

resolution (i.e. 10% for ET = 25GeV). Unfolding these data back to the proper phase space negligible

changes of the cross section as function of ET , and values always smaller than the model uncertainty

for the xγ distribution are found. It is concluded that these uncertainties are already taken into

account into the various other systematic errors.
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4.1 Measurement of dijet Cross Sections

The measured cross sections for inclusive dijet production in the reaction ep →
e jet jetX are given as single differential cross sections in all cases. The data are

corrected for detector effects and are presented at the level of stable hadrons for the

phase space region defined in Table 2.1. The inner error bars of the data points in the

figures denote the statistical, the outer error bars the total uncertainty. The data are

also presented in Tables A.1-A.6. All results are compared to next-to-leading order

(NLO) QCD predictions obtained with the standard setting described in section 2.7

if not otherwise quoted. The predictions of NLO QCD corrected for hadronization

effects NLO(1 + δhadr) are also shown.

In Figure 4.1 the dijet cross section is shown as a function of the invariant mass MJJ

of the dijet system. The data are presented for MJJ values between 45 and 180 GeV.

The measured cross section falls by about 3 orders of magnitude over this range. NLO

QCD describes the measured cross sections for the whole mass range. Hadronization

corrections are less than 5% for all bins. The calculation using LO matrix elements

fails to describe the low MJJ region. This is partly due to the fact that the low MJJ

region is populated by events which are influenced by the asymmetric cuts on the jet

transverse energies. Events in which the second jet has a transverse energy below 25

GeV contribute mainly in this region. In dijet calculations they only appear beyond

leading order. The scale uncertainties in the QCD predictions are largest at low MJJ

values.

A similar statement on the large scale uncertainties and the difference between data

and the LO calculation holds for small transverse momenta. In Figure 4.2a) the dijet

cross section dσ/dET,mean is shown. Here the scale uncertainties decrease from ±20%

for the first bins to less than ±5% for ET,mean > 30 GeV. The data are well described

by the NLO calculation. The dijet cross section as a function of the transverse energy

of the highest transverse energy jet ET,max is shown in Figure 4.2b). The distribution

89
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Figure 4.1: Differential ep cross section for dijet production (Q2 < 1GeV2) as a function of the

invariant dijet mass MJJ of the two highest ET jets. Here, as well as in the following figures unless

explicitly stated otherwise, the inner error bars denote the statistical error, the outer error bars the

total uncertainties of the data. The LO predictions using CTEQ5M pdfs for the proton and GRV-HO

pdfs for the photon are shown as a dotted line. NLO predictions with the same pdfs are shown as

a dashed line. The full line shows the NLO predictions, including hadronization corrections and the

grey band indicates the renormalization and factorization scale uncertainties of the NLO prediction.



4.1 Measurement of dijet Cross Sections 91

10
-2

10
-1

1

10

20 30 40 50 60 70 80
ET,mean (GeV)

d
 σ

d
ije

t /d
E

T
,m

ea
n
 (

p
b

/G
eV

)
ep

H1 data
NLO
NLO (1+δhadr)
LO

a)
10

-2

10
-1

1

10

30 40 50 60 70 80
ET,max (GeV)

d
 σ

d
ije

t /d
E

T
,m

ax
 (

p
b

/G
eV

)
ep

H1 data
NLO
NLO (1+δhadr)
LO

b)

Figure 4.2: Differential ep cross sections for dijet production (Q2 < 1GeV2) as a function of a)

ET,mean, the mean and b) ET,max, the maximum ET of the two highest ET jets. The LO predictions

using CTEQ5M pdfs for the proton and GRV-HO pdfs for the photon are shown as a dotted line.

NLO predictions with the same pdfs are shown as a dashed line. The full line shows the NLO

predictions, including hadronization corrections and the grey band indicates the renormalization

and factorization scale uncertainties of the NLO prediction.



92 Results

0

25

50

75

100

0 1 2 3

d
 σ

d
ije

t /d
η–

 (
p

b
)

0

5

10

15

0 1 2 3

0

20

40

60

80

0 1 2 3

η
–
=(η1+η2)/2

0

10

20

0 1 2 3

η
–
=(η1+η2)/2

ep
 25 <ET,max< 35 GeV 

 0.1 < y < 0.5

 35 <ET,max< 80 GeV

 0.1 < y < 0.5

 0.5 < y < 0.9  0.5 < y < 0.9

H1 data
NLO
NLO (1+δhadr)

a) b)

c) d)

Figure 4.3: Differential ep cross sections for dijet production (Q2 < 1GeV2) as a function of the η

of the two highest ET jets. The regions of low y, a) and b) and high y, c) and d) are shown for two

ranges of ET,max. NLO predictions using CTEQ5M pdfs for the proton and GRV-HO pdfs for the

photon are shown as a dashed line. The full line shows the NLO predictions, including hadronization

corrections and the grey band indicates the renormalization and factorization scale uncertainties of

the NLO prediction.
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Figure 4.4: Differential ep cross sections for dijet production (Q2 < 1GeV2) as a function of xγ a)

and b) and xp c) and d). Figures a) and b) distinguish regions of small and large xp and figures c) and

d) corresponding regions in xγ . NLO predictions using CTEQ5M pdfs for the proton and GRV-HO

pdfs for the photon are shown as a dashed line. The full line shows the NLO predictions, including

hadronization corrections and the grey band indicates the renormalization and factorization scale

uncertainties of the NLO prediction.
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Figure 4.5: Differential ep cross sections for dijet production (Q2 < 1GeV2) as a function of xγ

for a) low ET,max and b) high ET,max. The NLO predictions using CTEQ5M pdfs for the proton

and GRV-HO pdfs for the photon and including hadronization corrections are shown as a full line.

NLO predictions using AFG-HO parametrizations of the photon pdfs and including hadronization

corrections are shown as the dashed line.
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Figure 4.6: Differential ep cross sections for dijet production (Q2 < 1GeV2) as a function of xγ

for a) low ET,max and b) high ET,max. NLO predictions using CTEQ5M pdfs for the proton and

GRV-HO pdfs for the photon are shown as a dashed line. The full line shows the NLO predictions,

including hadronization corrections and the grey band indicates the renormalization and factorization

scale uncertainties of the NLO prediction.
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Figure 4.7: The xγ dependence of the relative difference of the measured dijet cross sections

(Q2 < 1GeV2) from the NLO prediction, with hadronization corrections applied using CTEQ5M

pdfs for the proton and GRV-HO pdfs for the photon (here σTheory). The symbol σ stands for

dσ/dxγ . Shown is the relative difference of the data (points) and the NLO predictions using the

AFG-HO pdf (dashed line) with hadronization corrections applied. Figures a) and b) show the

relative difference for the lower ET,max and higher ET,max regions respectively. The inner error bars

denote the statistical error, the outer error bars denote all statistical and uncorrelated systematic

errors of the data added in quadrature. The correlated systematic errors are shown in the middle

plots as a shaded band. The grey band (lower plots) shows the renormalization and factorization

scale uncertainties of this NLO prediction.
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Figure 4.8: Differential ep cross sections for dijet production (Q2 < 1GeV2) as a function of cos θ∗

distinguished for small xγ a) and c) and large xγ b) and d). Figures c) and d) show the cross

sections for large invariant masses of the dijet system. NLO predictions using CTEQ5M pdfs for the

proton and GRV-HO pdfs for the photon are shown as a dashed line. The full line shows the NLO

predictions, including hadronization corrections and the grey band indicates the renormalization and

factorization scale uncertainties of the NLO prediction.
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Figure 4.9: Ratio of the NLO ep cross section for dijet production obtained with different MRST

proton pdfs to the NLO cross section obtained with the standard setting as described in section 2.7

(here σtheory) as a function of xγ .

again demonstrates that the data are described by NLO QCD up to the highest

ET,max values within errors. The NLO scale uncertainty is not reduced significantly

with increasing ET,max. The cross sections differential in transverse energy are hardly

altered by hadronization corrections which are around 5% for all bins. The NLO QCD

calculation with hadronization corrections predicts the measured cross sections up to

the highest masses and transverse energies, although the photon and proton pdfs have

been extracted from quite different processes and mostly at lower scales.

To further explore the photon and proton structure the differential cross section dσ/dη

is displayed in Figure 4.3 for two ranges of ET,max subdivided into two y regions. While

the former implies a variation of the scale the latter corresponds to different centre-of-

mass energies in the photon-proton system. Again, good agreement between data and

NLO QCD is observed taking into account the uncertainties in the calculations and

in the data points. The predictions tend to lie above the data at low η, where direct

interactions dominate and hadronization corrections are largest. At high η, where in

contrast resolved interactions dominate and hadronization corrections are small, the

NLO QCD predictions agree well with the measured data.

Figures 4.4a) and b) show the dijet cross section dσ/dxγ as a function of xγ for

two different xp regions. The calculations exceed the data, while remaining within

the given uncertainties, only for xγ > 0.85, where the largest hadronization correction

occur. Using the MRST99 1-3 proton pdfs (with a large variation of the high xp gluon

density) instead of CTEQ5M results in differences of less than 5% for the predicted

cross section for xp < 0.1 and up to 15% for xp > 0.1 (see Figure 4.9 and 4.10). This

is smaller than the scale uncertainties for xp < 0.1 and of the same order for xp > 0.1.

These findings are corroborated in Figures 4.4c) and d) where the cross section dσ/dxp
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Figure 4.10: Ratio of the NLO ep cross section for dijet production obtained with different MRST

proton pdfs to the NLO cross section obtained with the standard setting as described in section 2.7

(here σtheory) as a function of xp.

is shown as a function of xp for two different xγ regions. Even at the highest xp the

measured cross sections are seen to agree well with the QCD predictions, which in this

part of the phase space attribute about 40% of the cross section to processes induced

by gluons in the proton. The constraints on the pdfs used in the QCD calculations

here come dominantly from deeply inelastic scattering at lower scales where the gluon

fraction is smaller. The concept of universal pdfs in hard processes in QCD is thus

observed to describe measurements with rather different experimental conditions.

Figure 4.5 displays the dijet cross sections dσ/dxγ as a function of xγ for two regions

of ET,max, representing different factorization scales for the photon and proton pdfs.

The data are compared to NLO calculations corrected for hadronization effects with

two different parameterizations of the photon structure. The predictions describe the

data well and vary only slightly with the photon pdfs used. In contrast the NLO

scale uncertainties produce a significant effect as can be inferred from Figure 4.6,

which repeats the data of Figure 4.5 with a comparison of the GRV-HO pdfs of

the photon. For high values of xγ the hadronization corrections are sizeable and

improve the agreement with the data. A more detailed comparison between data and

theory is obtained by plotting their relative difference as shown in Figure 4.7. NLO

predictions including hadronization corrections are shown for both sets of photon

pdfs. At variance to the previous plots the error bars of the data contain only the

uncorrelated systematic errors, while the correlated errors due to the uncertainty in

the calorimeter energy scales are shown as a hatched band. Figure 4.7 shows that

the assumed NLO scale uncertainties are the dominant source of uncertainties in the

comparison of data and theory. The expectation exceeds the data only for the high

xγ and high ET,max regions. Within these uncertainties the picture of an universal
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photon structure is thus corroborated.

Finally, the dijet cross section dσ/d cos θ∗ is plotted in Figures 4.8a) and b) for xγ < 0.8

and xγ > 0.8 respectively. The cross section decreases with increasing cos θ∗ mainly

because of the cuts in ET . Again, the data are well described by NLO QCD for low

xγ , whereas at higher xγ the predictions overshoot the data for small values of cos θ∗.

These cross sections are also shown with a cut on the invariant mass MJJ of the

dijet system in Figures 4.8c) and d), essentially excluding the first bin of Figure 4.1.

The cut reduces the restriction of the phase space due to the correlation with the ET

requirements and changes the shape of the distribution towards that expected from

the QCD matrix elements. The QCD calculations reproduce this transition nicely in

both xγ regions where resolved and direct photon induced processes contribute with

different weights.

4.2 Measurement of three-jet Cross Sections

Likewise the measured cross sections for inclusive 3-jet production in the reaction

ep → e jet jet jet X are corrected for detector effects and are presented at the level of

stable hadrons for the phase space region defined in Table 2.1.

Since next-to-leading order 3-jet cross sections have not been calculated yet, the data

is compared to LO QCD predictions. They are obtained with the standard setting

described in section 2.7, which especially means that a NLO photon and proton pdf

(GRV-HO and CTEQ5M) is used and αs is evolved according to the 2-loop solution.

In addition the prediction of this LO calculation corrected for hadronization effects

LO(1 + δhadr) and PYTHIA are also shown. Note, that in PYTHIA the third jet is

produced by parton showers.

Leading order predictions lead to large renormalization and factorization scale uncer-

tainties. The scale uncertainty is estimated as before by varying all factorization and

renormalization scales by 2 and 0.5 times the default scale. The scale uncertainties

are found to be about +40/ − 30 % and increase with decreasing x3
γ . This confirms

the finding in the dijet analysis that the scale uncertainties are higher for low xγ .

Figure 4.11 shows the 3-jet cross section as a function of the invariant 3-jet mass

MJJJ . The data covers MJJJ values up to 170 GeV for the last bin center and the

total uncertainty in the data ranges from 15 − 50 %.

While PYTHIA is able to describe these cross sections for all MJJJ regions, the LO

calculation underestimates the cross sections at low MJJJ values by ≈ 40 %. This

difference can not be explained by hadronization corrections, which are found to be

≈ 10 %. Nevertheless the data are at the upper edge of the derived scale uncertainties.

These results are supported by the 3-jet cross sections as a function of the invariant
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Figure 4.11: Differential ep cross section for 3-jet production (Q2 < 1GeV2) as a function of the

invariant 3-jet mass MJJJ of the three highest ET jets. Here, as well as in the following figures unless

explicitly stated otherwise, the inner error bars denote the statistical error, the outer error bars the

total uncertainties of the data. The LO predictions using CTEQ5M pdfs for the proton and GRV-HO

pdfs for the photon are shown as a dashed line. The full line shows the LO predictions, including

hadronization corrections and the grey band indicates the renormalization and factorization scale

uncertainties of the LO prediction.
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Figure 4.12: Differential ep cross section for 3-jet production (Q2 < 1GeV2) as a function of the

invariant mass of the first and second jet M12. The LO predictions using CTEQ5M pdfs for the

proton and GRV-HO pdfs for the photon are shown as a dashed line. The full line shows the LO

predictions, including hadronization corrections and the grey band indicates the renormalization and
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Figure 4.13: Differential ep cross section for 3-jet production (Q2 < 1GeV2) as a function of the

invariant mass of the first and third jet M13. The LO predictions using CTEQ5M pdfs for the

proton and GRV-HO pdfs for the photon are shown as a dashed line. The full line shows the LO

predictions, including hadronization corrections and the grey band indicates the renormalization and

factorization scale uncertainties of the LO prediction.
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Figure 4.15: Differential ep cross section for 3-jet production (Q2 < 1GeV2) as a function of the

sum of the transverse energies of the three jets ET,sum. The LO predictions using CTEQ5M pdfs

for the proton and GRV-HO pdfs for the photon are shown as a dashed line. The full line shows the

LO predictions, including hadronization corrections and the grey band indicates the renormalization

and factorization scale uncertainties of the LO prediction.
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mass of the first and second jet M12 (Figure 4.12), of the first and third jet M13 (Figure

4.13) and the second and third jet M23 (Figure 4.14). Especially at low invariant mass

the LO predictions undershoots the data, while PYTHIA better describes the shape of

the data. The data cross sections as functions of these observables have uncertainties

of 15−60 % and increase with increasing masses. The LO predictions are again hardly

altered by hadronization corrections.

These cross sections are also important as a possible background to various new

physics signals. A new massive particle (e.g. a top quark), which could explain the

deviations reported in section 2.8.2, would correspond to a 3-jet event with a high

invariant mass configuration. No deviations of the data to the predictions are observed

in one of the mass distributions.

Furthermore the 3-jet cross section as a function of the sum of the transverse energies

of the three jets ET,sum is measured as shown in Figure 4.15. Up to ET,sum ≈ 170 GeV

the data is compatible with the predictions taking into account uncertainties.

To test the power of the predictions for the third jet, the 3-jet cross section as a

function of the transverse energy of the third jet ET,third is measured. Figure 4.16

shows that the third jet reaches ET values up to ≈ 35 GeV and that the data is again

higher than the LO prediction, but described within errors.

The observed 3-jet cross section as a function of dσ/dη is shown in Figure 4.17. As in

the dijet case the low η region is dominated by direct events. However, in the high η

region resolved and direct events enter with similar weights. The LO QCD calculation

describes the data at low η. For η > 1 the data is a factor of ≈ 1.7 higher than the

LO calculation. At high η hadronization corrections are very small.

The disagreement of the data with the LO calculation at low invariant mass and high

η is likely due to a disagreement of the resolved part between data and theory.

To explore the resolved region the 3-jet cross section is presented as a function of x
(2)
γ

in Figure 4.18 and x
(3)
γ in Figure 4.19.

As explained in section 2.3 the 3-jet cross section as a function of x
(2)
γ tests the rate

of low xγ dijet events, which have a third high ET jet. Comparing Figure 4.18 and

Figure 4.6 about 40 % of the dijet events with xγ < 0.3 and 30 % with xγ < 0.7

contain a third high ET jet. At xγ > 0.85 this fraction is ≈ 5 %.

The LO calculation is not able to describe the data, while the prediction of this

LO calculation corrected for hadronization is satisfactory at high xγ . Hadronization

corrections are largest in this region. For low xγ the data is always higher than the

LO prediction.

These arguments hold for the 3-jet cross section as a function of x
(3)
γ . While at high

x
(3)
γ agreement within errors between data and the LO calculation is found, the LO

calculation is not able to describe the data at low x
(3)
γ values. For x

(3)
γ < 0.85 the
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Figure 4.16: Differential ep cross section for 3-jet production (Q2 < 1GeV2) as a function of

the transverse energy of the third jet ET,third. The LO predictions using CTEQ5M pdfs for the

proton and GRV-HO pdfs for the photon are shown as a dashed line. The full line shows the LO

predictions, including hadronization corrections and the grey band indicates the renormalization and

factorization scale uncertainties of the LO prediction.

measured cross sections are a factor of 2 − 3 higher than the LO calculation. Here

hadronization corrections are found to be small (10 − 15%).

The Pythia model gives an adequate description of the shape of all tested 3-jet ob-

servables (similar is found for the HERWIG model as presented in chapter 3).
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Figure 4.18: Differential ep cross section for 3-jet production (Q2 < 1GeV2) as a function of the

sum of x
(2)
γ . The LO predictions using CTEQ5M pdfs for the proton and GRV-HO pdfs for the

photon are shown as a dashed line. The full line shows the LO predictions, including hadronization

corrections and the grey band indicates the renormalization and factorization scale uncertainties of

the LO prediction.
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Figure 4.19: Differential ep cross section for 3-jet production (Q2 < 1GeV2) as a function of the

sum of x
(3)
γ . The LO predictions using CTEQ5M pdfs for the proton and GRV-HO pdfs for the

photon are shown as a dashed line. The full line shows the LO predictions, including hadronization

corrections and the grey band indicates the renormalization and factorization scale uncertainties of

the LO prediction.
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New measurements of dijet and 3-jet cross sections in photoproduction at high trans-

verse energies are presented for various jet kinematic observables. Furthermore a

decrease of systematic errors and a detailed comparison to reliable leading and next-

to-leading order calculations was achieved. This significantly improves the under-

standing of jet physics in photoproduction.

Dijet Measurements

The dijet measurements cover invariant dijet masses up to 160 GeV and transverse

energies up to 80 GeV, reaching xp and xγ values where the experimental informa-

tion was previously limited. In this kinematic domain non-perturbative effects like

multiple interactions and hadronization are found to be small, which allows a direct

comparison of NLO QCD calculations with the data to be made. The results demon-

strate the power of perturbative QCD in predicting the measured cross sections in

a wide kinematical range. Even though the photon pdfs have been obtained from

measurements at lower scales, their QCD evolution correctly reproduces the data at

high scales. The data do not require significant changes in the parameterizations

of the pdfs but are certainly useful to further constrain the existing ones. Likewise

our understanding of the proton structure in the high xp, high scale region can be

improved with the help of these data.

Three-jet Measurements

The 3-jet measurements cover invariant 3-jet masses up to 175 GeV and transverse

energies of the third jet up to 40 GeV. The parton shower model in PYTHIA gave

a satisfactory description of all tested 3-jet observables. HERWIG was not able to

describe all quantities sensitive to multijet production, e.g. the rate of 3-jet to dijet

events, but gave for most observables an adequate description.
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108 Conclusions and Outlook

Leading order calculations were found to be too low to describe the data at low invari-

ant masses, high η and low xγ . The difference between data and the LO calculations

could not be explained by the high scale uncertainties or hadronization effects.

Outlook

A future stronger constraint of parton densities requires a reduction of both the the-

oretical scale uncertainties and the systematic uncertainties in the data.

The large luminosity expected after the HERA luminosity upgrade will allow a reduc-

tion of the data uncertainties. Furthermore the increase of the proton beam energy

allows the study of jets up to transverse energies of 100 GeV. This will be especially

helpful to constrain the proton pdfs in the high xP regime.

A particularly suitable choice of cuts on the jet transverse momenta may reduce

theoretical uncertainties. This can be suggested by the small uncertainties found at

high ET,mean.

Next-to-leading order calculations for 3-jet observables would significantly improve

the interpretation of these events.
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MJJ (GeV) dσdijets

dMJJ
(pb/GeV) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

45.-57.5 4.30 2.5 13 14 8 8

57.5-70. 3.69 2.9 11 11 9 8

70.-90. 1.33 3.7 13 11 11 8

90.-110. 0.39 6.9 12 16 8 12

110.-135. 0.101 12. 19 18 13 11

135.-180. 0.0102 27.1 32 30 14 9

ET,mean (GeV) dσdijets

dET,mean
(pb/GeV) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

20.-30. 10.65 1.8 12 12 9 8

30.-45. 2.41 3.1 12 11 10 8

45.-60. 0.166 11.6 16 17 10 11

60.-80 0.0192 29.2 37 34 22 16

ET,max (GeV) dσdijets

dET,max
(pb/GeV) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

25.-35. 12.36 1.8 11 12 9 8

35.-45. 1.82 3.9 12 12 9 9

45.-60. 0.252 8.4 15 15 11 11

60.-80. 0.0198 27.4 33 32 17 15

Table A.1: Differential ep cross sections for dijet production as a function of the invariant dijet

mass MJJ (upper table), as a function of ET,mean (middle table) and as a function of ET,max (lower

table) with statistical and total upper and lower uncertainties (cf. Figures 4.1 and 4.2). Seperatly

listed is the error δE due to the energy scale uncertainty of the LAr calorimeter.
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η dσdijets

dη
(pb) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

0.1 < y < 0.5 and 25 < ET,max < 35 GeV

0.6-0.9 7.55 10.0 20 22 7 11

0.9-1.3 42.2 4.4 11 15 7 12

1.3-1.7 52.2 4.2 10 11 7 8

1.7-2.1 31.8 5.4 12 11 10 7

2.1-2.5 10.3 10.1 17 18 10 10

0.1 < y < 0.5 and 35 < ET,max < 80 GeV

0.9-1.3 2.57 14.0 20 20 8 9

1.3-1.7 10.2 8.0 14 13 10 8

1.7-2.1 6.80 9.9 14 16 9 11

2.1-2.5 1.47 21.0 24 24 9 10

0.5 < y < 0.9 and 25 < ET,max < 35 GeV

0.0-0.6 27.9 4.7 17 14 11 6

0.6-0.9 66.4 4.5 13 13 9 8

0.9-1.3 43.9 4.9 14 11 11 6

1.3-1.7 20.8 7.4 13 16 10 13

1.7-2.1 10.2 11.7 14 14 6 4

2.1-2.5 2.75 24.8 30 29 9 3

0.5 < y < 0.9 and 35 < ET,max < 80 GeV

0.6-0.9 9.77 9.7 20 20 10 11

0.9-1.3 14.14 7.5 13 13 10 8

1.3-1.7 9.12 9.3 15 15 10 9

1.7-2.1 2.59 18.1 24 24 13 13

Table A.2: Differential ep cross sections for dijet production as a function of η with statistical and

total upper and lower uncertainties (cf. Figure 4.3). Seperatly listed is the error δE due to the energy

scale uncertainty of the LAr calorimeter.
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xγ
dσdijets

dxγ
(pb) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

xp < 0.1

0.5-0.7 33.5 7.5 20 20 15 15

0.7-0.85 75.0 5.8 19 14 15 7

0.85-1. 182.7 3.3 13 13 7 6

xp > 0.1

0.1-0.3 41.4 8.0 15 16 7 8

0.3-0.5 78.9 5.1 13 13 10 10

0.5-0.7 87.2 4.5 12 12 10 9

0.7-0.85 126.8 4.3 12 12 10 8

0.85-1 256.1 3.0 10 12 8 8

Table A.3: Differential ep cross sections for dijet production as a function of xγ with statistical

and total upper and lower uncertainties (cf. Figure 4.4). Seperatly listed is the error δE due to the

energy scale uncertainty of the LAr calorimeter.

xp
dσdijets

dxp
(pb) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

xγ < 0.8

0.05-0.1 288.0 5.3 15 17 8 10

0.1-0.15 352.1 4.8 13 11 9 5

0.15-0.22 298.6 4.4 9 15 5 12

0.22-0.32 121.8 5.6 19 12 17 9

0.32-0.6 7.86 11.8 17 19 11 13

xγ > 0.8

0.05-0.1 530.0 3.5 12 14 7 9

0.1-0.15 384.4 4.3 12 14 8 9

0.15-0.22 232.1 4.7 11 12 8 8

0.22-0.32 83.7 6.5 13 13 10 9

0.32-0.6 7.4 12.7 19 18 12 11

Table A.4: Differential ep cross sections for dijet production as a function of xp with statistical

and total upper and lower uncertainties (cf. Figure 4.4). Seperatly listed is the error δE due to the

energy scale uncertainty of the LAr calorimeter.
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xγ
dσdijets

dxγ
(pb) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

25 < ET,max < 35 GeV

0.1-0.3 40.1 8.4 17 18 7 8

0.3-0.5 77.3 5.3 11 13 8 9

0.5-0.7 101.1 4.3 14 14 11 11

0.7-0.85 173.6 3.9 14 11 12 8

0.85-1. 361.7 2.5 11 12 7 7

35 < ET,max < 80 GeV

0.1-0.3 2.34 27.5 34 31 16 9

0.3-0.5 9.83 12.1 17 18 9 10

0.5-0.7 19.7 8.5 14 15 10 11

0.7-0.85 28.7 8.0 15 16 11 10

0.85-1. 78.1 4.9 13 12 10 8

Table A.5: Differential ep cross sections for dijet production as a function of xγ with statistical

and total upper and lower uncertainties (cf. Figures 4.5, 4.6 and 4.7). Seperatly listed is the error

δE due to the energy scale uncertainty of the LAr calorimeter.
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cos θ∗ dσdijets

d cos θ∗
(pb) δstat(%) +δtot(%) −δtot(%) +δE(%) −δE(%)

xγ < 0.8

0.0-0.1 102.0 6.1 13 13 10 8

0.1-0.2 98.3 6.3 11 14 6 10

0.2-0.3 98.0 6.4 16 15 14 12

0.3-0.4 89.0 6.4 15 13 11 8

0.4-0.5 95.6 6.5 18 14 14 5

0.5-0.6 86.6 6.8 15 17 9 11

0.6-0.7 71.3 7.5 14 14 10 10

0.7-0.85 33.8 8.8 14 16 9 11

xγ > 0.8

0.0-0.1 100.1 5.6 12 13 7 8

0.1-0.2 108.6 5.5 11 12 8 9

0.2-0.3 115.6 5.4 14 13 10 7

0.3-0.4 106.1 5.5 10 13 5 8

0.4-0.5 95.7 5.7 14 14 9 7

0.5-0.6 95.0 5.9 12 13 7 8

0.6-0.7 86.3 6.3 25 23 12 7

0.7-0.85 49.5 7.0 14 13 10 7

xγ < 0.8 and MJJ > 65 GeV

0.0-0.1 10.1 17.0 21 21 10 10

0.1-0.2 12.0 16.4 19 21 7 11

0.2-0.3 12.6 16.3 19 20 7 9

0.3-0.4 14.3 15.9 22 21 13 11

0.4-0.5 21.0 12.8 16 17 8 9

0.5-0.6 30.9 11.3 16 14 10 5

0.6-0.7 37.9 10.3 18 19 13 14

0.7-0.85 30.4 9.4 17 14 12 8

xγ > 0.8 and MJJ > 65 GeV

0.0-0.1 24.9 11.7 15 16 7 8

0.1-0.2 25.6 11.9 15 16 7 8

0.2-0.3 27.6 11.3 16 16 10 8

0.3-0.4 30.5 11.0 15 16 8 9

0.4-0.5 30.3 10.9 17 16 10 7

0.5-0.6 43.4 9.2 15 15 9 9

0.6-0.7 64.2 7.7 19 19 6 7

0.7-0.85 47.0 7.4 14 13 10 7

Table A.6: Differential ep cross sections for dijet production as a function of cos θ∗ with statistical

and total upper and lower uncertainties (cf. Figure 4.8). Seperatly listed is the error δE due to the

energy scale uncertainty of the LAr calorimeter.
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Hadronization correction functions are defined as the ratio of the cross sections with

jets reconstructed from hadrons and from partons before hadronization. These func-

tions give an estimate of the size of the non-perturbative contributions to the cross

sections. The contributions are derived using PYTHIA and HERWIG. Until now only

models can be considered in which the LO matrix element and the leading logarithmic

parton showers are matched with the hadronization model. A consistent treatment

for NLO calculations is until now not available.

The correction functions Chad(i) are calculated from the ratio of the cross sections

with jets reconstructed from partons after parton showering (parton level) , σpar., to

the cross sections with jets reconstructed from hadrons (hadron level), σhad., in each

bin, where each sample was subject to the selection criteria:

Chad(i) =
σpar.(i)

σhad.(i)
. (B.1)

The mean value of the PYTHIA and HERWIG prediction is used for corrections:

Chad = (CPythia,had + CHerwig,had)/2 . (B.2)

The predictions of NLO QCD are corrected for hadronization effects via

σNLO(1+δhadr) = σNLO/Chad . (B.3)

The factors Chad and half the difference of the two models ∆Chad = (CPythia,had −
Cherwig,had)/2 are presented for all dijet cross sections in the Tables B.1, B.2, B.3,

B.4, B.5 and B.6.
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MJJ (GeV) Chad ∆Chad

45.-57.5 1.03 0.05

57.5-70. 1.01 -0.001

70.-90. 1.03 -0.002

90.-110. 1.01 0.02

110.-135. 1.03 0.03

135.-180. 1.03 0.01

ET,mean (GeV) Chad ∆Chad

20.-30. 1.01 0.03

30.-45. 1.03 -0.0005

45.-60. 1.02 0.01

60.-80 1.00 0.03

ET,max (GeV) Chad ∆Chad

25.-35. 1.02 0.02

35.-45. 1.02 0.02

45.-60. 1.05 0.03

60.-80. 1.01 0.03

Table B.1: Hadronization correction Chad and model difference ∆Chad for dijet production for the

analysis bins in the invariant dijet mass MJJ (upper table), in ET,mean (middle table) and in ET,max

(lower table).
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η Chad ∆Chad

0.1 < y < 0.5 and 25 < ET,max < 35 GeV

0.6-0.9 1.47 -0.07

0.9-1.3 1.07 0.02

1.3-1.7 1.00 0.04

1.7-2.1 0.98 0.05

2.1-2.5 0.90 0.04

0.1 < y < 0.5 and 35 < ET,max < 80 GeV

0.9-1.3 1.21 -0.03

1.3-1.7 1.04 0.03

1.7-2.1 1.01 0.02

2.1-2.5 0.96 0.03

0.5 < y < 0.9 and 25 < ET,max < 35 GeV

0.0-0.6 1.16 -0.02

0.6-0.9 0.97 0.01

0.9-1.3 0.94 0.05

1.3-1.7 0.92 0.02

1.7-2.1 0.95 0.05

2.1-2.5 0.92 0.02

0.5 < y < 0.9 and 35 < ET,max < 80 GeV

0.6-0.9 1.11 -0.03

0.9-1.3 0.97 0.04

1.3-1.7 0.98 0.02

1.7-2.1 0.93 0.04

Table B.2: Hadronization correction Chad and model difference ∆Chad for dijet production for the

analysis bins in in η.
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xγ Chad ∆Chad

xp < 0.1

0.5-0.7 0.98 0.07

0.7-0.85 0.87 0.08

0.85-1. 1.20 -0.02

xp > 0.1

0.1-0.3 0.90 0.03

0.3-0.5 0.92 0.04

0.5-0.7 0.93 0.04

0.7-0.85 0.86 0.04

0.85-1 1.09 0.004

Table B.3: Hadronization correction Chad and model difference ∆Chad for dijet production for the

analysis bins in xγ .

xp Chad ∆Chad

xγ < 0.8

0.05-0.1 0.98 0.10

0.1-0.15 0.92 0.03

0.15-0.22 0.90 0.06

0.22-0.32 0.94 0.04

0.32-0.6 0.90 0.05

xγ > 0.8

0.05-0.1 1.12 -0.006

0.1-0.15 1.09 -0.03

0.15-0.22 1.05 0.02

0.22-0.32 1.03 0.003

0.32-0.6 0.99 0.02

Table B.4: Hadronization correction Chad and model difference ∆Chad for dijet production for the

analysis bins in xp.
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xγ Chad ∆Chad

25 < ET,max < 35 GeV

0.1-0.3 0.89 0.03

0.3-0.5 0.94 0.06

0.5-0.7 0.94 0.05

0.7-0.85 0.85 0.05

0.85-1. 1.15 -0.01

35 < ET,max < 80 GeV

0.1-0.3 0.96 0.07

0.3-0.5 0.97 0.03

0.5-0.7 0.95 0.05

0.7-0.85 0.92 0.04

0.85-1. 1.10 0.005

Table B.5: Hadronization correction Chad and model difference ∆Chad for dijet production for the

analysis bins in in xγ .
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cos θ∗ Chad ∆Chad

xγ < 0.8

0.0-0.1 0.97 0.07

0.1-0.2 0.94 0.10

0.2-0.3 0.90 0.03

0.3-0.4 0.96 0.05

0.4-0.5 0.96 0.05

0.5-0.6 0.94 0.05

0.6-0.7 0.86 0.06

0.7-0.85 0.86 0.06

xγ > 0.8

0.0-0.1 1.10 -0.02

0.1-0.2 1.09 0.01

0.2-0.3 1.08 -0.01

0.3-0.4 1.06 0.02

0.4-0.5 1.10 0.002

0.5-0.6 1.10 -0.004

0.6-0.7 1.13 -0.02

0.7-0.85 1.09 -0.03

xγ < 0.8 and MJJ > 65 GeV

0.0-0.1 0.95 0.04

0.1-0.2 1.03 0.01

0.2-0.3 0.92 0.04

0.3-0.4 0.91 0.03

0.4-0.5 0.99 0.04

0.5-0.6 0.96 -0.02

0.6-0.7 0.88 0.04

0.7-0.85 0.84 0.08

xγ > 0.8 and MJJ > 65 GeV

0.0-0.1 1.07 -0.010

0.1-0.2 1.06 -0.005

0.2-0.3 1.03 -0.019

0.3-0.4 1.07 0.006

0.4-0.5 1.11 -0.02

0.5-0.6 1.07 -0.02

0.6-0.7 1.11 -0.02

0.7-0.85 1.09 -0.02

Table B.6: Hadronization correction Chad and model difference ∆Chad for dijet production for the

analysis bins in cos θ∗.
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ET,second

Figure C.1 illustrates how the ratio of the measured cross sections to the theoretical

prediction depends on a variation of the cut in ET,second starting at ET,second of 10 GeV

for different regions in xγ . Hadronization corrections are applied to the data. The

size of the hadronization correction is small and almost independent of ET,second.

With an increasing cut on ET,second the cross section decreases and this decrease is

well modelled by PYTHIA for all regions in xγ . The NLO calculation shows a slightly

different slope compared to the data at xγ < 0.8. One reason might be the increasing

ratio of 3-jet events to 2-jet events with a decreasing cut on ET,second at low xγ .

Events containing a third high ET jet mostly populate the low xγ region (see Figure

4.18). Since a dijet NLO calculation is only LO for 3-jet production it is concluded

that higher order effects become more and more important with lowering the cut on

ET,second.

However the ratio of the measured cross sections to the theoretical prediction varies

only by up to ±10% for xγ < 0.8 and by up to ±3% for xγ > 0.8 . This difference is

smaller than the NLO scale uncertainties.
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Figure C.1: The ep cross section for dijet production (Q2 < 1GeV2) as a function of the cut

on the ET of the second jet ET,secondcut. The data is corrected for hadronization effects. The

LO predictions using CTEQ5M pdfs for the proton and GRV-HO pdfs for the photon are shown

as a light grey line. The dotted line shows the NLO predictions and the grey band indicates the

renormalization and factorization scale uncertainties of the NLO prediction. The dark grey line

shows the PYTHIA prediction.
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It is verified that the jet ET resolution, as implemented with the detector simulation

in PYTHIA and HERWIG, is able to reproduce the width of the ET balance distri-

butions. This is proven as a function of the pseudorapidity of the leading jet ηjet1 as

illustrated in Figure D.1. It is found that the jet energy resolution in the data is well

reproduced by the detector simulation.
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124 Check of the jet resolution
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Figure D.1: ET jet-rest balance distributions for data, PYTHIA and HERWIG for different regions in

ηjet1. The resolution σ of the data, PYTHIA (P) and HERWIG (H) are indicated.
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