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Abstract

This thesis presents the readout system and the event reconstruction of the Central Silicon Tracker
(CST), the silicon strip microvertex detector of the H1 experiment at HERA. The CST consists of two
layers of double-sided silicon sensors and delivers three-dimensional position information. A total of
81920 strips are read out by custom-designed readout chips with an integrated analog pipeline that
is operated at the HERA bunch crossing frequency of 10.4 MHz. The pipeline depth of 32 buffers is
matched to the decision time of the central trigger of 2.4 ps. For triggered events, the signal charges
from the respective pipeline buffer are amplified, multiplexed, and transferred to dedicated processor
modules where they are digitized. The memory of these modules provides a 16-fold multi-event
buffering, so that the subsequent online processing of the data can be performed asynchronously to
the trigger signals. Fast hit finding algorithms are applied to reduce the amount of raw data. The
task of determining and updating pedestals and noise values for each of the readout strips is also
performed online by the processor modules. The design goal of operating the online processing
system at triggered event rates of ~ 100 Hz without introducing dead time was achieved in the first
year of operation. On average, the event size is reduced by a factor of 60.

In the subsequent offline event reconstruction clusters are built from the information of the hit strip
data first. The cluster position is calculated by means of a center-of-gravity algorithm taking into
account alignment corrections. Separately for the R-®- and the R-z-projections, the found clusters
are then assigned to tracks measured by the central jet chamber of the H1 detector. The efficiency for
linking a track to a CST cluster in R-® is 98%. In R-z, where the CST detectors have a lower signal-
to-noise ratio, an efficiency of 86% was measured. By means of a constrained fit, the resolution of
the track parameters measured in the central region of the H1 detector is improved considerably.

With these improved tracks the potential of CST measurements for heavy quark tagging was demon-
strated in a study of the semi-muonic decay of particles containing heavy quarks. A sample of events
with muons of high transverse momentum (p; > 2 GeV) has been selected from the data taken with
the CST in 1997, and the impact parameter method was applied in order to prove that the origin of
the muon tracks is separated from the primary event vertex. A significant asymmetry in the impact
parameter distribution is seen which is not present in a background data sample that was selected for
comparison. If the b-quark content of the muon sample is further enriched by applying harder cuts ,
the on average longer lifetime is reflected by a more significant asymmetry in the impact parameter
distribution. This finding is supported by Monte Carlo data samples containing muons from c- and
b-quark decay respectively that have been studied in addition.



Kurzfassung

Gegenstand dieser Arbeit ist das Datenaufnahmesystem und die Ereignisrekonstruktion fiir den Cen-
tral Silicon Tracker (CST), den Siliziumstreifen-Mikrovertexdetektor des H1-Experimentes bei HERA.
Der CST besteht aus zwei Lagen doppelseitiger Siliziumdetektoren und liefert dreidimensionale
Ortsinformation. Insgesamt 81920 Streifen werden von speziell entwickelten Auslesechips mit einer
integrierten Analogpipeline ausgelesen, die mit der Strahlkreuzungsfrequenz von HERA (10.4 MHz)
betrieben wird. Die Zahl der Pipelinespeicher von 32 ist an die Entscheidungszeit des Triggersys-
tems von 2.4 s angepalt. Im Falle eines akzeptierten Ereignisses werden die Signalladungen des
zugehorigen Pipelinespeichers verstarkt und zu Prozessormodulen transferiert, wo die Digitalisierung
stattfindet. Der Speicher dieser Module ermdglicht ein 16-faches multi-event buffering, sodal? die
weitere Signalverarbeitung asynchron zu den Triggersignalen erfolgen kann. Dabei werden schnelle
Treffersuchalgorithmen zur Reduzierung des Datenvolumens eingesetzt. Die Bestimmung und Aktu-
alisierung von Pedestal- und Rauschwerten fir jeden Auslesestreifen erfolgt ebenfalls online durch
die Prozessormodule. Das Ziel des totzeitfreien Betriebs des Online-Signalverarbeitungssystems bei
Ereignisraten von =2 100 Hz wurde im ersten Betriebsjahr erreicht. Im Durchschnitt wird das Daten-
volumen um einen Faktor 60 reduziert.

Bei der darauffolgenden Offline-Ereignisrekonstruktion werden zunéchst Cluster mit Hilfe der Infor-
mation Uber die getroffenen Streifen gebildet. Die Position eines Clusters wird durch einen Schwer-
punktsalgorithmus ermittelt, wobei Korrekturen beziiglich der Ausrichtung des Detektors beriick-
sichtigt werden. Getrennt fur die R-®- und die R-z-Projektionen werden die Cluster dann Spuren
zugeordnet, die in der zentralen Jetkammer des H1-Experiments gemessen wurden. Die Effizienz
der Zuordnung eines CST-Clusters zu einer Spur in R-® betrdgt 98%. Fir die R-z-Projektion, wo
die CST-Detektoren ein schlechteres Signal-zu-Rausch-Verhdltnis haben, wurde ein Wert von 86%
ermittelt. Durch eine gemeinsame Anpassung von Cluster- und Spurparametern wird die Genauigkeit
der Spuren, die im zentralen Bereich des H1-Detektors gemessen werden, erheblich verbessert.

Mit Hilfe dieser verbesserten Spuren wurde das Potential der CST-Messungen fiir die Erkennung
von schweren Quarks durch eine Studie semi-myonischer Zerfdlle von Teilchen, die schwere Quarks
enthalten, demonstriert. Aus den 1997 vom CST aufgezeichneten Daten wurden Ereignisse mit My-
onen selektiert, die einen groRen transversalen Impuls haben (p; > 2 GeV). Die Impaktparameter-
Methode wurde angewandt, um nachzuweisen, daR3 der Ursprung der Myonspuren vom Primdrvertex
separiert ist. Eine signifikante Asymmetrie der Impaktparameterverteilung wurde beobachtet, die in
einem zum Vergleich betrachteten Untergrund-Datensatz nicht vorliegt. Wird der b-quark-Gehalt des
Myon-Datensatzes durch hértere Schnitte erhoht, zeigt sich die durchschnittlich langere Lebensdauer
in einer starkeren Asymmetrie der Impaktparameter-Verteilung. Zusétzlich untersuchte Monte Carlo
Datensatze mit Myonen aus c- und b-quark-Zerféllen bestétigen die Beobachtungen.
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| ntroduction

In recent years, silicon strip microvertex detectors have become an important tool in high energy
physics experiments. Their outstanding position resolution of the order of 10 um allows the mea-
surement of particles with typical decay lengths of well below one centimetre. The primary field of
application is therefore the physics of heavy quarks where particle decay times of typically 1 ps are
studied. Silicon strip detectors have been employed since the beginning of the 1980s, first in fixed tar-
get experiments for the study of charmed particles. For about 10 years, they have also been operated
in colliding beam experiments, and have since contributed to a number of results, e.g. the precision
measurements of the t-lepton and b flavoured hadron lifetimes at LEP or the selection of events with
top quark production at the Tevatron.

Modern collider detectors consist of several subdetectors for dedicated tasks, e.g. tracking, calorime-
try, or muon detection. The detectors are usually arranged in cylindrical symmetry around the beam
line and cover the region around the interaction point hermetically. In this environment, microvertex
detectors are the innermost devices and are surrounded by tracking detectors, most commonly drift
chambers. The standard method to use microvertex detector data for physics analyses is to improve
the track measurements of these outer tracking detectors with respect to momentum and position res-
olution. For this purpose, hits from the microvertex detector have to be assigned to tracks measured
by the surrounding track detectors. The high precision of the microvertex hits then puts strong con-
straints on the track parameters thus reducing their uncertainties. As a consequence the accuracy of
the vertex determination —for the primary interaction as well as for secondary vertices due to the de-
cay of long-lived particles— is improved considerably. This increased precision in the reconstruction
of the event topology has proven to be very effective for studying processes with heavy quarks.

Nowadays, microvertex detectors commonly provide three-dimensional position information which
can be achieved by employing double-sided detectors with silicon strips extending in different di-
rections on the two sides. This leads to a large number of readout strips, typically of the order of
10°-10°. The detector system as a whole —including the front-end readout electronics— has to be
very compact on the other hand, since the amount of non-active material close to the interaction point
has to be minimized. Therefore, highly integrated readout systems are needed.

At the electron-proton collider HERA in particular, a further challenge to the readout system is due
to the high particle bunch crossing rate of 10.4 MHz which implies that for an event that is read out,
the time span for collecting and amplifying the signal charge from the silicon strips is very short.

The subject of this thesis is the Central Silicon Tracker (CST), a silicon strip microvertex detector
that was installed in 1995/96 as part of an upgrade program of the H1 detector at HERA and began its
regular data taking operation in 1997. In particular the readout system and the event reconstruction
steps are described. Moreover, CST data taken in 1997 have been analyzed in a study on heavy
quark decays in order to demonstrate that high-resolution measurements of the vertex detector can
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be employed for tagging heavy quarks at HERA and are thus suited to complement and improve the
heavy flavour analyses that are carried out at the H1 experiment.

The thesis is structured as follows:

First, the physical processes that are studied at HERA are briefly discussed focussing on the produc-
tion of heavy quarks in electron-proton scattering and on their subsequent decay modes.

Chapter 2 introduces the HERA collider and the H1 detector. The central tracking devices of the H1
detector and the methods employed for track reconstruction are described in more detail. Next, the
microvertex detector CST is portrayed.

The system for the readout of the silicon trackers of H1 is presented in chapter 3. It covers the
hardware components —namely the electronics for the front-end readout and the online processor
modules— as well as the software employed to ensure the data flow from the detectors onto storage
tapes. In particular, the algorithms implemented for an online hit detection in CST data are explained.
Furthermore, the systems for controlling the detector operation and for an online monitoring of the
data are described.

Chapter 4 gives a description of the event reconstruction of CST data. After a brief overview and a
short section on the alignment of the CST with respect to the surrounding detectors, the reconstruction
of hits from the front-end data is presented. The further steps include the assignment of hits found in
the CST to tracks measured in the surrounding tracking detectors and a combined fit of the parameters
of these tracks and hits. The quality of this fit is discussed and values for the resolution of the fitted
tracks are determined. The chapter ends with a description of the integration of the software module
for the reconstruction of CST data into the software framework of H1.

A first analysis using data taken by the CST in 1997 is presented in chapter 5. An explorative study
on the impact parameter of muons measured in the CST has been carried out in order to demonstrate
the qualification of the improved track parameters for a tagging of heavy quark decays. The study
incorporates Monte Carlo simulations with a first employment of the new detector simulation of the
CST.

The final chapter gives a summary of the results and discusses possible future developments for the
reconstruction as well as for further analyses.



Chapter 1

Electron-proton scattering at HERA

After a discussion of the kinematics of electron-proton scattering, two kinematic domains are intro-
duced: deep-inelastic scattering and photoproduction. At HERA, the latter is the main source for
the production of heavy quarks. Physics with heavy quarks is the main application for the data of
microvertex detectors and is therefore introduced in the third section. Production mechanisms as well
as decay modes are discussed.

1.1 Kinematicsof electron-proton scattering

Electron-proton scattering is the interaction of a point-like elementary particle with a compound ob-
ject. It is described by means of the exchange of a gauge boson, which can be a photon, a Z°, or a
W=*-boson. According to the charge of the exchanged particle, one distinguishes between neutral-
current (NC) and charged-current (CC) interactions. At HERA energies, photon exchange is the
dominant process due to the large masses of the Z°- and W-bosons.

If the four-momentum transfer from the incident electron to the proton is small, the photon interacts
with the proton as a whole (elastic scattering). At higher four-momentum transfers, the boson is
scattered off the proton constituents providing thus a means to probe the proton structure (inelastic
scattering). In the framework of the quark parton model (QPM), the proton constituents are quarks
and gluons, and the photon couples to the charged quarks only. Inelastic electron-proton scattering
can thus be described as elastic electron-quark scattering.

Fig. 1.1 shows the Feynman-diagrams for the NC- and CC-processes: an incoming electron of four-
momentum pe is scattered off a quark that carries the fraction x of the proton four-momentum P.
The final state consists of the scattered lepton having four-momentum p and the hadronic final state
(denoted by X). The center of mass energy +/s of the inclusive electron-proton scattering is given by
the beam energies (neglecting the particle masses):

s= (P + pe)® ~ 4 EcEp (1.1)

At a fixed center of mass energy, the kinematics of the scattering process is described completely by
two independent Lorentz-invariant variables. Commonly used are the virtuality Q 2 and one of the two



4 Chapter 1. ELECTRON-PROTON SCATTERING AT HERA

xP xP \

M A
p U —~——}x p U ——1}x

Neutral current Charged current

Figure 1.1: Feynman graphs for neutral-current and charged-current electron-proton scattering

dimensionless scaling variables x and y:

Q* =" = —(pe — pe)’ (1.2)
_ @

X = 2P g (1.3)
_Pq

Y=o, (1.4)

The Bjorken scaling variable x is the momentum fraction of the proton carried by the scattered parton
while the inelasticity y is the ratio of the actual to the maximum momentum transfer in the proton
rest frame. Both take values between 0 and 1. Neglecting the particle masses the relation between the
kinematic variables is

QP =x-y-s (1.5)

The hadronic final state X can be characterized by its invariant mass W that can be expressed by x
and Q? exploiting four-momentum conservation at the hadronic vertex (m , being the proton mass):

W2 = (P4 0)? = Q3 — 1) + b ~ Q¥/x (16)

For large values of W2 (W2 >> m?), the proton “loses” its identity and breaks up: the hadronic final
state consists of a large number of particles. This is the domain of deep-inelastic scattering (DIS).
The unscattered proton partons form the spectator jet that vanishes into the beam pipe and cannot be
detected while the scattered quark undergoes a fragmentation process resulting in the current jet.

If Q% — 0 on the other hand, the emitted photon is (quasi-)real, and the electron is scattered at very
small angles. The interaction can be regarded as being composed of a photon flux from the electron
and a subsequent photon-proton scattering process. This sector is called photoproduction.

In addition to W the pseudo-rapidity 1 is introduced for the characterization of a hadron in the final
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state:

- In(tan(%)) 1.7)

where p is the momentum of the hadron, p; its z-component, and © is the polar scattering angle®. At
the beam energies of HERA in 1997 of E, = 820GeV and E, = 27.5GeV the center of mass energy
is /s = 300GeV and a squared four-momentum transfer Q2 of up to 90200 Gev? is kinematically
possible.

For the extraction of the kinematic quantities several methods can be employed since the detectors
deliver more information than the two measured observables needed. The methods are based on the
quantities either of the scattered electron, or of the hadronic final state, or of both. They differ in
accuracy and applicability depending on the kinematic range and the nature of the scattering process.

1.2 Kinematic domains

1.2.1 Deep inelastic scattering

Deep inelastic scattering is characterized by high values of Q2 and large hadronic masses W. The
double-differential ep-cross-section in lowest order of the electromagnetic coupling constant o is
given by

2005, (%, Q%) 4o
dxdQz  xQ*4

Y’ Y’
{Lomn)+0-yRe T o- x| a9

F1, F, and F3 are the proton structure functions that are related to the a priori unknown proton struc-
ture. The Fs-term contributes only for Z°-exchanges. In the QPM framework, the structure functions
are related to the parton density functions q; and the parton charges e;j, and a simple behaviour for the
DIS-limit (Q? — oo, pq — o) is predicted [1]:

Fi(x, Q%) — F(x) Ze (Gi(x) + qi(x)) (1.9)
R(x, Q%) Zexq. + 0i(x)) (1.10)

It is summed over all quarks and anti-quarks in the proton. The fact that the structure functions do
depend on x only is known as Bjorken scaling.

However, a more dynamic proton model that accounts for interactions between the partons by means
of gluon exchanges leads to a scaling violation (the structure functions depend logarithmically on
Q?) as well as to a violation of the Callan-Gross relation 2xF(x) = F(x) that can be derived from
Eq. (1.9) and (1.10) [2]. The underlying theory is the quantum chromodynamics (QCD). It intro-
duces additional processes between the partons (gluon radiation, quark-antiquark production, gluon
self-coupling) that are described in perturbation theory. Using a factorization theorem, this leads to
generalized equations for the structure functions.

1At HERA, © is defined with respect to the proton direction (= forward direction).
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1.2.2 Photoproduction

In photoproduction events, Q2 is ~ 0, so that the electron is scattered at small angles a quasi-real
photon is emitted. At HERA, the cross-section for inclusive electron-proton scattering is dominated
by photoproduction processes. The total photoproduction cross-section can be derived from the dif-
ferential electron-proton cross-section:

d?cep o 2y AT 2 2 L 2

dde2 = ZTCQZ (A(y7 Q ) ) Gy*p(yv Q ) + B(y7 Q ) ) Gy*p(yv Q )) (111)
that is composed of the contributions from transversely and longitudinally polarized photons ¢ T and
ot with A and B being kinematic variables. In the Weizs4cker-Williams approximation [3], which is
valid for small Q?, the longitudinal component is negligible, that is og,%t ~ chﬁp. Introducing the flux
of transversely polarized photons f. (Y, Q?) one gets:

d®Gep 2y _tot o 1 2 may? tot

dydoZ — frre(y, Q%) - oy = nQly (1‘|‘ (1-y)-2 Q? ) " Oyp (1.12)
There are a number of contributions to the cross-section due to the fact that, apart from being the
gauge boson of the electroweak interaction, the photon has hadronic properties as well. In leading
order QCD, one distinguishes between direct processes where the photon interacts point-like with a
parton and resolved processes where a parton from the photon couples to the proton parton.

e The direct processes are the photon-gluon fusion (Fig. 1.2a) and the QCD compton process
(Fig. 1.2b) with the parton from the proton being a quark and a gluon respectively. At HERA,
the photon-gluon fusion is the main source for the production of heavy quarks, i.e. cc- and
bb-pairs. The processes are calculable in the framework of perturbative QCD above a minimal
transverse momentum (p; > 1.5GeV).

e Two processes contribute to the resolved part [4]:

— a component described by the vector meson dominance model (VDM). The photon fluc-
tuates into a quark-antiquark pair that forms a bound state: a virtual vector meson that
subsequently interacts with the proton parton (Fig. 1.2c). The VDM is a phenomenologi-
cal model and the processes cannot be calculated using perturbative QCD.

— the anomalous component where the quark-antiquark pair from the photon is not bound
and the interaction can be described in terms of a hard subprocess calculable in pQCD
(Fig. 1.2d). In addition to the two final state jets from the hard subprocess, the hadronic
photon remnant can form a third jet.

The hadronic nature of the photon is described analogous to the proton in terms of a photon structure
function Fzy(xy, Q?) where Xy is the fraction of the photon momentum that enters in the hard subpro-
cess. In this connection, a term for the coupling of the photon to a quark-antiquark pair is introduced
that accounts for the anomalous components of the cross-section.

1.3 Heavy quarks

The study of processes involving the production and decay of heavy quarks is the primary domain for
making use of the high-resolution measurements of microvertex detectors. This is due to the relative
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(c) vDM (d) anomalous component

Figure 1.2: Diagrams showing photoproduction processes at HERA

long lifetime of hadrons with heavy quarks resulting in large decay lengths that can be resolved.
At HERA, the production cross-section for charm quarks is of the order of o(ep — eccX) ~ 1pb
while the bb-cross-section is smaller by two orders of magnitude. At the HERA design luminosity
of 100 pb~1, this corresponds to ~ 108 charm-pairs and ~ 10° beauty-pairs per year of which only
a small fraction can be measured however. Due to their large masses, top quark pairs cannot be
produced.

1.3.1 Production mechanisms

The dominant process for the production of heavy quarks at HERA is photon-gluon fusion. The W
or Z° exchange is suppressed due to the large masses of the heavy gauge bosons, and the scattering
off heavy quarks in the proton can be neglected due to their small fraction. The main contribution to
the cross-section is due to photoproduction so that the classification of the photoproduction processes
in the previous section holds for the heavy quark production as well. Beyond the study of the direct
processes, which is also possible in DIS, photoproduction allows an understanding of the resolved
component to the heavy quark cross-section. Moreover, the study of the Q 2-dependence of the data
from DIS and photoproduction allows a test of the QCD predictions on the hadronic structure of the
photon.

For photoproduction in lowest order QCD (O(a - as)), the direct process Y+ g — q q (Fig. 1.2a)
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is the main contribution to the cross-section. The photon-proton cross-section can be factorized in a
photon-gluon cross-section ¢4 and a gluon density g [5, 6]:

op = /ng 9(Xg: - - )oyg(S, Mg, - ) (1.13)

These quantities depend on the momentum fraction of the gluon x4, on the center of mass energy
$ of the heavy quark-antiquark pair, on the quark mass mq, and additionally on the renormalization
scale for the elementary interaction as well as on the factorization scale where the gluon density g
in the proton is evaluated. The choice of these scales is not unique and usually scales related to the
transverse momentum and the mass of the quark. The photoproduction cross-section csf,’EF is then
connected to the electron-proton cross-section according to Eq. (1.12).

Since the cross-section depends on the gluon density in the proton, its measurement provides a means
for a direct determination of the gluon density.

At the high photon-proton center-of-mass energies that are reached at HERA, a large fraction the
cross-section for heavy quarks is estimated to stem from resolved processes [7, 8]. Those are in
leading-order QCD the gluon-gluon fusion and the quark-antiquark annihilation (Fig. 1.3). Furthermore,

Y
VWV g X
g > q
g - q
(@) gluon-gluon fusion (b) quark-antiquark annihilation

Figure 1.3: Resolved yp-interactions producing heavy quark pairs

higher order terms contribute significantly to the cross-section. Corrections of the order of 50% have
been calculated for the charm cross-section [9]. Some of the higher order processes are sketched in
Fig. 1.4. The dominant contribution is the gluon radiation (Fig. 1.4, left) whereas the quark radiation
(center) is negligible. Due to interference with the leading order process (the final state is the same),
the process of order O (o - o) (right) contributes to the order O (o - a:2) as well.

Both for charm- and beauty quark production at HERA, NLO-calculations have been performed [7].
In general, the uncertainties on the bb-cross-section are smaller due to the higher mass of the b-quark.
The results depend on the choice of the quark- and gluon density parameterizations, on the scale of
the strong coupling constant A gcp, and on the quark mass itself. Due to the additional freedom in the
choice of the parameterization of the photon structure, the uncertainties on the hadronic component
of the cross-section are greater than those on the direct component. Depending on the choice of the
parameters, the fraction of resolved processes varies between 15% and 70% for charm quarks and
between 15% and 40% for beauty quarks [8].
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Figure 1.4: Higher order processes of heavy quark photoproduction (direct component)

1.3.2 Decays of heavy quarks

The heavy quarks that have been produced in the different hard subprocesses undergo fragmentation
into hadrons. They can form bound states, the heavy quarkonia like J/'¥(cc) or Y (b b), heavy mesons
(gnq), or heavy baryons (qnqq). The bound states are commonly labelled hidden charm or beauty
whereas the states formed separately by the quark and the antiquark are summarized as open charm
or beauty.

Here, only the decays of heavy mesons shall be discussed further. A distinct property of them is their
long lifetime. The B*-mesons (composed of a b- and a u-quark) for instance have a mean life tg of
~2 1.6 ps while for the D*-mesons (composed of ¢ and d) the mean life is tp ~1.0 ps [10].

This results in a characteristic signature in the detector: production vertex and decay vertex of the
mesons are significantly separated and provide a means to detect processes involving heavy quarks.
This topology is the reason that nearly all experiments in high energy physics attempt to measure
their vertex positions to the highest possible precision by the employment of microvertex detectors
[11]-[17].

The heavy mesons are bound by the strong interaction and decay weakly. The decay widths T" are
proportional to the elements of the Cabibbo-Kobayashi-Maskawa matrix (CKM) [18] that are funda-
mental parameters within the standard model. The flavour changing weak current can then be written

as.
_ Vud Vus Vub d
\] = (l]7 67 t) Vcd Vcs VCb S (114)
Via Vis Vi b

The CKM matrix describing the unitary transformations among three quark doublets can be charac-
terized by three Euler angles and six phases (of which only one is of physical relevance). In a reduced
model for only two quark generations, the mixing is specified by a single parameter and the CKM
matrix reduces to the Cabibbo matrix:

[ cos®; sinO
Vea, = (— sin© cos@c) (1.15)

with ©. being the Cabibbo angle. Charm quark decays can thus be classified in Cabibbo-allowed and
Cabibbo-suppressed processes according to the magnitude of their matrix elements.
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The dominant decay processes of heavy quarks are:
b — cw~ and c — swt (1.16)

The virtual W-boson decays either into a lepton-neutrino pair or hadronically into a quark-antiquark.
In the framework of the spectator model the heavy quark decays as a quasi-free particle: the influence
of the couplings to light quarks and gluons is neglected. A consequence of this model is the prediction
of the decay widths for different mesons containing the same heavy flavour to be equal. However, a
comparison with experimental results shows that this is only true for the semi-leptonic decay modes
with the lepton pair and the hadronic spectator system in the final state. For the hadronic decay modes,
additional interactions between the final-state hadrons have to be taken into account.

Experimentally, the semi-muonic decay modes of heavy mesons (qn, — qW — ¢ pvy) are of particular
interest due to the fact that muons can be measured in dedicated subdetectors with high efficiency.
Therefore, for the study of heavy meson decays with data from the new microvertex detector of the
H1 experiment that will be presented in Chap. 5, an event sample based on a muon selection is used.
In addition to the elementary processes (1.16), cascade decays can contribute in the b-sector. The
charm quark from the beauty decay can decay semi-muonically:

b —WTc
|—>W+s — uX

Due to the beauty mass the decay W~ — c¢s is kinematically possible which results in a further
contribution to the cascade decay. Tab. 1.1 shows theoretical and measured branching ratios for heavy
quarks decaying into muons. The theoretical values are calculated in the framework of the spectator
model, and the values for the quark masses were m¢ = 1.87 GeV/c? and m, = 5.27 GeV/c?.

| quark || theor. [%] | exper. [%] ref. |
+08
. N 86 £1.7 108 [19]
9.6 +1.1 [20]
] M 102 +05 402 [21]
105 +0.5 [20]

Table 1.1: Theoretical and experimental branching ratios for heavy quarks decaying into muons.

The primary goal of employing a microvertex detector is the separation of background events stem-
ming from light quark production from the heavy quark events. This is achieved by exploiting the
event topologies that are characterized by secondary vertices. Typical decay lengths of heavy mesons
are of the order of ct ~ 100 um and the detector vertex resolution hence has to be of the same order.

Due to the ratio of the production cross-sections at HERA, c-quark decays are accessible more easily
than b-quark decays. On the other hand, since the scale for perturbative calcuations is harder in the
b-sector due to the higher b-mass, the theoretical uncertainties are considerably lower. Therefore,
a separation of the b-quark from the c-quark domain is a second important issue for microvertex
detectors.

A precise spectroscopy of heavy flavoured mesons provides access to a number of interesting physics
issues:
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o the observation of rare decays. In the charm-sector, those processes are the doubly Cabibbo
suppressed decays, where the magnitude of the Cabibbo-matrix element for the c-decay as
well as for the decay of the W-boson prohibits the transition, e.g. ¢ — dW* — dus. Other
rare processes are those that can only be represented by loops in the Feynman diagrams, like
penguin diagrams, flavour changing neutral currents or the D°D° mixing (Fig. 1.5). In general,
loop level processes are sensitive to the existence of new, heavy particles.

Z° VAN [ [
W - = - - W," W Wi W
| ¢ ‘dsb. U | |
g g b b
u I q ~ q U ds,b c
(a) flavour changing (b) penguin diagram: ¢ — uy (c) D°D° mixing

neutral current

Figure 1.5: Rare charm decays on the loop level

In the b-sector, the charmless b-decays are rare processes of interest.

e studies of mixing of the neutral D- and B-mesons. In the charm sector, the mixing rate is small
compared to the K° or B® mesons. Moreover, the process D® — D® — K+n~ has the same final
state as the doubly Cabibbo suppressed D °-decay. The two processes can only be distinguished
by measuring their time evolution. The resolution needed is of the order O (0.5 - T 5o) which
corresponds to a vertex resolution of ~ 50 um.

e investigations on forbidden decays, e.g. lepton number violating decays like D © — p* e~ that
are forbidden to all orders in the standard model, and the observation of which would hence be
a signal for new physics.

e the extraction of the gluon density. Complementary to the indirect methods using structure
function analyses, direct measurements that are based on measurements of heavy mesons are
possible. A recent method [22] used the decay of the charmed D*-meson to determine the
differential cross-section do/dxg from which the gluon density was unfolded.

¢ the determination of the b-quark production cross-section. Recent analyses at HERA [8, 23]
give an indication that the cross-section is considerably larger than the expectation from leading
order calculations.

In any case, a deepened knowledge on the decay mechanisms of heavy mesons also gives rise to a
better understanding on their production.






Chapter 2

TheH1 detector at the ep-collider HERA

In this chapter the accelerator HERA and the detector H1 are portrayed. It is then focussed on the
reconstruction of tracks in the central region of H1, and on the microvertex detector CST that has

begun its operation in 1997.

2.1 Theep-storagering HERA

The storage ring HERA! at DESY in Hamburg (Fig. 2.1) is the world’s only facility for electron-
proton collisions. The particles are being injected through several pre-accelerators into two separate
machines with a circumference of 6.4 km each. They are then accelerated to energies of 27.5 GeV and
820 GeV for electrons and protons respectively. The ep-center-of mass energy is thus /s = 300 GeV.
Up to 1993, HERA was operated using electrons, afterwards with positrons whose lifetime in the
beam pipe is three times as large. With an improved vacuum system installed, it is planned to switch

to electron fills again in 19982,

design 1997

€ P e P
beam energy [Gev] | 30.0 820 | 27.6 820
avg. beam current [mMA] | 58 163 | 28 74
number of bunches 220 220 | 175 175
avg. luminosity [cm™s™] | 1.5 x 103 | 4.27 x 10%°
avg. specific luminosity [cm™sTmA=] | 4.0 x 10%° | 4.82 x 10%°
integrated luminosity [nb~1] 32400

Table 2.1: Parameters of the storage ring HERA

Both the electron and the proton beams are structured in particle bunches of which up to 220 can
be filled into each ring. This corresponds to a bunch crossing frequency of 10.4MHz. In 1997,
175 colliding e- and p-bunches were injected for luminosity production. Additionally, some bunches
without partner (pilot bunches) provide a means to study background processes induced by beam-gas

1Hadron-Elektron-Ring-Anlage

2In the following, only the term electron will be used when related to the incoming or scattered lepton.
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HERA

Experimentierhalle
NORD/H1

1

Elektronen

4

Protonen

) "
Experimentierhalle
West

Experimentierhalle

PETRA Il

Experimentierhalle
SUD/ZEUS

Protonen-Bypass

Figure 2.1: The electron-proton collider HERA. The zoomed view on the left displays the injectors
and pre-accelerators while the storage ring itself with the four experiment areas is shown on the right.
The H1 experiment is situated in the north section of the ring.

or beam-wall events. The duration of a luminosity run is typically 10h and is determined by the
electron beam lifetime. Some parameters of the HERA accelerators are shown in Tab. 2.1.

The beams collide at two interaction regions where the experiments H1 and ZEUS are located. In two
other detector areas the fixed target experiments HERMES and HERA-B are situated. HERMES was
designed to study the spin structure of nucleons. It uses the longitudinally polarized electron beam
and a polarized gas target. HERMES is operational since 1995 and has already published results
on the spin structure function of the proton [24]. HERA-B is currently under construction [25] and
expected to begin with its physics program in 1999. The aim is to study the CP-violation in the
BOBO-system. The B-mesons will be produced by moving an aluminum wire target into the halo of
the proton beam.

2.2 TheH1detector

The H1 detector (Fig. 2.2) is a universal particle detector designed to measure tracks and energies
of the particles produced in ep-collisions [26]. It covers almost all of the solid angle range and is
instrumented asymmetrically taking into account the different momenta of the incoming particles:
the final state particles tend to be boosted in the proton direction. The main detector has a weight of
2800t and measures 12 x 15 x 10m?,

The proton direction defines the z-axis of the right-handed H1-coordinate system. Its origin is at the
nominal interaction point with the x-axis pointing towards the center of the HERA ring and the y-axis
pointing upwards. The polar angle © is defined with respect to the z-axis from 0° at +z to 180° at —z.
Small values of © define the “forward” direction. The azimuthal angle @ extends from the positive
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x-axis towards positive values for the upper detector half and up to —180 ° for the lower half.

In the following, the main components of the detector are introduced. Numbers in boxes refer to
Fig. 2.2.

Track detectors

In the inner part of the apparatus the track and vertex detectors are installed. The central part
consists of:

e a silicon strip microvertex detector CST? for the precise determination of primary and sec-
ondary vertices. The CST was installed in 1996 and began regular data acquisition in 1997. As
the subject of this thesis, it is described in detail in Chap. 2.4.

e two jet chambers CJC1 and CJC2*. Their signals are the basis for the track reconstruction in
the central region and are also used for particle identification utilizing the dE /dx-information.
The CJC has a track resolution of ~2150 pm in the R-®-plane and of ~3 ¢cm in z. The chambers
and the principles of the track reconstruction are described in Chap. 2.3.

e two drift chambers CI1Z and COZ® for improving the track resolution in the z-coordinate. Their
signal wires are mounted in a polygon-shaped manner concentrically around the beamline. The
ClZ is subdivided into 15 cells with four wires each, the COZ into 24 cells. The position
resolution is 6, /2350 pum.

e two proportional chambers CIP and COP® that deliver signals for the H1-trigger system. Their
signal wires are strung parallel to the beamline and they are segmented into 60/18 Rz-pads and
16/16 Rd-pads.

The tracking chambers are mounted cylindrically around the beam pipe and the vertex detector in
two radial layers of proportional chamber — z-chamber — jet chamber. (Fig. 2.3). The geometrical
acceptances for the different detectors are shown in Tab. 2.2.

radial V4 polar
min [mm]  max [mm] | min [mm] max [mm] | min[*] max [°]
CST 57.5 95 -175 175 30 150
Clz 174 200 -1080 720 13.6 170.8
cJci 203 451 -1125 1075 10.7 169.7
Coz 460 485 -1105 1055 23.6 157.3
clJc2 530 844 -1125 1075 26.3 154.7

Table 2.2: Active regions of the central tracking chambers

In the forward region |3 |a system of three identical supermodules each consisting of radial and planar
drift chambers, a proportional chamber, and a transition radiation module is installed. Particles from

3Central Silicon Tracker

4Central Jet Chamber

5Central Inner Z-chamber, Central Outer Z-chamber

6Central Inner Proportional chamber, Central Outer Proportional chamber
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the interaction region first traverse three planar drift chambers that are rotated by 60 ° in azimuth with
respect to each other. The signal wires are parallel to each other and orthogonal with respect to the
beam axis. The planar chambers measure the x- and y-coordinates of the particle track to an accuracy
of ~ 170 um. The adjacent proportional chamber generates trigger signals. The transition radiation
module is intended to separate high energetic pions and electrons. Finally, a drift chamber with wires
strung radial to the beam axis measures additional points on the track achieving an R-®-resolution of
~2200 um. The angular coverage of the complete forward tracking system is 5°< © < 30°.

A complete view of the tracking system together with the backward detectors (s. below) is given in
Fig. 2.3.

forward track central track detector cable distri-
< > <€ ¥»  Dbution area
detector (FTD) (CTD)
(CDA)
driﬁ chambers
radial planar Silicon Tracker
central jet chamber (CJC) CST BST
1+ /\ / /
B N W N T\ 7 7 —
e T A
_ 21| Bl E cict | / /
_ = ]| B @ | @
e T e R S
- SNEIERE: | =
: s giEd \ \ | [ &
-1 i \ \ / / ;
B \/ Vo I /7 1\
transition forward / . COz COP Clz CIP cables BDC elm hadr
radiator  MWPC €lectronics Spacal

| | | | | | | | | | |
3 2 1 0 -1 -2m

Figure 2.3: Side-view of the tracking detectors

Detectorsin the backward region

The backward region of the H1 detector has been upgraded in 1995/96 in order to increase the
acceptance for events with low x and Q? characterized by small scattering angles of the electron’ [27].
New components are:

e The backward silicon tracker BST consisting of four disks with silicon strip detectors. The
disks are mounted around the beam pipe between z = —725.4mm and —949.8 mm resulting

"Due to the orientation of the coordinate system, this is equivalent to large values of the polar angle ©.
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in a good coverage of the polar angle of 172° < © < 176°. The detectors are single-sided
and have arc-shaped strips of 48 um pitch width oriented concentrically with respect to the
beamline. The inner radius of the active material is 57.3 mm, the outer 120 mm. A resolution of
12 pm has been measured. The BST shares its readout system with the CST which is described
in Chap. 3.1.

e The backward drift chamber BDC measuring the position of particles scattered in the backward
region (153°< © < 177°) [28]. It is subdivided into four double layers that consist of eight
sectors each. The sense wires follow this octogonal shape, resulting in an almost radial drift
direction for optimal polar angle resolution. For the backscattered electron in DIS processes,
the resolution is better than 1 mrad.

e The backward calorimeter SPACAL® with an electromagnetic and hadronic part both consisting
of a lead-scintillating fibre matrix. The fibres are parallel to the beam axis and are being read
out by photomultipliers. The SPACAL covers the region of 1563°< © < 177.8° and reaches an
energy resolution for electrons of 7% /+/E @& 1% [29]. The electromagnetic part is subdivided
into 1192 cells of 4 x 4cm? cross-section resulting in a position resolution for a shower of
< 4mm. The time resolution being better than 1 ns allows an efficient background rejection.

Calorimetry

The tracking detectors are surrounded by a liquid argon calorimeter that measures energies of par-
ticles scattered into the central or forward region (polar acceptance: 4°< ©® < 153°). It is seg-
mented longitudinally into eight “wheels” each of which is subdivided in @ into eight identical stacks
(Fig. 2.4). The calorimeter is composed of an electromagnetic [4]and a hadronic part [5]that both use

|
!

-:_ ©_©0 oFo o© OoF=0 O or*jo‘ I /
‘
|
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Figure 2.4: Side view of the liquid argon calorimeter showing a cross-section of the eight wheels (left
to right). The protons enter from the right, wwp denotes the nominal interaction point.

liquid argon as active material and lead and stainless steel as absorber respectively. The electronic
energy resolution is 12% /+/Ee @ 1%, the resolution for pions 50% /+/E; > 2%. Both parts of the

8Spaghetti-Calorimeter
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calorimeter are non-compensating which means that the signals for hadrons are smaller than for elec-
trons of the same energy. During the reconstruction the hadronic energies have thus to be reweighted.
The systematic error on the scale of the hadronic energies is currently ~ 4%.

The polar angle in the extreme forward direction range up to the beam pipe (4°> © > 0.6°) is covered
by the plug-calorimeter [13]for hadronic energy measurements. It consists of copper absorbers and
silicon detectors.

M agnet

The tracking detectors and the calorimeter are surrounded by a magnet consisting of a superconduct-
ing coil [6]and an iron return yoke The coil is mounted inside a cryostat with a length of 5.75m
and an outer diameter of 6.08 m. The mean magnetic field in the region of the central trackers is
1.15T. In order to minimize its impact on the HERA beams, a second superconducting coil [7 ]is
installed at z = —4.4 m that compensates the longitudinal component of the main field.

Muon detector s

The iron return yoke of the magnet [10 |is instrumented with streamer tubes for the detection of muons
and of remaining energy from hadronic showers leaking out from the calorimeter. 10 chamber layers
are interleaved between the iron slabs, and 3 layers are attached on the inside and on the outside
respectively (Fig. 2.5). At polar angles of ® = 90°, muons have to have an energy greater than
1.2 GeV to reach the first layer, and greater than 2.0 GeV to traverse the iron yoke completely. The
polar angle range covered is 5°< © < 170°. The streamer chambers have a single sense wire in the
middle of their cross-section of 1 x 1cm?. Five layers are equipped with strip electrodes mounted
perpendicular to the wires that are used for position measurements along the wire direction. The
other layers have pad electrodes whose hit information is used for resolving track ambiguities. In the
central region (barrel) the wires are strung parallel to the z-axis, while in the forward and backward
direction (endcaps), they are parallel to x. The position resolution is ~ 4 mm perpendicular to the
wires and a2 1.2 cm along the wires. The momentum resolution in the central region is ¢ ,/p ~ 35%
in the barrel. The iron together with the pad electrodes additionally serves as a tail-catcher measuring
the hadronic energy leaking from the calorimeter.

In front of the iron yoke (in proton direction) a forward muon spectrometer is installed. It consists
of three drift chamber layers in front of and behind a toroid magnet [11 ]generating a mean magnetic
field of 1.6 T. Itis intended for the detection of high-energetic muons (5 < E, < 200GeV) in a range
of 3°< © < 17°.

Luminosity detectors

The system for the luminosity measurements (not shown in Fig. 2.2) consists of two small crystal
Cherenkov calorimeters, namely a photon detector of 100 x 100 mm? and an electron tagger of size
154 x 154 mm?. They are located in the HERA tunnel at z = —102m and —33.4 m respectively.
The photon detector is protected against synchrotron radiation by a lead filter with a thickness of 2
radiation lengths X followed by a water Cherenkov counter used as a veto detector against photons
interacting in the lead.
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Figure 2.5: Cross section of the central muon detector. PL denotes layers with pad electrodes, SL
those with strip electrodes.

The reaction for determining the luminosity in the interaction region is the Bethe-Heitler-Bremsstrah-
lung process:

ep — epy

the cross-section of which is well-determined in QED. The main background source is bremsstrahlung
from interactions of the electron beam with the residual gas in the beam pipe. These events can be
subtracted using data from electron pilot bunches. The luminosity is calculated as:

L _ Riot — (ltot/l0) Ro

— (2.1)

with Ryt and Rg being the total rate of bremsstrahlung events and the rate from the pilot events
respectively, liot and Iy the corresponding beam currents, and o5 being the visible ep — epy cross-
section. For the offline determination of the luminosity, only information on the radiated photon is
employed in order to minimize the systematic error. The principle of the measurement is sketched in
Fig. 2.6.

The electron tagger together with a second device at z = —44 m is additionally used for the detection
of the scattered electron in photoproduction events. The covered kinematic region is Q 2 < 0.01 GeV?,
0.3 <y < 0.7 for the 33 m-tagger and 0.08 < y < 0.18 for the 44 m-tagger.
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Figure 2.6: Luminosity detectors and principle of the measurement. The electron radiates a photon
which is measured in the photon detector (PD) after having traversed the lead filter (F) and the
Cherenkov-counter (VC).

Time-of-flight system and veto-wall

In order to suppress background events induced by the proton beam before it reaches the interaction
region, the H1 detector uses two systems of scintillation counters. The time-of-flight system has two
scintillator planes at z = —1.95m and —2.25m. Particles entering the back of the detector in the
direction of the proton beam, i.e. that do not originate from the interaction region, can be identified
using the time-of-flight difference of =~ 13 ns with respect to particles from ep-interactions.

The veto-wall consists of two walls of scintillator planes at z = —6.5m and —8.1 m. Both walls are
composed of an inner and outer plane and identify particles by measuring the time-coincidences. The
time resolution for an inner-outer-coincidence is 3 ns for the inner wall and 8 ns for the outer.

Trigger system

While the HERA bunch crossing frequency is 10.4 MHz, the actual rate of physical interactions is
~ 100 kHz only. It is the task of the trigger system to filter out the events of physics interest and to
reject the background events. This is achieved by means of a multi-stage triggering system consisting
of hardware and software levels reducing the final event rate written to tape to ~ 5Hz. Dominant
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background processes are:

e beam-wall events where protons or electrons interact with the beampipe walls

beam-gas events where interaction with remaining gas molecules in the beampipe takes place

synchrotron radiation from the electron beam
e beam halo muons

e COSMIC muons

The first-level trigger (L1) is a complex hardware logic that makes use of information from the dif-
ferent subdetectors (trigger elements) and combines it into so-called subtriggers. Since this process
cannot be completed within the time span of 96 ns between two bunch crossings, the subdetectors
have to store their event information in pipelines until a trigger decision is made. This is also neces-
sary since the response time of some subdetectors may be considerably longer than a bunch crossing
(e.g. due to preamplifier integration times or drift times in chambers). The L1 trigger decision is avail-
able after 24 bunch crossings. It can be initiated by any subtrigger and starts the full readout of the
detector components as well as invoking the higher trigger levels. As a consequence of the pipelined
architecture, the first-level trigger runs inherently dead-time free. First-order dead-time starts only
after a L1keep-signal when the front-end pipelines are stopped and their readout is initiated.

The second-level trigger (L2) consists of two independent systems that work in parallel and deliver
their decision within 20 ps:

e atopological trigger

e aneural network trigger implemented on several parallel computers

Both systems are able to investigate detector signal correlations on a much larger scale than the first-
level trigger. It is only after a positive decision of L2 that some of the time consuming readout steps
for the subdetectors are initiated (e.g. the multiplexed front-end readout and subsequent hit detection
for the silicon trackers or the zero-suppression of the drift chamber signals).

The third-level trigger (L3) is foreseen to give the possibility to perform more sophisticated calcula-
tions though it is not implemented yet. Its decision time is 2 ms, and determines the time limit for the
complete readout of all subdetectors.

In 1997, typical output rates of L2/L3 were 50-100 Hz that had to be managed by the central data ac-
quisition system. No additional dead-time is introduced since the L2/L.3 system runs asynchronously
to L1.

The last trigger instance before data storage is the level 4 filter farm (L4). It consists of ~ 30 processor
boards® each having the full raw data of one event available for making the final decision on accepting.
The decision step comprises the partial reconstruction of an event using software of the standard
offline reconstruction as well as dedicated fast filter algorithms. The software is organized in terms
of logical modules executed “on top” of each other. Processing is terminated and the event rejected
as soon as one module finds a filter condition to be false. The farm is also employed for monitoring
(online histograms) and calibration purposes. Calibration data are written to a database and can thus
be used by the online reconstruction of the accepted events (s. below).

°In 1997, part of the boards were MIPS R 3000, and part were PowerPC 604 based.
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Data acquisition system

The data acquisition system for the H1 detector has to cope with the data of ~400000 analog channels
producing a total of some 4 Mbytes of digitized raw data. The system is built around the VMEbus
standard and subdivided into 12 readout branches, each being mastered by a VMEtaxi module. These
provide the possibility to interconnect the readout crates by means of fibre optic links, forming a
ring. The master processor of the ring assembles the data of all branches, building full-event units
which can then be distributed to several “consumers”, subsystems monitoring (like the event display),
filtering (the L4 farm), or recording data on permanent storage media. The consumers can in turn feed
back data into the stream, e.g. additional data calculated on the L4 farm. Processor communication
over the fibre-optic ring is established via memory-mapped mailbox protocols, so that no operating
system is required to run on the processors.

The input data to the full-event units are produced in parallel by the readout branches, if the L1
and L2 trigger decisions have been positive. By specific compression and formatting algorithms
(e.g. cluster-finding for the silicon trackers) the raw event size is reduced to ~ 100 kBytes. Apart from
the VMEtaxi processor the system architecture is autonomous in all branches. The silicon trackers for
instance use a second fibre optic ring to transfer their data to the VMEtaxi processor (cf. Chap. 3.1).

The final event records are sent to an SGI challenge computer where the full event reconstruction
(commonly referred to as L5) takes place. Its task is essentially to convert the digitized hit information
from the subdetectors into physical quantities, namely tracks and energy clusters. The process is
organized modularly, starting with separate tasks for each of the subdetectors and later combining
information from different modules, e.g. track linking of the different track detectors or linking of
central tracks and tracks measured in the muon detectors.

The reconstruction also performs a classification of the events which means that criteria motivated by
physics selections have to be met. If an event cannot be classified, it is rejected.

Both raw data and reconstructed data are stored on tapes?, while the last reconstruction step produces
also a compressed subset of the reconstructed data (DST ') that are stored on hard-disks and are the
basis for physics analyses.

2.3 Track reconstruction with the central jet chambers

In this section, the central jet chambers being the most important subdetector for the reconstruction
of central tracks are introduced in more detail. From the measurements of the tracks a primary
vertex can be determined in most of the events. With the information from the new microvertex
detector CST which will be introduced in the next section, a considerable improvement in resolution
is possible. Thiswill be achieved by recalculating the track parameters employing CJC as well as CST
information and hence depends —among other items— on the consistency and efficiency of the CJC
reconstruction. Here, the methods applied for the track finding in the CJC are therefore described in
more detail while the event reconstruction with the microvertex detector will be discussed in Chapter
4,

19The latter are the Physics Output Tapes (POT)
"Data Summary Tapes
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2.3.1 Chamber architecture and readout

The CJC is radially divided into two sections from radii of R = 20.3cm to 45.1cm (CJC1) and from
R = 53.0cm to 84.4cm (CJC2). The drift cells are made up of a plane of anode sense wires adjacent
to two cathode wire planes that shape the drift field. The cells extend over the full radial span of CJC1
and CJC2, hence the influence of field shaping wires at the inner and outer radii is minimized. The
potential on the cathode wires is proportional to their distance from the sense wires creating a uniform
drift field over all of the the cell. The CJC1 has 30 cells consisting of 24 sense wires and 49 cathode
wires each, the CJC2 has 60 cells with 32/66 wires. A radial cross-section is shown in Fig. 2.7.

r =855 mm
— max. drift distance 43.1 mm
g(f Eezll:s with wire length 210 cm
32 Wires sense wire diameter 20 um
r=527 mm
z-chamber (COZ)
MWPC (COP) r =452 mm
max. drift distance 44.5 mm
CJC1:
30 cells with
24 wires
z-chamber (C1Z) e r =200 mm
MWPC (CIP) —=

Figure 2.7: Radial view of the central jet chambers. Note the tilted cell geometry as well as the two
potential wires separating adjacent sense wires.

Neighbouring sense wires are separated by two potential wires allowing an almost independent ad-
justment of drift field and gas amplification and reducing cross-talk efficiently.

The jet cells are tilted by about 30° in azimuth resulting in an electron drift direction (in the presence
of the magnetic field) that is almost perpendicular to tracks originating from the center. Apart from
giving optimal track resolution, this geometry helps to resolve ambiguities by connecting track seg-
ments from neighbouring cells. Due to the fact that a track crosses the sense wire plane at least once,
the passing time can be determined to an accuracy of ~0.5ns which allows the separation of tracks
from different bunch crossings.

The 2640 sense wires are read out at both ends via preamplifiers mounted at the chamber end walls.
The analog signals are transferred via some 28 m of coaxial cable to electronics modules where they
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are continuously being digitized by FADCs at a sampling frequency of 104 MHz. The digital data are
then written to “circular buffers” that store information of the last 25 bunch crossings at any time to
allow for the decision time of the first-level trigger.

Upon the reception of a trigger signal, in each readout crate 1 the data from the desired time slice are
copied by scanner cards into a central memory. During the copy a hit-table is set up by comparing
the data to programmable thresholds. Using the hit-table information, a microprocessor then copies
the reduced data to the master readout crate of the central tracker branch. Here, an analysis of pulse-
charge integral and signal timing (Qt-analysis) is performed by PowerPC processors. The output data
of the CJC for the subsequent track finding in the reconstruction processes are then the charges on
both wire ends and the drift time for every hit found.

2.3.2 Track finding

Due to the solenoidal magnetic field, tracks of charged particles in the CJC are curved in the R-®-
plane. They can be parameterized by means of a helix described by five parameters listed in Tab. 2.3.
To a good approximation, the parameters in the R-d-plane and those in the R-z-plane are independent.

\ \ | value range |
curvature (inverse radius) [em™I] | k | —eo... 4 oo
closest distance to origin [cm] | dca | —eo...+ o0
azimuthal angle at dca [rad] | @ | —&... 4=
polar angle at dca [rad] | © 0...m
intersection with z-axisatdca [cm] | z0 | —oo... 4 o

Table 2.3: Parameters for a helix track in a solenoidal magnetic field

K, @, and dca are determined by means of a circle fit in the R-®-plane [30], whereas © and z0 are
obtained from a straight line fit in R-z. The sign convention for x and dca is chosen in a way that

e tracks of positively charged particles have negative curvatures

e upon the change of the sign of one parameter, the sign of the other remains the same, e.g. two
stiff tracks differing only in their charge (sign of k) would have the same sign of the dca.

@, O, and z0 are defined as in the H1-coordinate system.

The primary quantities measured by the CJC are the drift times t and the charges Q* and Q™ at both
wire ends. The drift path length s from the position of the traversing particle to the sense wire can be
calculated as

SaVp - (t —tp) (2.2)

due to the constant drift velocity vp in the cells (t —t is the time difference between the particle cross-
ing and the generation of the signal). A measurement on several sense wires allows the reconstruction
of a particle track in the R-®-plane. One has to consider the fact that the drift direction deviates from
the direction of the electric field due to the presence of the magnetic field (Lorentz-angle). For the

12Using 16-channel FADC cards, 23 crates are needed for the CJC readout.
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CJC, this effect is partly compensated by the azimuthal tilt of the cells. From the charges at both ends
the z-coordinate along a sense wire of a passing track can be reconstructed since the wire acts as a
voltage divider:

:u
Q*+Q~

z (2.3)

The track reconstruction hence involves several calibration constants like the bunch crossing time t o,
the Lorentz-angle, and the drift velocity vp. Due to the chamber geometry with tracks crossing signal
and cathode wire plane at least once, it is possible to extract these constants from the CJC data: the
chamber is self-calibrating [31].

The track finding program exists in two versions: a fast one that is implemented on the L4 filter
farm and employed for background rejection and the preliminary classification of events, and the
standard version being part of the complete reconstruction program (L5). The former looks for tracks
with a transverse momentum p; > 100 MeV originating from the primary vertex. Its results allow
background rejection, a preliminary event classification, and the extraction of calibration constants.
The standard version is slower by a factor of ten, but efficient for all kinds of tracks. It makes use of
the results of the fast version.

Both programs consist of three steps:

o the determination of the bunch crossing time tg
¢ the search for short track elements consisting of three hits within a given cell

e the definition of tracks by means of the determination of the helix parameters

Due to the higher accuracy of the R-d-measurements, the track finding starts in the R-d-plane. Short
track elements are connected and matched, first within a cell, next between adjacent cells, then within
the two chambers, and lastly between CJC1 and CJC2. © and z0 are determined by means of a straight
line fit of the z-coordinates of the hits afterwards. The set of tracks obtained in this manner is referred
to as non-vertex-fitted tracks.

The intrinsic resolutions for a single hit in the CJC have been measured to be 195um in R-® and
2.2cm in the z-coordinate. Studies on the resolution of the track parameters using cosmic tracks are
reported in Chap. 4.6.

2.3.3 Vertex matching

A further reconstruction step then makes use of the knowledge of the primary vertex position. By
means of treating it as an additional point for a non-vertex-fitted track, and recalculating the track
parameters by means of constraining them to the vertex, the resolution can be improved considerably.

The vertex position is obtained utilizing the fact that the beam position in the H1 detector is stable over
long time periods. By means of collecting well-measured tracks from many events, and minimizing
the dca by applying a least squares method the average x- and y-coordinates of the interaction point
(at z = 0) can be calculated'3. These run-vertex coordinates are determined for every data-taking run

18 Actually, the beam position in x and y depends on the z-coordinate (beam-tilt). Therefore, slopes for x vs. zand y vs. z
are determined additionally.
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consisting of several thousands of events. Their uncertainty is given by the radial extensions of the
beams, which are ~ 180um in x and ~ 50 um iny. Since the coordinates are determined on the L4
filter farm, the reconstruction program on L5 can make use of them.

The accuracy of the run-vertex position in x and y is greater than the one that could be achieved by
performing an event-wise vertex fit. The primary vertex of any event is thus always determined from
the run-vertex coordinates, its uncertainty being the size of the beam spot.

For a given event, the z-coordinate of the primary vertex is calculated first from the z0-coordinates of
the non-vertex-fitted tracks. Then, the x-y-vertex of the event can be computed from the run-vertex
parameters (which are defined at z = 0). All measured tracks are then matched to this vertex thus
improving their resolution.

In addition to the determination of the primary vertex, the reconstruction program searches for sec-
ondary vertices by trying to match tracks to a common origin which is significantly separated from the
primary vertex. As a consequence, several fit hypotheses for a non-vertex-fitted track may exist. The
set of tracks consisting of all possible matchings to all found vertices is named vertex-fitted tracks.
Together with the list of vertices, it is the final output of the CJC reconstruction program, and the
basis for the physics analyses.

Typical values of the vertex parameter resolution are 250 pm for x and y and 2mm in z.

The z-resolution of the CJC tracks being two orders of magnitude lower than the R-®-resolution is
improved by merging information from the z-chambers C1Z and COZ that have a R-z-resolution of
/2 350 pm.

2.4 Thevertex detector CST

The silicon strip microvertex detector CST (Fig. 2.8) was installed completely in 1996 and began
its regular data taking operation in 1997. Its purpose is the reliable separation of primary and sec-
ondary vertices in an event. This goal is achieved by improving the resolution of the track parameters
measured in the central region of the H1 detector. In particular, the limitation of the primary vertex
resolution introduced by the radial beam extensions is overcome making it possible to resolve decay
lengths of the order of 100 um that are typical for the decays of heavy quarks. The precision needed
for this purpose can only be achieved by a high-resolution position sensitive detector as close to the
interaction point as possible.

24.1 Detector layout

The CST consists of two layers of silicon strip detectors mounted cylindrically around the beam pipe
at radii of R = 57.5mm and R = 97 mm respectively. The detector is centered at the nominal inter-
action point and has an effective length of 358 mm, thus covering a large fraction of the interaction
region. Its polar angle acceptance is 30°< © < 150°. A total of 81920 strips on 192 silicon sensors
are read out.

The CST is made of double-sided, DC-coupled silicon detectors to allow position measurements in
R-® as well as in z. The sensitive area of a sensor is 5.62 x 3.2 cm?, its thickness 300 um.

On the p-side of the detectors, the strips are parallel to the z-axis thus measuring ®. The readout
strip pitch is 50 um resulting in a total number of 640 channels. The principle of the measurement is
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Figure 2.8: The microvertex detector CST

sketched in Fig. 2.9.

Applying a voltage between p-side and n-side of the silicon sensors creates a reverse-biased p-n-
junction. When the bulk is fully depleted, an ionizing particle traversing the detector creates electron-
hole pairs that drift along the electric field lines towards the p *-implant strips and to the n-side contact
respectively.

ionizing track

- n-silicon
- bulk
300 um

\+ ~
+UB’_‘ \ \n+

Figure 2.9: Principle of a DC-coupled silicon detector with readout on the p-side (from [32])
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On the n-side, the strips are orthogonal with respect to z with a readout pitch of 88 um. Segmenting the
n-side however leads to a an accumulation of negative charges at the boundary between the n-silicon
bulk and the covering silicon oxide* for a depleted detector. This is due to a positive space charge
within the silicon dioxide due to trapped holes that have been created during processing. The resulting
effect is a conductive layer between neighbouring strips (Fig. 2.10, a). For the CST detectors, the n-
side strips are therefore separated ohmically by implanting p *-strips between the n-strips (Fig. 2.10,
b).

a) b)

Oxide Charges

. Si-Oxide
e-Accumulation

+++++

n n
n-silicon bulk n-silicon bulk

Figure 2.10: The use of p-blocking implants for isolating n-side strips (from [32]):

a) n-side of a depleted silicon detector with a conductive sheet due to trapped charges between the
n*-strips;

b) ohmic charge separation of the strips by p *-blocking implants as used for the CST detectors.

Since the readout direction is fixed to be at +z or —z, a second metal layer is necessary to route the
signals to the ends of the CST. The second layer is separated from the first metal layer (the aluminum
strips that are in contact with n*-implant strips) by a silicon dioxide layer of thickness 5um. The
double metalization however introduces a higher capacitance and therefore a higher noise level for
the n-side [33].

A support structure of carbon fibre provides the necessary rigidity (a position stability of 5um has
to be maintained) while minimizing the amount of insensitive material. Six silicon sensors together
with two hybrids carrying the readout electronics (one at each end) are joined by carbon fibre rails
along their sides to form a detector ladder. The two layers are shaped as regular prisms with 12 and
20 detector ladders respectively resulting in 100% geometrical acceptance in @ with some overlap at
the ladder edges. Due to the gaps between adjacent detectors, an insensitive region of about 3% in
z is however unavoidable. Three detectors have their readout lines daisy-chained on both sides and
make up —together with their readout hybrid— the basic entity for readout and reconstruction: the
half-ladder (Fig. 2.11). Due to the serial connection of the readout lines of a half-ladder, a three-fold
ambiguity is introduced for the n-side-signals that has to be resolved by the reconstruction process.

The detector ladders are held together by supports on the carbon-fibre end flanges that also contain
water pipes for cooling. The end flanges carry printed circuit boards that distribute control signals
and supply voltages to each of the hybrids, and that convert the signal charge pulses from the readout
strips into optical signals for further readout.

The total weight of the CST is 1.5kg. At @ = 90°, the total material thickness of the CST, including
all supports, is ~1% of a radiation length.

The front-end readout chips and the subsequent electronics are described in Chap. 3.1.1.

4For passivation, the silicon sensors are covered with a silicon oxide layer of thickness 0.8 pm.
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Figure 2.11: Schematic view of the CST detector half-ladders on p- and and n-side
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2.4.2 Vertex resolution and beam pipe

Within the polar angle acceptance of the CST, a particle from an ep-event vertex is measured in both
layers. With this position information, the particle track can be reconstructed. As will be explained in
Chap. 4, it is necessary for this purpose to combine the CST measurements with measurements of the
CJC. Hits from the CST are employed to improve the resolution of the tracks that have been found by
the CJC. The event vertex can then be reconstructed by matching a common origin to the measured
tracks.

For the following considerations about the achievable vertex resolution, the influence of the CJC mea-
surements is neglected. This is justified since the CST measurements are the dominating contribution
to the track parameters, as will be shown in Chap. 4.6.

The position resolution at the vertex is then determined by three contributions:

1. the geometrical extrapolation error when calculating the track origin on the basis of the mea-
sured hits

2. the uncertainty due to multiple scattering of a particle before it is detected

3. uncertainties on calibration and alignment of the detector

The uncertainty on the alignment of the silicon sensors of the CST is smaller than their intrinsic
resolution and thus does not contribute significantly to the error on the vertex measurements. The
alignment procedure is briefly sketched in Chap. 4.2.

For a double-layered detector like the CST the geometrical extrapolation error is given by

o102 2 O2l1 2

2

= 2.4
Cgeom (rz—rl) +(r2—rl) @4)

where ry, ry are the radial positions and o1, 6, are the intrinsic resolutions of the first and second
silicon layer. It is hence desirable to have the inner detector layer as close to the interaction point as
possible while maximizing the lever arm r, — ry. At H1, the available space is limited by the beam
pipe which determines the inner radius r; and the CIP determining the outer radius r, (cf. Fig. 2.3).
In addition, it has to be allowed for some space for a mounting tube and for shielding to protect the
front-end electronics against electromagnetic interference and to ensure a safe installation.

Exploiting the overlapping geometry of the layers, the intrinsic resolution on the p-side of the CST
detectors has been measured to be 12 um and 16 um for inner and outer layer respectively [34]. On the
n-side, the resolution is 25 pm, but has a strong dependence on the impact angle of the particle. The
contribution from extrapolation uncertainties to the vertex resolution can thus be estimated (Eq. (2.4))
to be ~ 40 um on the p-side and =75 um on the n-side when using CST information alone. However,
when combining the precise measurements of the CST with the measurements in the CJC at com-
parably large radii, an improvement can be expected. At the same time it will be important not to
introduce systematic uncertainties from the combination of the measurements which means that both
detectors have to be calibrated and aligned correctly.

The multiple scattering uncertainty is given by a sum over all scattering layers traversed by a particle
until reaching the outer detector layer:

om.s. = 2, (RiAG;)? (2.5)
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where the mean angular deviation A®; of a particle with transverse momentum p; caused by multiple
scattering in material with radiation length AX; at radius R; is [10]

AXi
0.0136  [AX; log ¢*
AOj~ ——— [ =X 2.6
O~ vV X ( "% ) (26)

At colliding beam experiments like H1, a major contribution to multiple scattering is due to the beam
pipe. In 1997, an aluminum pipe of radius 45mm was installed which had a thickness of 2% of
a radiation length Xo. During the 1997/98 shutdown, a new carbon-fibre pipe of the same radius
of 45mm and a thickness of 1% X, was inserted. Fig. 2.12 shows the contribution from multiple
scattering in the beam pipe to the vertex resolution as a function of the transverse momentum py.
It becomes clear that multiple scattering is the dominating contribution to the vertex uncertainty up

S Aibeampipe
\ . ---1 CFKbeampipe
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Figure 2.12: Vertex resolution as function of transverse momentum. Only the contribution from mul-
tiple scattering in the beam pipe is plotted.

to p-values of several GeV, especially when considering that a particle undergoes further multiple
scattering in the CST itself. The precision of the vertex determination therefore depends crucially
on the presence of high-energetic tracks. However, typical particle momenta in the decay processes
involving heavy quarks are of the order of 1 GéV, so that it can be expected that the multiple scattering
will remain a limiting factor for the vertex measurements.

The following chapters describe the data acquisition system for the CST and the methods applied in
the reconstruction of events measured.



Chapter 3

Readout and control of theH1 silicon
trackers

In 1997, the system for reading out and controlling the two silicon strip detectors CST and BST was
fully commissioned and operated for the first time. The CST was completely equipped (81920 readout
strips) while four disks of the BST with 40960 readout channels were installed. In this chapter, the
data acquisition system, the slow control and the online monitoring system will be described. A
focus will be put on the routines that have been developed and implemented for an online hit finding.
The components of the whole system are sketched in App. A.1.

31

Data Acquisition

The parameters of the silicon strip detectors and the environment in which they are operated impose
several constraints and challenges on the readout system:

1.

The large number of readout strips leads to the need of a highly integrated front-end system
where the signals are multiplexed at an early stage.

. The low signal amplitude of silicon strip detectors makes the use of preamplifiers close to the

sensors inevitable. The limited space in the center of the H1 detector however only allows the
use of a very compact system with minimal power dissipation.

The HERA bunch repetition rate of 10.4 MHz and the decision time of the central trigger (first-
level trigger: 2.4 ps) make it necessary to store the signals recorded in an event until a trigger
decision is made.

The readout of the front-end system has to be fast enough to avoid any additional contribution
to first-order dead time®. At H1, the time foreseen for the front-end readout is 800 s.

An event size reduction on the raw data of the silicon detectors before they are merged into the
central data stream of the H1 experiment is necessary. As described in Chap. 2.2, full events
are assembled over fibre-optic links after a positive decision of the L2/L3 trigger stage (at rates
of up to 100 Hz) and, if they have been accepted by the L4 filter farm process, are written to

1This is the time span during which the detectors are being read out and hence are insensitive.
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tape at a rate of ~5Hz. The raw data size of the silicon readout branch alone is 250 kBytes
per event. Since this is too much for storage (a complete H1 event written to tape has a size of
~ 40 kBytes) and would also consume a bandwidth of a~ 25 MBytes/s, a hit- & cluster search
on the silicon raw data has to be performed. Due to the various effects influencing the signal
of silicon detectors and, again, due to the large number of channels, powerful processors are
needed.

6. The processing stage after the front-end data have been read out has to be decoupled completely
from the front-end operation. This means that after one event has been read out from the front-
end, the system has to be able to accept the next one immediately. Dead time introduced by
subsequent processes like the hit detection or the data formatting is referred to as second-order
dead time. In order to avoid second-order dead time, multi-event buffering has to be provided
on the stage of the online hit detection.

7. The whole system has to be flexible enough to be able to read out different types of strip
detectors: in particular different algorithms for the hit detection have to be implemented.

8. In order to cope with future expansions, namely additional disks of the BST and the silicon
tracker of the VLQ, the system should be easily extendable.

The solution for the silicon detectors of H1 [35] meets the requirements 1.-4. by using a custom-
built readout chip (APC128) mounted next to the silicon sensors. It is portrayed in Chap. 3.1.1. The
conditions 5.-7. are met by using VMEDbus based microcomputers with PowerPC processors. They
are described in Chap. 3.1.2 with focus on the algorithms used for the online hit detection. Backbone
of the system is a fibre-optic ring connecting all processors in the Silicon branch employing the
VMEtaxi protocol [36]. It is controlled by a master processor supervising the readout and connecting
the branch to the main H1 data acquisition system.

3.1.1 Front-end electronics

The front-end system of the H1 silicon strip detectors has a hierarchical structure: As described in
Chap. 2.4, the basic building block of the CST is the detector half-ladder with 640 readout strips on
both the p- and the n-side of the silicon sensors. At the end of each half-ladder, a hybrid is mounted
that carries 5 readout chips [37] and one decoder chip on each side. The decoder chips are needed
to control the operation of the readout chips. They are steered by the custom-designed VMEbus
controller module OnSiRoC? [38, 39].

For the readout of all 81920 CST strips, 640 readout chips that are controlled by 128 decoder chips
are needed.

The readout chip APC128% (Fig. 3.1) contains 128 readout channels each consisting of a charge-
sensitive preamplifier and an analog signal pipeline buffer with 32 cells. It is operated by a digital
shift register at the HERA bunch crossing frequency of 10.4 MHz. Incoming signals from the de-
tector are amplified and then stored on the capacitors C,, of the pipeline buffer. Following a trigger
signal, the stored charge is again amplified by the same preamplifier and then transferred to the latch
capacitors C,_. The rise-time of the preamplifier signal is ~ 80 ns [40]. Using the same preamplifier

20nline Silicon Readout Controller
3Analog Pipeline Chip with 128 channels
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Figure 3.1: Circuit diagram of one channel of the APC128

chip select

has the advantage of reduced power consumption. The subsequent serial readout from the latch ca-
pacitors is controlled by the readout shift register: the capacitors are connected to the output amplifier
successively. The rise time of the output pulses is ~ 200 ns for CST signals, so that a readout fre-
quency of 2 MHz is achieved [41]. Additional features of the chip include the possibility of a primary
background rejection by adding or subtracting analog signals from arbitrary pipeline cells on the latch
capacitors. Since the output stage of one APC may be set to a high-impedance state it is possible to
read out several APCs using the same analog line.

The chip is fabricated in a 1u-SACMOS* process. Each readout channel has a width of 44 um and the
depth of a pipeline cell is 50 um. Together with the space for amplifiers and bond pads the area of the
APC is 3.5 x 6.3mm?.

The decoder chip is needed to (de)multiplex control signals for the APCs. Its task is to control the 14
switches of the APC with the input of only 4 signals generated by the OnSiRoC thus minimizing the
number of lines between the control module and the front-end system. Furthermore, it can generate
calibration pulses for the APC and monitor voltages for testing the readout line. It also contains the
current source for the APC-preamplifiers. Up to 5 APCs are controlled by one decoder chip on a
common hybrid.

The function of the control module OnSiRoC in the readout system is twofold: it is responsible for

4Self-Aligned Complementary Metal Oxide Silicon. 1y means that the smallest structures on the chip have a size of
1 um. The smaller the structures the greater is the radiation hardness of the chip.
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the operation of the front-end chips and it serves as power supply for the chips as well as for the
silicon sensors®. Its main components are therefore:

e a programmable sequencer that controls the operation of the OnSiRoC itself and generates the
signals for the front-end chips

¢ 4 independent sets of 3 voltage supplies: analog (V anaiog) and digital (Vgigitai) Voltages for the
APCs and decoder chips and the depletion voltage (Vpias) for the silicon sensors. All voltages
can be switched independently. In addition, the bias current can be digitized and read out.

A sequencer is a programmable processor consisting of memory units and transceivers with registers.
Programs for different operation modes can be stored and executed. A sequence consists of 32 bits:
16 data bits and 16 address bits. The latter are used for identifying the next sequence. It is possible
to program infinite loops that can be interrupted by external trigger signals. For creating a binary file
with sequencer instructions a programming language and a compiler for Macintosh computers have
been developed [42].

The OnSiRoC is operated in two standard modes: data sampling (where detector signals are stored
in the pipeline cells of the APC) and data readout from a specified cell. The sequencer programs for
these two modes reside at defined addresses in memory. Communication with the H1 trigger system
that initiates the switching between the two modes is established via a modified VME backplane.

For data sampling the OnSiRoC resets its internal pipeline counter and starts the sequencer that in
turn initializes the APCs and initiates the operation of the pipeline in a never-ending loop. If a trigger
signal is received, the sequencer starts from the address where the corresponding code is stored. The
pipeline is stopped, and the charge in the pipeline cell storing the triggered event is transferred to the
latch capacitors®. Readout is started by activating the readout shift register and the output amplifier.

Within the Silicon readout branch the front-end system operates autonomously in the sense that it is
controlled entirely by the global H1 trigger signals and the HERA clock and hence works indepen-
dently of the further steps (digitization and hit finding).

While the front-end chips and their controlling are identical for CST and BST, the systems used for the
subsequent transmission of the raw data from the detectors to the back-end electronics are different:
The CST converts the multiplexed analog signals to optical pulses on the printed circuit boards on the
endring flanges of the detector [41]. A total of 16 fibre-optic links then transfers the data to the back-
end electronics. Here, the signals are converted back into charge pulses by custom-built modules and
passed on to the readout processors.

The BST uses repeater electronics mounted behind the detector disks. The signals from the hybrids
are received via kapton cables. Line drivers provide the ability to send the analog signals via ~40m
of coaxial cable.

3.1.2 Processor modules

The processor modules are industrial-made RIO2 8060 boards from CES [43]. Their main compo-
nents are:

SOriginally, it was intended to use the OnSiRoC also for readout, digitization and further signal processing [39, 40]. Due
to the complexity of this task which had not been anticipated, it was in this respect replaced by the new readout modules
RIO2 (s. Chap. 3.1.2).

6At this stage, background is suppressed by subtracting charge of empty cells before the “event cell” from the signal
charge.
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e a 100 MHz PowerPC-604 processor with on-chip 16 kBytes data and instruction cache respec-
tively

8 Mbytes of on-board DRAM memory

PCI’ standard backbone bus (bandwidth 128 Mbytes/s)

IBM Lanai/Kauai Bridge chipset for interfacing the CPU subsystem to the memory

VME D64 Master/Slave interface

two custom-designed mezzanine cards carrying four Comlinear CLC949 Flash ADCs each

Each of the eight FADCs digitizes the raw data of 1280 readout strips, so that one RIO2 module
processes the data of 10240 readout strips. In case of the CST, the signals are routed in a way that one
FADC receives data from the p-side of a detector ladder, i.e. of two adjacent half-ladders (one read
out at the —z-side, the other at +z, cf. Chap. 2.4), while the next FADC processes the corresponding
n-side data.

In total, 8 modules for the CST and 4 for the BST placed into a common crate are used®. Apart from
the digitization, the modules perform the online processing (i.e. the hit finding) of the raw data.

The connections between the front-end chip APC, the readout module R102, and the control module
OnSiRoC are sketched in Fig. 3.2.
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Figure 3.2: Connections between front-end system and readout- and control modules

"Peripheral Components I nterconnect, a bus system that has become an industrial standard in microcomputers
8Future expansions will establish a second RIO2 crate. CST and BST will then use different crates and one of them will
host two additional RIO2 modules for the tracking detector of the new Very Low Q? spectrometer (VLQ).
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Digitization stage

The readout modules are equipped with two custom-built PCI mezzanine cards (PMCs) that carry 4
Flash ADCs each [44]. On these cards the digitization process of the analog data from the front-end
takes place. It is controlled by a programmable hardware logic (XiLinX 4006E) making use of the
H1 trigger signals and of a signal from the OnSiRoC that synchronizes the front-end readout process
described in the previous section and the digitization process. Since the front-end system operates
independently of the RIO2 modules, the hardware logic has to determine by itself which of the analog
pipeline cells is read out. A distinction of the cells is necessary since each cell is characterized by
specific properties of the analog signal (pedestal, noise level, s. Chap. 3.2.2). For this purpose the
number of HERA clock signals between the trigger signals is counted on the PMC °.

After digitization the data together with the value of the pipeline counter are transferred to the system
memory via the PCI bus. Both the OnSiRoC driving the front-end readout and the RIO2 modules
performing the digitization have to signal the completion of their tasks back to the trigger system. Up
to this stage, the data transfer is synchronous to the H1 trigger signals.

The effective decoupling of the readout and digitization step from the further stages is achieved by a
partitioning of the system memory into 16 buffers for the raw data. This multi-event buffering allows
the subsequent online data processing to run asynchronously to the H1 trigger signals.

In 1997, the time needed for the complete analog readout and digitization of the 122880 readout chan-
nels of CST and BST was 1.05ms. This is slightly above the original limit of 800 us (cf. Chap. 2.2)
but still below the value of the slowest readout branch and hence introduces no additional first-order
dead time.

Online processing

Once the digitized raw data have been transferred to one of the 16 buffers of the RIO2 memory the
PowerPC processor performs the hit detection and writes the reduced data to a designated memory
area, from where they are collected by the master VMEtaxi processor via the fibre optic link and the
VMEbus.

While the front-end readout process and the digitization are controlled by the H1 trigger signals, the
program running on the PowerPC processor of the readout module is steered by the main H1 data
acquisition process. This means that the run conditions (start, stop) and specific run parameters are
set centrally and transmitted to the RIO2 modules. Consequently, the software on the latter is split
into two levels:

Level 1: The main readout routine [45].
It has to initialize the module on startup, establish communication with the master VMEtaxi
processor (and hence find out about run conditions), and to invoke the hit detection routines.
Moreover, it is responsible for the memory buffer management, i.e. bookkeeping on free
and occupied raw data buffers. This level thus controls the data flow while it does not
manipulate the data themselves.

Level 2: The subdetector specific hit detection algorithms.
Different routines are employed for CST and BST on this level. The algorithms for the

9The number of the cell that contains the event from a specified bunch crossing is the number of clock signals modulo
32.
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CST as well as their implementation will be described in Chap. 3.2. In addition to the
actual hit finding, the tasks comprise the determination and the dynamic updating of readout
constants, namely pedestals and values for the noise of each readout channel. The level is
thus responsible for the contents of the data stream.

A key idea of the implementation of the tasks is the independence of the two levels. The first one
—a dedicated, well-defined task which will remain stable over the entire lifetime of the system— is
programmed in Assembler and is executed automatically on start-up of the system.

The subdetector-specific level 2 has to provide the desired flexibility not only in terms of different
algorithms for CST or BST, but also for different readout conditions (s. Chap. 3.1.3). In order to ease
maintenance, it is programmed in C and compiled separately from the main task using an optimizing
compiler for PowerPCs [46]. The resulting object module is loaded to the system memory where its
routines are ready to be executed.

During run time communication between the two levels is established via input and returning argu-
ments. The main readout routine calls the subdetector-specific level whose job is then to read data
from the specified raw data buffer, find the hits and write them, correctly formatted, to the correspond-
ing hit data buffer. If the hit finding routine ends successfully, the data are picked up by the VMEtaxi.
The data flow is sketched in Fig. 3.3.
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Figure 3.3: Data flow on the RIO2 modules

The system memory of the R102 readout modules is the central instance that connects the three parts
of the system that are involved in the data flow:

1. the delivery of raw data from the FADCs as described in the previous section,
2. the processing of the raw data by the PowerPC itself,

3. the reading of the hit data by the master VMEtaxi processor.
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In addition to storing raw and hit data the memory also has to provide space for the readout constants.
Thirdly, the memory has a reserved area for communication between the three tasks, where run-
specific system parameters are kept and the status of the data buffers is indicated. A complete memory
map for the R102 system memory is shown in App. A.2.

It is clear that communication between the different processes and software layers is a key issue for a
smooth operation of the system as a whole. The communication protocol on the readout modules of
the silicon trackers adopts a concept used throughout the data acquisition system of the H1 detector:
the memory-mapped mailboxes. Dedicated memory areas, the mailboxes, that are “visible” for all
processors over the VMEDbus, can be used to issue commands together with their arguments. The
addressed processor in turn reacts to the command. An example is a “run start” command that is
issued by the master VMEtaxi processor and causes the main readout routine on the RIO2 modules
to check for raw data and eventually call the hit finding routine.

This concept dispenses with the need for an operating system on the RIO2 modules which would
introduce additional complexity to the software.

The two major concerns about the software for event analysis (i.e. hit finding) at such an early stage
and in real-time are execution speed and reliability. For the first point, it is mandatory that contribu-
tions to dead-time are avoided. If the online processing takes longer than the average time between
the acceptance of events by the L2/L3 trigger, all 16 raw data buffers will be occupied soon so that no
new event can be accepted. This sets an upper limit of 10 ms for the processing time if event rates of
100 Hz shall be tolerated. Reliability on the other hand is required since data that are rejected by the
online analysis can never be recovered again.

For optimizing the program performance in terms of speed, all algorithms have been implemented
in integer arithmetics which is in general faster than floating-point calculations as shown in Tab. 3.1.
Time consuming operations like divisions have been replaced already in the code by bit shift opera-

| instruction | # of clock cycles |
integer add 1
integer multiply 3
integer division 20
integer load 2
floating-point multiply-add 3
floating-point divide 31
floating-point load-store 3

Table 3.1: Instruction timing on the PPC604 processor (from [47])

tions wherever possible. The code also refrains from the use of mathematical library functions like
sgrt.

Execution speed is also limited by the time needed for memory access. This is partly due to the fact
that the PCI bus is not only used by the processor for accessing the memory but also by the XiLinX
task transferring raw data from the FADCs as well as by the master VMEtaxi processor requesting
output data. The processor performance can thus be degraded if the bus is busy when the processor
tries to access the memory. Since the PowerPC 604 processor on the RIO2 module is equipped with
only 16 kBytes of data cache it cannot keep all the quantities needed for the analysis of an event in the
cache. As will be described in Chap. 3.2, these quantities are the raw data and the readout constants.
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It has therefore been tried to organize the readout constants in memory in a way that the number of
memory accesses is minimized.

Data taking in 1997 has proven that with the present speed of the online routines and the 16-fold
buffering the design event rates of ~100 Hz can be taken.

The reliability of the implemented algorithms proved to be stable over the whole 1997 data taking
period. This means that in particular, the values for the readout constants are determined and updated
correctly, and the cuts for the rejection of noise are chosen in a sensible way, so that the balance
between reducing the bandwidth on the one hand and collecting all signal hits on the other is kept at
all times. The readout constants are introduced in Chap. 3.2.2, while the effect of the noise cuts will
be discussed in connection with the offline reconstruction algorithms in Chap. 4.3.

3.1.3 Readout options

The operation of the processors of the readout system can be influenced in three ways:

1. different readout modes can be selected
2. aset of global readout parameters can be changed

3. different readout masks allow the (de)selection of single processor modules as well as of whole
readout crates

These options are used for steering the code running on the processors. They all can be set through
the main H1 data taking control application (“System Supervisor”) [48, 49]. On run-start, the master
VMEtaxi processor of the Silicon branch passes the options to all readout modules.

During the 1997 data taking, the following readout modes were defined:

e Hits & Cluster (Data Type 0)
This is the default mode, where the RIO2 module performs a hit- & cluster search, and writes
data formatted as described in Chap. 3.1.4 to the hit buffers.

e Copy Raw (Data Type 1)
This mode reformats the raw data as delivered from the FADCs and writes them to the hit
buffers. It generates 20 kBytes of output per RI02 module'®,

e Raw Data (Data Type 2)
This mode bypasses the subdetector-specific level in the readout task. Raw data are copied to
the raw data buffers and read again by the VMEtaxi. The output is hence an unformatted event
block with a size of 32 kBytes per RIO2 module'?.

e Monitor (Data Type 3)
A special mode for debugging that writes effectively all data being used when processing an
event to the hit buffers, namely:

— default hit- & cluster data

1°0ne 16-bit word per readout strip: 2 bytes x 10240
1 For historic reasons, 2048 16-bit words per FADC are copied (although only 1280 words have been digitized). The
size is hence 2 bytes x 2048 x 8 FADCs.
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— the original raw data
— the pedestals
— the values for the noise

— the values of the common mode (cf. Chap. 3.2.1)

e Extra (Data Type 4)
This mode is foreseen for alternative or refined hit detection algorithms.

Some of these modes (Copy Raw, Monitor) are only intended to be used in conjunction with set-
ting readout masks due to the event size they produce?. Their purpose is to give the possibility to
investigate closer the operation of one particular readout module.

The global readout parameters contain (among others) thresholds for tuning the hit- & cluster algo-
rithms and additional masks for selecting data from single FADCs on a RIO2 module to be treated
specially. They are listed in detail in App. A.3.

3.1.4 Dataformats

The data block that the Silicon readout branch assembles in every event is already formatted in a
manner that it can be further processed offline with the standard H1 reconstruction software and its
data-handling tools. The basic unit is a 32-bit word while blocks of words are structured as banks,
memory blocks that can be identified unequivocally by their header words containing a name and
the length. Such a named bank may also have a format, e.g. may be organized in (virtual) rows and
columns with predefined meanings. The final assembly of a silicon data block is done by the master
VMEtaxi processor. For this purpose it collects data from the output buffers of all RIO2 readout
modules. The resulting bank is called SIFE*3. In addition, banks that are produced by the BST pad
trigger system are appended. Finally, a header bank (SDAQ) is created at the beginning of the event
block indicating that data from the silicon branch are present. At the beginning of a run, the global
readout parameter block SiDAQSpec described in App. A.3 is put into a bank called SIRS . The
format of all these banks is shown in App. A.4.

This section describes the formatting of the data for one RIO2 unit. Since the output of all readout
modules is just appended, a “substructure” within the SIFE bank is needed to be able to distinguish
between data from different modules. For this reason header words are introduced that mark a block
of data within the SIFE bank and contain also its length.

Raw data The digitized data from the 8 FADCs are first written to the raw data buffers of the
readout modules. Their order is the following:

12Note that the raw data size of a complete “normal” H1 event is of the order of x40 kBytes.
B35ijlicon Front End data
4Sijlicon Run Start record
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$0000: | FADCO-strip0 | FADC 1 - strip 0
$0004: | FADC 2 - strip0 | FADC 3 - strip 0
$0008: | FADC 4 - strip0 | FADC5 - strip 0
$000C: | FADC6 - strip0 | FADC 7 - strip 0
$0010: | FADCO-stripl | FADC 1 - strip 1

i.e. for every strip number there is a block of eight 16-bit words for all connected FADCs. Due to the
FADC resolution (12 bit + overflow) only 13 bits per word are used, so that the format of an individual
32-bit raw data word is:

000DDDDD ' DDDDDDDD 00 0DDDDD ' DDDDDDDD

In case of Raw Data readout (s. Chap. 3.1.3), the contents of the raw data buffers are copied to the
central data acquisition system without any further processing. For each of the eight FADCs, 2048
16-bit data words are copied, which amounts to 32 kBytes per RIO2 module. The SIFE bank is then
created by just appending these raw data blocks. No additional header words are inserted. For the
analysis one therefore needs to know the mask of selected readout modules which is contained in the
SIRS bank (s. App. A.4).

Formatted data In all other readout modes however, additional formatting by the PowerPC is per-
formed. Before writing the data themselves, a block of ten header words is written first, the first one
having the following format:

PPC Data Header Word

BBXXXXXX' XXXXXXXX'xx111111711111111

B: 2-bit subdetector: 00-CST; 01-BST; 10-VLQ
X: subdetector specific (containing the RIO2 no. somewhere)
1: 14-bit length of PPC data block (in long words)

Offline, formatted data from one specific readout module within the SIFE bank can then be identified
by their “subdetector”-bits, RIO2 number, and the length. The rest of the header words contains
information on the operation of the program on the readout module:

o values from the PowerPC’s timing register that tell how fast a subroutine is being executed
e “Code version” labels

o the internal pipeline counter of the module

o the address of the raw data buffer used in this event

e a status mask of all raw data buffers that indicates the “load” of the module, i.e. how many
events are still to be processed

o information on the status of the constants updating processes
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These words allow online monitoring of the performance of the readout modules (s. Chap. 3.4).

After the header words follows the data block written by the PowerPC. It is again substructured with
respect to the FADCs: data from one FADC are written sequentially (unlike the raw data format
(s. above)). Each of these FADC data blocks again begins with a header word containing the length
and the FADC number. The resulting overall structure of the data produced by the Silicon branch of
H1 is illustrated in Fig. 3.4. The content of the FADC data blocks depends on the selected readout

Silicon Event Block SIFE Bank R102 Data Block FADC Data Block
SDAQ bank Bank header Data block header FADC Control Word
(10 WOTdS) Data word
RIO2 #1 Data word
Data Block FADC #0 Data word
SIFE bank Data Block Data word

Data word
Data word
Data word

Data word

RIO2 #2 Data word

Data Block FADC #1 Data word

Data Block Data word
Data word

Data word
Data word

Data word

RIO2 #3 Data word
Si Pad Trigger Data Block FADC #2 Data word
Banks Data Block Data word

Figure 3.4: Structure of a Silicon event data block

mode and is also coded into the FADC control word. Table 3.2 shows the most important types of
data blocks for one FADC that the R1IO2 modules write.

| Data Type | Content | Length | Readout mode(s) \
Hit one 32-bit word per strip belonging to | variable Hit&Cluster, Monitor,
a cluster Extra
Raw formatted raw data: 16-bit words | 740 (CST), | CopyRaw,Monitor
consecutively for each FADC 640 (BST)
Ped Pedestals (32-bit words) 1280 Monitor
Sig Noise values (32-bit words) 1280 Monitor

Table 3.2: The most important FADC data blocks

However, most of these possible data types are provided for code development and debugging pur-
poses only since their size is far too big. The default case is that the readout modules only write
blocks with hit-&cluster data.
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3.2 Onlinealgorithmsfor the CST

This section describes the algorithms developed for online processing of the CST data and their im-
plementation. As motivated in Chap. 3.1.2, the readout modules have to perform a cluster search in
every event. Furthermore, they have to secure that correct readout constants, namely pedestals and
noise variances are used. After a system-reset an initialization of the constants is therefore performed
first whereas during running, the constants are updated dynamically. A general principle of all rou-
tines is that data are processed FADC-wise. In the case of the CST, one FADC digitizes the data of
either p- or n-side of one detector ladder, i.e. two times 640 strip signals read out at the +z- and at the
—z-side respectively.

3.21 Hitfinding

The expected average occupancy of the microvertex detector is of the order of a few pars pro mille 1.
The actual number of words written depends on several sources:

o the track density in the detectors
e the cluster width of a hit, i.e. the spread of the charge drifting in the silicon
¢ the noise level

e the strictness of the cuts used in the cluster algorithms

The digitized raw data signal amplitude RAW; for every readout strip consists of several contributions:
RAW; = PH; + PED; + Noise; + CM (3.1)

where PH; is the actual signal pulse-height, PED; is the pedestal, Noise; the contribution from elec-
tronic noise, and CM the so-called common mode (s. below). The origin and the treatment of pedestal
and noise will be described in the next section. The common mode contribution stems from a shift of
the common baseline of the signals of one detector between single events. This effect is due to short-
term fluctuations of the bias voltage of a silicon sensor and of the supply voltage of the preamplifiers.
Thus, in order to extract the correct signal pulse-height, the magnitude of the common mode has to
be determined for every event as a common quantity for groups of readout strips. Pedestals and noise
on the other hand are specific quantities for every readout channel, but their fluctuations are slower,
so that their calculation can make use of the raw data information of many events.

The hit finding for the CST is performed only if the pedestals PED; and the variances VAR; (the
quantity describing the noise fraction of the raw data amplitude) have been initialized correctly for all
readout strips i. (cf. Chap. 3.2.2). It consists of a two-pass algorithm processing the raw data RAW ; of
every strip. The main loop runs over one half-ladder, i.e. 640 strips.

In every event the first pass over the data is used to evaluate the magnitude of the common mode for
every APC (128 strips). It is calculated as the mean raw data value from all strips (denoted CM 1g).
To exclude large contributions from “hit strips”, the pulse-height PH ; for every strip is then evaluated
as

PH; = RAW; — CMi»3 — PED; (3.2)

15A rough estimation gives 20 central tracks x 2 CST layers x 2 detector sides x 3 strips per cluster = 240 hit strips of
a total of 81920 = 3 Y.
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and a 3o-cut (where 6 = \/VAR;) is applied as a robust estimator of the strip having been hit. Next, the
common mode is evaluated again from the remaining “non-hit-strips”. The first pass hence actually
contains two loops over the data. In case the number of “non-hit strips” is below 64, the CM 1,3 is
used.

In a second pass the pulse-height is evaluated this time using the common mode CM that is unbiased
by contributions from hit strips:
PH; = RAW; — CM — PED; (3.3)

A pulse-height has to meet two criteria for the strip to be marked as a hit candidate:

PHi < 0
PHZ > VAR, x CSTStripCut (3.4)

The first condition is due to the polarity of the analog signals. For the second one, the value of
CST StripCut can be selected as a run parameter (cf. Chap. 3.1.3). In 1997, it was set to 1.

An unused bit of the raw data word of a hit strip is used as a flag to be checked by the updating
routine, cf. Chap. 3.2.2. As long as the above conditions (3.4) are true for neighbouring strips, the
pulse-heights as well as the variances are summed up and stored. If the first non-hit strip is reached,
the Cluster Criterion for the candidate strips is checked:

cw cw
(Y. PHp)? xcw > (Y VARp) x CSTClusterCut (3.5)
n=1 n=1

where cw is the number of strips belonging to the cluster candidate. For the CST ClusterCut a value
of 16 was used in 1997. It can also be changed externally.

If statement (3.5) is true, a hit word containing the strip number i, the pulse-height PH ;, and the noise
sigma (= +/VAR;) in a bit-compressed form is written to the output buffer for each strip (App. A.5).
This allows to repeat the cluster search in the offline reconstruction process (s. Chap. 4.3).

The reason for using quadratic expressions, namely squared pulse-heights and variances, in Eq. (3.4)
and (3.5) are considerations about computing time. Employing linear expressions (using the standard
deviation o; as a threshold) would involve the use of a square root to obtain ¢ ;. For the processor, it
is faster to use the squared quantity variance and take the square of the pulse-height.

The time needed for the hit finding for the 10240 readout strips connected to one R102 readout board
is on average 5.8 ms (cf. Chap. 3.4.2).

With the default settings in 1997, the average event size of the silicon readout branch alone was ~
6 kBytes. This corresponds to an event size reduction factor of 60 compared to the raw data.

Handling monitor signals In addition to the strip data, CST events contain 8 monitoring signals for
each FADC that are generated on the hybrid (commonly known as “Specials™). These signals allow an
easy supervision of the readout chain and are especially useful for determining whether the detector
and chip voltages are switched on. Since one of the signals is the voltage across an NTC é-resistor,
the temperature on the hybrids can be monitored.

After the data of the two half-ladders connected to one FADC have been processed, 8 words with the
monitoring signal information are eventually appended to the output buffer (Format s. App. A.5).

16Negative Temperature Coefficient
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3.2.2 Continuousupdating of constants

As described above, the cluster search algorithm depends on the correct pedestals and variances of
all readout strips that contribute to the raw data amplitude. In contrast to the common mode which
can vary from event to event, the variations of these quantities are slow compared to the readout
frequency, so that information from many events can be used for their determination.

The pedestals are caused by the individual leakage currents of the readout strips. An additional
contribution is due to different capacitances of the pipeline cells of the APC. Therefore, an individual
pedestal value is kept for each pipeline cell of a readout strip.

A further contribution to the raw data amplitude is due to electronic noise introduced by the charge
sensitive preamplifier on the readout chip. These noise fluctuations can be calculated and are stored
as the variances of the signal amplitudes (after a subtraction of common mode and pedestal).

The values of pedestals and variances are sensitive to temperature fluctuations (among other effects)
so that the task of the CST constants updating routine is twofold:

1. an initial calculation of pedestals and variances after a reset of the readout system

2. the dynamic updating of valid constants during normal running

Since the processing time spent for the updating procedure (=~ 9ms, s. below) has to be added to
the 5.8 ms that are needed by the hit finding algorithm, it is clear that the limit of 10 ms for the total
processing time would be exceeded if an update took place with every event. In 1997, the updating
procedure was executed every fourth event. As shown below, this is still sufficient to compensate
even large fluctuations of the constants reasonably fast.

The CST keeps pipeline-buffer dependent pedestals in 32-bit words, which amount to a total of
10240 strips x 32 pipeline buffers x 4 bytes = 1280 kBytes per readout module. The sigmas are
not considered to be buffer dependent. Four 32-bit words per strip are kept (s. below), so that
10240 strips x 4 words x 4 bytes = 160 kBytes of memory space are needed .

Initialization: For the CST, a pedestal of a readout strip i and pipeline cell p is introduced as:
PEDijp = (RAW;, — CM) x PedScaleFactor (3.6)

The reason for scaling the pedestal is the need for a higher precision than the “natural” 12-bit delivered
by the FADCs. Otherwise, the dynamic updating algorithm would not be sensitive to fluctuations
(s. Eq. (3.10)). The factor used in 1997 has been 64, which is equivalent to a bit-shift of 4. After a
system reset, the first 64 events (for every pipeline cell) are used for initialization, that is the mean
value for the above defined pedestals is calculated. After 32 x 64 = 2048 events (on average) one has
obtained valid pedestals.

The next 1024 events are then used for initializing the variances. For every readout strip, the pulse-
height-sum of the events j is accumulated:

1024 . -
PHS; = Y (RAW; — PED;/PedScaleFactor — CM/) (3.7)

j=1

170ne RIO2 readout module thus keeps 1280 + 160 = 1440 kBytes of readout constants. With 8 modules employed, the
total amount of readout constants for the CST is 11.25 Mbytes.
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Different pipeline cells are not distinguished here. The squares of the pulse-heights are also summed:
1024

PHS? = Y (RAW, — PED;/PedScaleFactor — CM1)? (3.8)
j=1

After 1024 events the variance can be calculated from the mean values of the two sums:

VAR; = 157 PHS? — (1&; PHS)? (3.9)

The pulse-height-sum and the sum of squares are stored in memory for the dynamic updating (s. be-
low). Internal counters guarantee that the hit finding starts only after valid constants have been estab-
lished.

Dynamic updating: For updating the pedestals a “pseudo-pedestal” is calculated from the data of
the current event (Eg. (3.6)) and added to the old pedestal with a certain weight:

Currently, a weight of 6%1 is being used. In Fig. 3.5 it is shown that, given a typical magnitude of
the pedestals of 50 ADC counts, this algorithm only works for scaled quantities or for floating point
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Figure 3.5: Simulated pedestal behaviour with different data types. The line simulates the evolution
of the ““real” pedestal: a sudden jump of 66% (left) and a steady rise (right). The open circles show
the updated values as produced by the implemented algorithm.

arithmetics. A pure integer calculation is sensitive neither to a sudden pedestal jump (left) nor to a
slow rise (right). The updating has followed the sudden jump after ~250 events. This means that in
reality, with an update taking place every fourth event and having 32 pipeline buffers, some 32000
events would be needed until a good agreement with the current pedestal is reached. At event rates of
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50 Hz, this takes about 10 minutes. In the case of a slow drift, e.g. due to temperature variations, the
update has followed the drift after 100 events corresponding to 4 minutes.

For the variances (Eq. (3.9)), a similar event-by-event update of the pulse-height-sum PHS and the
sum of squares PHS? has proven to be inefficient for two reasons:

1. integer arithmetics sometimes leads to large fluctuations when subtracting quadratic terms

2. pulse height contributions from hit strips lead to wrong sums and variances

Therefore it was decided to accumulate PHS and PHS? according to Eq. (3.7) and (3.8) also during
normal running. New variances can then be calculated periodically according to Eq. (3.9). With
the updating routine being executed for every fourth event, new variances are then available after
4 x 1024 = 4096 events.

In order to exclude contributions from hit strips the sums are accumulated only if

¢ the pulse-height is below 26

e the strip has no hit (the “hit bit” of the raw data word is checked, as explained in Chap. 3.2.1)

For the variances, updating therefore means adding the
pulse-heights from the current event to the sums. The num- Strip is hit?
ber of valid “updates” is counted for every strip and also
stored in memory. After 1024 update-events a new value
for the variance is calculated if the number of valid updates Did strip show
for a given strip is greater than (1024 /4), otherwise the old increased occupancy?
variance is kept. This could possibly lead to strips never
getting new (i.e. better) variances: the hot strips that show
an increased occupancy. If the number of valid updates for
a strip is below (1024 — 64) which corresponds to an oc-
cupancy above 6%, the strip is marked as hot by setting an

unused bit of the word that counts the valid updates. In this

case, the sums will be accumulated even if the strip has a  Figure 3.6: Updating scheme for the
hit. The scheme is sketched in Fig. 3.6. variance of CST strips

The average execution time for the updating routine con-
sisting of a pedestal update as in Eqg. (3.10) and of adding the pulse-height to the sums was found to
be 9.1 ms in 1997 (s. Fig. 3.12).

NO YES

YES NO

3.2.3 Codeimplementation'®

As described above, the routines for analyzing strip detector data are contained in a module separated
from the firmware part of the readout software. Connection between the two layers is made by a
single function call during the readout procedure of an event. Before executing the analysis routines
it is therefore necessary to initialize the code on each module correctly, in particular to decide on CST
or BST processing.

This is done by evaluating the arguments of the routine call. They are:

8This section is intended as a documentation of technical details for experts.
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SiMode: readout mode (s. Section 3.1.3)

Raw_Address: address of raw data buffer for this event
PPCunit: no. of RIO2 board

PIC: pipeline counter as delivered by the XiLinX logic

Hit_Address: address of hit data buffer to write to
*Nbytes Hit: length of data written to hit buffer
*Terror: error code

The last two arguments are expected to be returned with proper values after the hit finding has fin-
ished. The routine then checks (and eventually modifies) the PowerPC’s hardware implementation
dependent register 0 (HIDO0)1° in order to optimize the processor performance. The following bits
have to be set:

e Bit 16: instruction cache enable
e Bit 17: data cache enable

e Bit 24: serial instruction execution enable
this allows to benefit from the parallel processor architecture (it has several processing units
that can work in parallel and thus increase the execution speed).

e Bit 29: branch history table enable
this improves the conditional execution performance: the processor keeps a history of the code
branches together with a prediction table for taking a specific branch. Specific to the PowerPC
604 architecture is the dynamic branch prediction: the probability levels assigned to a particular
instruction depend on its history. The processor hence “guesses” which instruction is carried
out next and can start fetching data and instructions in advance.

After having done some validity checks on the input arguments, the routine then decides whether the
readout module is currently processing CST or BST data by checking the PPCunit number? and
then evaluates all the necessary information to be able to process the data of each of the 8 connected
FADCs sequentially. For this purpose, the following information is assembled for each of the FADCs:

number of the RIO2 board and the FADC

logical value which allows to exclude an FADC from being processed

addresses of the Raw, Pedestal and Sigma data

addresses of more constants (optionally)

CST and BST not only use different algorithms for the hit finding but also have their readout constants
in the memory organized differently.

After this "setup” follows a SiMode switch. For the default case (Hits&Cluster mode) the actual
hit finding routine is called for the 8 FADCs. In every fourth event, the constant updating routine is
called additionally. The timing register of the processor is read out before and after the hit finding
and the updating routines thus providing information about the time needed for the tasks.

195ee [50] or [51] for information about the PowerPC 604 architecture.
20The 1997 setup had CST and BST modules in the same crate.
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After all data have been processed and the found hits have been written to the specified buffer, the
data header for the RIO2 board is filled. The event block is now ready to be collected by the master
VMEtaxi processor. Before returning to the firmware task, some bits of the HIDO register have to be
reset. Details on the implementation can be found in [52].

3.3 Slow control

The term slow control refers to the control and the supervision of detector parameters that vary slowly
with respect to the event rate, i.e. that are not related directly to the data acquisition. Slow control
tasks have to be initiated regularly during data taking by the shift crew operating the H1 detector. A
major concern for their implementation is therefore robustness and simplicity. For the operation of
the H1 silicon trackers there are two slow control tasks:

o controlling the voltages for the detectors and the readout chips

¢ loading sequencer code to the control modules OnSiRoC

The setup for the voltage controal is different for the CST and the BST: the CST uses the OnSiRoC
power supplies (cf. Chap. 3.1.1) while the BST uses custom-built power-download stations.

Both detectors use Macintosh computers that communicate directly with the voltage supplies via a
MacVEE/Mac7212 interface [53, 54]. Dedicated graphical user interfaces cater for an easy operation
and supervision of the parameters set. These applications include an online display of the voltages,
and, in the case of the CST, also a display of leakage currents measured on the converter cards after
the re-conversion of the optical analog signal as well as of temperatures measured on the endring
printed circuits of the detector (Fig. 3.7). The applications also provide logging routines, so that a
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Figure 3.7: Histograms of CST leakage current and temperature. The switching on and off of the
detector voltage is reflected by immediate jumps of the currents and by slightly delayed temperature
changes.
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detailed history of the detector operation parameters is available. Particularly interesting is the long-
term evolution of the leakage currents which indicates the radiation damage of the silicon sensors.
Fig. 3.8 shows the leakage current as measured on one of the CST converter cards for the whole
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Leakage current vs. day number 1997

Figure 3.8: Long-term history of the leakage current of the CST. The period covered ranges from
09.04.97 until 11.10.97. A cut has been applied on the detector voltages being off. The step at day
number 105 is due to an adjustment of the bias voltage.

1997 data taking period. No significant increase is seen, an observation which has been confirmed
by laboratory measurements in the 97/98 shutdown. It can be concluded that the protection of the
detector from synchrotron radiation is sufficient.

For the downloading of the sequencer code to the OnSiRoCs, a common system is used by the
two subdetectors. The idea is to keep the correct code and do the loading centrally. As mentioned in
Chap. 3.1.1, binary files with sequencer instructions are created employing a compiler on a Macintosh
computer. Different sequencer files are used for CST and BST. A dedicated application on this com-
puter allows the downloading of the sequencer files to a reserved memory module via the VMEbus.
This memory area can be addressed also via the fibre-optic VMEtaxi link that connects all crates of
the silicon data acquisition branch.

The sequencer code is then loaded from the memory module into each of the OnSiRoCs on a Warm-
start. This is a command issued centrally for all readout branches of the H1 experiment. Its purpose
is in general to reset and initialize all front-end processors, i.e. processors that handle data before they
are merged into the central data acquisition system. Implementing the sequencer loading on this stage
ensures a maximal reliability.

Technically, the Warmstart command is sent from the H1 System Supervisor to the master VMEtaxi
processor of the silicon branch. This processor identifies all OnSiRoCs, i.e. determines their VME
addresses, and then copies the sequencer code from the memory module to the OnSiRoCs. Finally,
the OnSiRoCs are initialized for data taking, which means that the registers controlling their operation
are set to the correct values.

To activate the silicon detectors the shift crew hence has to:
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¢ switch the CST voltages on
¢ switch the BST voltages on

o perform a Warmstart to load the sequencer code and to initialize the OnSiRoCs

The RIO2 processor modules responsible for digitization and online hit finding (cf. Chap. 3.1.2) are
initialized automatically and do not need operator intervention.

3.4 Onlinedata monitoring

Given the complex algorithms involved in the readout process and the size reduction of the data of the
silicon detectors, it is clear that a dedicated system for an online monitoring of the performance of the
readout processors and in particular of the hit finding algorithms is mandatory. For this purpose, the
Silicon Farm was commissioned, a multi-processor system that receives fully assembled data blocks
of the Silicon branch (cf. Chap. 3.1.4) and allows their evaluation by means of filling histograms.

These histograms can be viewed online and provide the opportunity of monitoring the performance
of the readout system as well as the quality of the data. For the operation of the Silicon Farm, the
following design goals were envisaged:

e keeping the need for user intervention minimal while as much information as possible is made
available. To a large extent, the monitoring program is therefore entirely data driven, which
means that it adapts automatically to the different types of data the Silicon branch produces 2.

e making an easy re-configuration of the program that fills the histograms possible. Due to the
large number of channels that have to be supervised it is not possible to keep in memory let
alone display all of the possibly interesting quantities of all detector strips at the same time 22,
It is however necessary to be able to access this information if desired, e.g. if a specific section
of the detector seems to behave strangely. The strategy for the online monitoring software is
hence to deliver an overview on the operation of all readout channels by default while letting
the user decide which part of the system is to be monitored in more detail. For the selected part
(e.g. a specific readout chip), special histograms are then created.

o offering the possibility of incorporating offline reconstruction software. This is meaningful
since the data blocks processed by the Silicon Farm already have their final format which is
written to tape, so that offline software can be employed without modifications.

e establishing connection to the slow control programs of CST and BST. For the CST for exam-
ple, the data contain calibration voltages and voltages proportional to the temperature on the
front-end hybrids (“specials”, cf. Chap. 3.2.1). These voltages are read out on the hybrids and
are being processed in the same way as data from the detector strips. The online monitoring
program extracts the hybrid temperatures and transfers them to the memory area of the CST
slow control application. The latter then graphically displays the temperatures.

The following section describes the components and the software of the Silicon Farm. Online his-
tograms are presented in Chap. 3.4.2.

2LThis corresponds to the readout modes introduced in Chap. 3.1.3.
22Histogramming just pulse-heights, noise, and a hitmap for all strips would mean keeping ~ 100 Mbytes of histograms.
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3.4.1 Componentsand software for the Silicon Farm?®

The components of the Silicon Farm which are sketched in Fig. 3.9 are contained in the so-called Mas-
ter Monitoring Crate of the Silicon branch and consist of several processor- and memory boards.

_ The central unit is a FIC8230%* con-
[4] troller [55] which is the master proces-
I sor in the crate. It has access to the

|] memory boards, controls the programs
on the other processors, and is able to
|] communicate with the master VMEtaxi
processor of the Silicon readout branch.
- Like on the R1O2 readout processors a
mailbox concept is employed, thus no
operating system is needed.

Mac7212/VIC FIC 8230 RAID 8239 Constants DPM 16 MB

Figure 3.9: Components of the Silicon Farm Three RAID8239 processor modules

[56] perform the actual monitoring task,

whereas three battery-backed up DPM82422% memory boards [57] are used to store object code to run

on the processor boards (and to be loaded at startup) and constants for the online monitoring. One

of the memory boards is employed to store the sequencer code for the OnSiRoCs, as described in

Chap. 3.3. The crate is connected to a Macintosh computer via a MacVEE/Mac7212 interface [54].

There, a graphical user interface displays the status of all components and allows a configuration of
the software.

For the evaluation of an event data block that has been assembled by the master VMEtaxi processor,
the FIC acts as a data distributor: incoming events are buffered and transferred to the system memory
of a RAID board that is flagged as free. The RAID boards then perform the monitoring task which
essentially consists of filling histograms kept in each RAID memory. These histogram blocks can be
accessed from the connected Macintosh computer in the control room via the VMEbus and displayed
using a slightly modified version of the standard H1 online histogram viewing program KOOL [58].

Softwar e layout

The online monitoring task consists of three software parts running on three different processors:

1. software for the FIC that handles the data stream and also user interventions

2. the monitoring and histogramming software itself that runs identically on the three RAID pro-
cessor boards

3. the user interface on the Macintosh in the H1 control room

The FIC part of the software is written in Assembler and executed automatically on system startup
to ensure maximum stability. The FIC is the master processor of the monitoring system. Commu-
nication with the RAID processor boards and the user interface application is established by means
of dedicated memory areas (“mailboxes™), a concept used throughout the Silicon DAQ branch. This
concept avoids overhead from using an operating system. The FIC is also connected to the master
VMEtaxi processor of the Silicon readout branch, so that it receives information about the status and
the selected parameters of the readout system (cf. Chap. 3.1.3). If the data acquisition is running, the

2This section is a documentation of technical details.
24Fast Intelligent Controller
ZDual Ported Memory
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FIC copies event data blocks from the master VMEtaxi processor to its own memory from where they
are transferred to one of the RAID processor boards, together with the event number.

The RAID part of the software is written in C in order to ease memory access and the handling of
the structured data. It consists of two layers:

o the lower layer initializes the board and handles incoming events. It communicates with the
FIC and reacts on user interventions. In case the data acquisition is running it identifies specific
data banks and passes their addresses onto the upper layer.

o the upper layer is subdetector-specific. As mentioned in Chap. 3.1, CST and BST use slightly
different data formats, and may need specific monitoring. The layer is comparable to offline
software: rather than handling memory addresses, it knows about banks and the attributes they
contain?®. Specific histograms can be booked and filled using the fast histogram package LHIS
that was developed for the H1-Level 4-Filter Farm [59].

On startup of the RAID program, the memory is set up first by defining addresses for:

1. the mailbox memory area that can be accessed from the FIC and from the user interface (at a
fixed address)

2. a parameter block with parameters of the current data acquisition run that are copied from the
FIC (fixed address)

3. two event buffers into which the FIC directs incoming data
4. a buffer for histogram data

5. several buffers for detector-specific constants (e.g. pedestals, noise sigmas)

The program then reacts on the run conditions (run start, run end, event) that are signaled by the FIC
as well as on mailbox messages sent by the user interface. At run start, the appropriate histograms for
the selected readout mode are booked (s. next section). If an event data block has been delivered by
the FIC, it is scanned for known banks, for the SIFE bank in particular (cf. Fig. 3.4). At this stage, the
event data block is also checked for its consistency. This means that the number of words contained
in a bank and the length indicated in its header must match. If the structure of the data has been found
to be reasonable, all relevant parameters, the addresses of the data banks in particular, are then passed
to the upper software layer. Here, the contents of the data blocks are extracted and filled into the
appropriate histograms.

The code for the two layers is compiled and linked on a remote workstation and then downloaded to
the boards from the control Macintosh.

The user interface (SiIMoCS) running on the Control Macintosh is also programmed in C using a
Macintosh-specific graphics package. In its main window (Fig. 3.10) the status of the FIC- and the
RAID processors is shown, namely which run and event they are processing, which parameters are
set for the Silicon data acquisition branch, and the addresses of the memory buffers described above.
These parameters are copied from the parameter blocks in the FIC- and RAID memories. Selecting
and downloading object code to the processor boards as well as resetting and booting is also possible.
Furthermore, the application allows to save the data in the RAID histogram buffers to the Macintosh
hard-disk.

2t is possible to run offline routines on this software layer.
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Figure 3.10: SiMoCS: Main window

For each of the processor boards there is a Console window (Fig. 3.11) that captures output from
the processor programs. This feature is essential for efficient debugging: in the picture the front-end
data bank SIFE as found in one event has been printed to the console. Even low-level debugging via
command line input is possible (useful if the monitoring task crashes). The steering of the monitoring
software is done via a third window of the SiIMoCS application. The user can select specific RIO2
modules, FADCs, APCs, or even strips. These parameters are copied to the RAID memories. The
RAID program then books and fills extra histograms for the selected units (s. next section).

For details on the software implementation see [60].

3.4.2 Monitoring histograms

The histograms are kept separately in the memory of each RAID board. The viewing application
SiKOOL runs on the control Macintosh and adds the histogram contents of the three boards automat-
ically. The application allows the definition of views, groups of histograms that are to be displayed
together.

By default, the monitoring system of the Silicon branch produces 3 different types of histograms:

1. histograms with information about the Silicon Farm itself
2. histograms about status and operation of the RIO2 readout modules

3. sub-detector-specific histograms filled from data of CST or BST
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Figure 3.11: SiMoCS: Console window for RAID board #1

The histograms of the latter two types depend on the contents of the event data blocks. If formatted
data have been written by the readout modules, and the SIFE bank hence contains header words from
the individual modules (cf. Chap. 3.1.4 and Fig. 3.4), information on the performance of the readout
processors can be extracted from the data. In this case, the following histograms are filled for all
readout modules having contributed to the event:

data length

time needed for the hit finding routine

time needed for the constant updating routine

pipeline counter

e no. of raw data buffers that are occupied

Fig. 3.12 shows as an example a set of histograms for one RIO2 readout module processing CST data.
Explanations are given in the figure caption. These histograms are identical for all readout modules.

On the contrary, histograms displaying information extracted from the data words may be different
for CST and BST data. Moreover, they do also depend on the types of the data blocks (cf. Tab. 3.2).
As an example, again histograms for the RIO2 module #1 that processes CST data are presented.
The readout mode was Hits & Cluster, which is the default mode (cf. Chap. 3.1.3). In this case a
detailed hit map providing one bin per strip and distributions of the pulse-heights and of the noise
sigmas are histogrammed. These quantities are contained in the data words in a bit-compressed form,
cf. Chap. 3.2.1 and App. A.5. Fig. 3.13 shows the hit maps for the 8 FADCs of the readout module.
Each of the histograms no. 10100-10107 has 1280 bins. It can be seen that in general the occupancy
level is uniform for all readout strips though some do show an increased activity. These strips get a
special treatment after the next application of new sigmas (cf. Chap. 3.2.2). The sigma distributions
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Figure 3.12: Online histograms for the performance of the readout module RIO 1. Histograms dis-
played from top left:

No. 320 shows that the average time for the hit finding routine is 5.7ms. The peaks at lower values
are due to the routine being interrupted if too many hits have been found.

No. 300 indicates that up to 4 (of 16 in total) raw data buffers are flagged as occupied during pro-
cessing. This number is event-rate dependent and shows the number of yet unprocessed events: the
“load” of the board.

No. 380 shows that the pipeline counter as used on this RIO board shows no deviation to the reference
pipeline counter.

No. 340: the average time for the constants updating routine is 9.1 ms.

No. 360: the average data length is about 90 32-bit words corresponding to a size reduction factor of
57. However, a considerable fraction of larger events exists.

for the same readout strips are contained in Fig. 3.14 and show that the noise level for the contributing
strips is in general stable at the level of about 20 ADC counts.

If raw data are found in the event block, the monitoring program books and fills histograms that
display the raw data amplitude for every readout strip of one selected readout module. This raw data
“event display” provides a means to test the basic functionality of the detectors. In particular, dead
regions can be identified, and the DC level of the analog pulses can be checked.

During the 1997 running, the above mentioned histograms had been predefined for all RIO2 modules
in readout giving a total number of about 500 histograms using ~900 kBytes of memory. Addition-
ally, it was possible to “zoom into” the shown distributions: e.g. displaying the pulse-height or sigma
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Figure 3.13: Online hitmap for the channels processed by the readout module RIO 1
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Figure 3.14: Online noise sigma distributions for the channels processed by the readout module RIO 1
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distribution for a specific readout chip or even for a specific strip by selecting the desired unit through
the graphical interface on the Macintosh. In this way, it is for example possible to check whether the
second peak in histogram no. 10167 (Fig. 3.14, bottom right) stems from a specific group of strips.
These histograms of “regions of interest” are only booked on user request.



Chapter 4

Event reconstruction
with the vertex detector CST

The vertex detector CST measures up to four spacepoints for each particle traversing the detector. The
offline reconstruction has to find these spacepoints and transform them into H1-coordinates. The high
precision of the CST measurement as compared to the track measurement in the Central Jet Chamber
allows a considerable improvement of the track parameters. This improvement is achieved by means
of a combined track fit with the CST spacepoint parameters and the CJC track parameters as input.
The final goal is then to determine the primary and all secondary vertices in every event precisely.

4.1 Overview

The CST reconstruction module CSTREC (flow diagram depicted in Fig. 4.1) reads the front-end data
banks as written by the R1O2 readout boards (cf. Chap. 3.1.4). It then performs the following steps
that will be described in the following sections:

1. offline cluster reconstruction (Chap. 4.3)
2. transfer of found clusters to spacepoints in H1-coordinates (Chap. 4.4)
3. assignment of spacepoints to tracks measured in the CJC (Chap. 4.5)

4. combined fit of spacepoint- and track-parameters (Chap. 4.6)

As output, CSTREC writes a bank containing the local clusters and a bank containing track parameters
from the combined fit. For the assignment and the fit of the spacepoints the track parameters as
reconstructed by the CJC have to be read in. The improved track parameters are utilized for the
determination of run-vertex parameters (Chap. 4.7).

Vital for a consistent reconstruction is the application of the correct alignment corrections to the CST
spacepoints. Their determination is performed independently of the CSTREC software module and
is briefly sketched in Chap. 4.2. For the 1997 data taking period, the alignment constants have been
determined and are available for the reconstruction.

The software module is designed to conform with the standards of H1 software. It is planned to run
doing the offline reconstruction (L5) as well as on the L4 filter farm. The software hence makes use of
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Figure 4.1: Flow diagram of the CSTREC reconstruction module
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the BOS system for data management [61]. Data are organized in banks which can have a predefined
format (— table). Banks read and written by CSTREC will be introduced in the appropriate sections.

4.2 Alignment

In order to benefit from the precision of the CST measurements that are of the order of 10 um, the
correct alignment of the detector with respect to the surrounding subdetectors, namely the central jet
chambers, is mandatory. A commonly employed method is the calculation of alignment constants
from the measured data (software alignment).

The alignment procedure is divided in two parts:

e The local alignment constants parameterize the deviation of each detector half-ladder from
its nominal position. With six parameters per half-ladder (three translations and three angles,
Fig. 4.2), a total of 384 values have to be determined. Six constraints are applied to the 384
parameters in order to keep the position of the whole detector unchanged.

y
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Figure 4.2: Local alignment parameters for a CST detector half-ladder: three translations and three
Euler angles.

e Another six degrees of freedom are allowed for the CST as a whole. The global alignment
constants describe the deviation from the nominal CST position with respect to the CJC.

The procedure for the CST starts with the assignment of measured clusters to tracks from the CJC
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(cf. Chap. 4.5). Then, helix tracks are calculated that pass exactly through the linked clusters by using
the position of the clusters in outer and inner layer of the CST and taking the curvature from the
linked CJC tracks. In the following, these tracks are referred to as forced tracks. Their determination
is described in Chap. 4.6.3. Two data sets are employed for calculating the alignment constants:

e data from penetrating cosmic particles that traverse both CST layers twice. For these particles,
two forced tracks can be calculated, one in the upper and one in the lower detector half. By
matching the two track halfs the CST half-ladders can be aligned.

e data from electron-proton interactions. Here, the constraint that the tracks have to originate
from a common vertex is utilized.

Furthermore, the overlapping geometry of the CST is exploited. Tracks that pass through two detector
half-ladders in one layer impose additional constraints on the relative orientation of the two. In any
case, the constants are determined by a constraint fit that is performed iteratively. Additional input is
taken from laboratory measurements of the half-ladders that were carried out before the assembly of
the detector.

The consistency of the alignment can be demonstrated by checking parameter distributions of cosmic

track pairs. A cosmic ray muon is reconstructed as two track “legs” in the upper and lower detector
part respectively whose parameters (Tab. 2.3) are correlated. An example is shown in Fig. 4.3: The
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Figure 4.3: Effect of applying alignment corrections to CST measurements. Dark histogram:
dcay + dcay-distribution for CST tracks without alignment corrections, light histogram: same tracks
calculated with corrected coordinates for the CST measurements.

sum of the dca-values of the two track halfs is centered at 0 and narrowed considerably after the
application of the alignment corrections. The width of the distribution reflects the track resolution,
s. Chap. 4.6 for detailed studies.
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A single set of alignment constants turned out to be sufficient for the whole 1997 data taking period.
They have been written to the H1 database and are available for the CST reconstruction software
(s. Chap. 4.4).

4.3 Cluster reconstruction

The format of the CSTREC input bank SIFE has been described in Chap. 3.1.4. For every strip
belonging to a cluster candidate, one 32-bit word containing the pulse-height PH, the variance VAR
and the strip number n is available. Together with the FADC and the readout board number that are
also contained in the bank, the strip can be assigned to a detector half-ladder, which is the basic entity
for further reconstruction.

The offline cluster search is analogous to the online algorithm (cf. Chap. 3.2.1) albeit with stricter
cluster cuts. A cluster candidate is formed by a number cw of consecutive strips each having a pulse-
height that is greater than 16 (where ¢ = +/VAR). The cluster is accepted if the following condition
holds:

cw cw
(3 PHi) > (3 v/VAR)) - CST Of flineClusterCut (4.1)
i=1 i=1

where CST Of flineClusterCut equals 5 for p-side clusters and 4 for n-side clusters respectively *. For
an accepted cluster the Center of Gravity CoG is calculated:

> PHi-n
strips
> PH;

strips

C0G = (4.2)

This gives the position of the hit in units of the strip pitch (p-side: 50 um, n-side: 88 um). Finally,
one row is added to the bank containing the CST cluster information (CVLH ?) with the following
information:

o half-ladder number

e flag for p- or n-side

e cluster center of gravity CoG in units of strip numbers
e no. of strips cw belonging to the cluster

e number of first strip in cluster

e cluster pulse-height ¥, PH; in ADC counts

o cluster significance: sig = Y \/%

The resulting distributions for the significance sig of the found clusters are plotted in Fig. 4.4. The
light histograms show the distributions for all found clusters while the distributions for clusters that
will later be linked and fitted to CJC tracks are overlayed (dark