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Abstract

In this thesis a measurement is presented of the proton structure function F��x�Q
�� for

momentum transfers squared Q� between ��� GeV� and ��� GeV� and for Bjorken x
between 	 � ���� and ��	�
 using data collected by the H� experiment at HERA during the
year ����� The integrated luminosity is ��
 pb��
 which represents a tenfold increase in
statistics compared to the previous analysis
 based on the ���	 data� Low Q� values are
reached using data with the ep interaction vertex shifted from the nominal position during
special data taking period �SV data�
 and with the �satellite bunch� data sample� The
systematic e�ects a�ecting the F� measurement are in the focus of the present analysis

since statistical uncertainties become insigni�cant� A measurement precision of the order
of ��� is achieved
 which is a factor two better than in ���	� The structure function is
found to increase signi�cantly with decreasing x
 even in the lowest accessible Q� region

Q� � ��� GeV�� The data are well described by a Next to Leading Order QCD �t�
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Chapter �

Introduction

Since ����
 the electron�proton collider HERA delivers collisions between �
�� GeV elec�
trons �positrons� and ��� GeV protons� The centre of mass energy of the ep collision

p
s

was ��� GeV in ����
 which is an order of magnitude higher than the energy available in
�xed target experiments� The high centre of mass energy allows on one side for a very
high momentum transfer� Q�
 making possible to resolve structures down to ����� m
 and
on the other side to study a region of high parton density in the momentum space �low
x��� We are thus entering a kinematic region of special signi�cance for QCD e�ects�

Deep Inelastic Scattering �DIS� is a fundamental process for measuring quark and gluon
densities in the proton and to make quantitative tests of perturbative QCD ��
 �
 	�� One
of the �rst analyses based on the HERA data was the determination in ���� of the proton
structure function in the previously unexplored region of low x � ����� Although a�ected
by large errors
 this �rst measurement ��
 �� showed a fast rise of F� with decreasing x at
low Q�
 being an indication for a fast growing of the gluon density in the proton towards
low x� This result was con�rmed with larger statistics for Q� down to � GeV� in ���	 ��
 
��

In this thesis an analysis is presented of inclusive deep inelastic data taken by the
H� collaboration in ����� To reach lower x values and correspondingly lower Q� values

special samples were analysed here of events with the ep interaction vertex shifted from the
nominal position in special data taking period �SV data�
 and with the �satellite bunch�
data sample� The accessible kinematic range has been extended down Q� � ��� GeV� and
x � 	 � ���� and the structure function F� has been measured at a new level of precision
compared to previous H� measurements� The understanding of systematic e�ects a�ecting
the F� measurement is of special importance as the statistical errors become negligible�
Numerous technical studies presented here are intended to provide a detailed coverage of
the F� measurement analysis
 as recently published by H� in ����

Theoretical overview

In addition to Q� and x the following kinematic quantities are used in DIS studies� W is
the ���p� invariant mass and y is the inelasticity parameter �Q� � xys��

In DIS the measured quantity is a di�erential cross section in x and Q�� The di�erential
Born cross section of a charged lepton o� a proton can be parametrised in the following

�Q� is minus the square of momentum transferred from the electron to the proton�
�Bjorken x is� in a frame rapidly moving with respect to the proton� the fraction of the proton momentum

carried by the struck quark�
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way �neglecting the incoming proton and lepton masses��

d���l��

dxdQ�
�
��	�em
Q�x

��
���� y� �

y�

� �R�x�Q��

�
F��x�Q

���
�
�y � y�

�

�
xF��x�Q

��

�
�

�����
with

R�x�Q�� �
F��x�Q

��

�xF��x�Q��
� � � �L

�T
� �����

where F�
 F� and F� are the proton structure functions and R accounts for the longitudinal
component in the total ���p� cross section� R�x�Q�� has so far been measured only in �xed�
target experiments
 but even here information is scarce� The value of R�x�Q�� used for
the measurement presented here is that predicted by QCD� Even in the highest Q� range
accessed by the present data �Q� � ���� GeV�� the contribution of the structure function
xF� is still a small correction�

In the leading order approximation �LO� of perturbative QCD�
 the structure function
F��x�Q�� is directly related to the quark and antiquark momentum distributions qi�x�Q��
and �qi�x�Q

���

F��x�Q
�� �

X
flavours

e�i x�qi�x�Q
�� � �qi�x�Q

���� �����

where i labels the quark �avours and ei are the quark charges� For large values of Q
� the

quark and the antiquark distributions exhibit approximate Bjorken scaling mildly violated
by the QCD corrections� Relation ��� acquires corrections proportional to 	s�Q

�� in the
next�to�leading order approximation�

In dealing with low Q� data one needs to introduce the concept of �higher twists�� The
Wilson operator product expansion �OPE� see for example �����
 exploiting the renormal�

�In the renormalisation group formalism� the scheme�dependent renormalisation group functions � �Gell�
Mann�Low� and � �anomalous dimension� are calculated perturbatively using a power series expansion in
g �QCD coupling constant��

��g� � ���g
� � ��g

� 	O�g��� �
���

��g� � ��g
� 	 ��g

� 	O�g��� �
���

where one�loop� two�loop� ��� diagrams are relevant to determine ���� ���� ���� ���� etc� Renormalised
physical quantities are expressed in terms of power series in 
� ln�Q��
�� where 
 is the QCD scale

parameter� For example� the running coupling constant writes�

�s�Q
��

��
�




�� ln�Q��
��
�

�� ln ln�Q��
��

��� ln��Q��
��
	O

�



ln��Q��
��

�
� �
���

Retaining the �rst term of the expansion corresponds to the leading order approximation� The second term
represents the next�to�leading correction which corresponds to the two�loop e�ects ����

�The inclusive cross section for DIS scattering is expressed in terms of the Fourier transform of the
expectation value of the electromagnetic current product J��x�J����

W�� �



��

Z
d�xeiq�x 	 pj�J��x�� J� ����jp 
 � �
���

This expression is not well de�ned since the integral is divergent for x � �� The Wilson technics consists in
expanding the product of currents J��x�J��y� in a series of well�de�ned local operator O�x� with singular



�

isation group properties of scattering amplitude
 leads to the representation�

F��x�Q
�� �

�X
n�	

Cn�x�Q
��

�Q��n
� �����

where the functions Cn�x�Q
�� depend weakly �i�e� logarithmically� on Q�� The various

terms in this expansion are referred to as leading �n � �� and higher �n � �� twists�
Physically the higher twist e�ects arise from the struck parton�s interaction with target
remnants
 thus re�ecting con�nement� For Q� of the order of � GeV�
 contributions of the
�higher twists� may become detectable�
Thus
 one can express the structure functions either in terms of the parton model where

the leptons scatter o� the quark in the target
 or in terms of a bilocal product of quark
operatorsZ �

	
d

m��F��
� Q

�� �
Z �

	
d

m��

X
f

e�f �qf � �qf � �
X
i

C

i�
��m�Q

��A

i�
��m� ������

where coe�cient functions C

i�
��m are of short�distance nature and are calculable by QCD


while the constants A

i�
��m are related to the matrix elements of the long�distance operator

and have to be determined experimentally� Relation ���� is known as the moment sum rule
of order m for the structure function F�� The parton model interpretation is equivalent to
the OPE only at the leading twist level� Beyond leading twist more general quantities �
parton correlation functions � emerge�
The low Q� region should join smoothly onto the non�perturbative photoproduction

limit
 Q� � �
 successfully described by the Regge�inspired models� F� can be related at
low x for �nite Q� �W � p

Q��x� to the total cross�section of the proton�virtual photon
interaction �tot���p� via

F��W�Q�� � Q�

���	em
�tot��

�p�� ������

The Regge�type expectation has an essentially �at in x behaviour of the form x�	�	�
 while
the present surprise is that the strong rise of F� with decreasing x is still quite prominent
even at values of Q� as low as ��� � ��� GeV�� The transition from the �soft� to the �hard�
regime thus appears to be rapid�

Small x physics

The behaviour of the proton structure function F��x�Q
�� at small x re�ects the behaviour

of the gluon distribution
 since the gluon is by far the dominant parton in this regime� A

complex coe�cients Ci�x��

J��x�J��y� �

�X
i	�

C
i��x� y�O
�
x 	 y

�

�
�
���

where the choice of �x	 y��� is arbitrary� The local operator is regular in the sense that the singularity of
the product J��x�J��y� for x � y is fully contained in the coe�cient functions C
i��x� y�� This enables
us to extract a short distance piece in the scattering cross section� characterised by the singular c�numbers
calculable in the framework of perturbative QCD� while the regular local operators include full information
on the long distance properties �hadronisation� of the theory and are unimportant in the short distance
region ����
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growth of the gluon density is transmitted via quark pair production g � q�q to the sea
quarks probed by the photon� Perturbative QCD does not predict the absolute value of
the parton distributions
 but rather determines how they vary from a given input� For
instance from given initial distributions at some scale Q�

	
 we may evolve up to large Q
�

using the Altarelli�Parisi �DGLAP� ���� equations which are typically of the form

�g

� logQ�
� Pgg 	 g � ��� ������

where the convolution is over the longitudinal momentum fraction or x� The splitting
function Pgg has the perturbative expansion in 	s

Pgg � 	sP

��
gg � 	�sP


��
gg � ��� ����	�

where P

i�
gg are in principle
 calculable functions
 though
 to date
 only i 
 � terms are

known� In Leading Logarithmic Approximation �LLA� see for example ����� the DGLAP
evolution resums the 	s lnQ

� terms to all orders of perturbative QCD expansion

P 
��
gg �

�X
n�	

cn�x�
�
	s lnQ

�
�n

� ������

In the axial gauge
 the 	ns ln
nQ� contribution is associated with a chain of n gluon emis�

sions in which the successive gluon transverse momenta are strongly ordered along the
chain
 that is

q�� � q�� � � � � � q�n�� � q�n � Q�� ������

Physically this means that partons of the �logarithmic� �eld theory are not point�like par�
ticles� an attempt to localise the parton of the ith generation
 which has typical transverse
size  
i� � ��k�i
 reveals its substructure at smaller distances  
� � ��k� �  
i�� In

the next�to�leading order �NLO� logarithmic correction a logarithm is lost and P

��
gg re�

sums the 	ns �lnQ
��n�� terms� The DGLAP predictions in the HERA range depend on the

shape of the starting distributions and on the starting scale� If started at a very low scale
Q�
	 
 ��� GeV�
 the evolution is su�ciently long for the gluon
 quark and F� to develop
a steep x behaviour in the HERA regime� In this case the distributions mimic an x��

behaviour with � � ��Q�� and h�i � ��		 in the HERA regime�
At su�ciently high electron�proton c�m� energy a second large variable
 ��x � s�Q�


is encountered� In leading order the resummation of 	s ln ��x terms is accomplished by
the BFKL equations ���� and

xg�x�Q�� �
�X
n�	

fn�Q
��

�
	s ln

�

x

�n
� ������

In contrast with the DGLAP evolution there is no restriction on transverse momentum in
the summation but rather a strong ordering in longitudinal momenta or x�

x� � x� � � � � � xn�� � xn � x� ����
�

The singular x�� growth with �xed � is characteristic of the BFKL evolution
 at vari�
ance with the DGLAP evolution
 where it is incorporated in the starting distributions or
generated by the evolution from a low scale and � varying with Q��



�

Ciafaloni
 Catani
 Fiorani and Marchesini ��	� have proposed a uni�ed evolution equa�
tions which embodies the BFKL evolution at small x and the DGLAP evolution at larger
x� The CCFM equation is based on the coherent radiation of gluons
 which leads to
an angular ordering of gluon emissions� Outside the ordered region there is destructive
interference between the emissions�
Finally one should mention that the rise of the gluon density at small x has to be

damped at some su�ciently small values of x by saturation e�ects when the parton density
is so large that the partons can no longer be considered as independent� The Gribov Levin
Ryskin �GLR� equation is the �rst attempt to describe the saturation corrections to the
BFKL evolution equations� Saturation e�ects are however expected to be relatively weak
in the HERA kinematic domain�

The theory cannot predict so far the precise domains of validity of the di�erent ap�
proaches since there is no scale in the lnQ� � ln ��x plane of evolution mechanisms� This
is the task of experiments�

In deep inelastic experiments the low x region is correlated with low values of Q��
Thus a completely satisfying explanation of the observed rise at small x cannot avoid
investigating the transition at high energies from the DIS structure function F� at small
x to the photoproduction cross section� The interest is on the W �dependence at low Q�

since on one side for Q� � � the non�perturbative regime is successfully described by the
Regge�inspired models
 and on the other side for �nite Q�
 perturbative QCD predictions
are given by the evolution equations� It remains also to see if a singular F� growth with
decreasing x is evidence for the singular BFKL behaviour of the gluon or just evidence
of the need for a di�erent input parameterisation in the conventional DGLAP evolution�
Acceptable DGLAP�based description �including next�to�leading order lnQ� terms� are
possible down to at least Q� � � GeV�� Within the current F� measurement precision the
small x data can equally well be described by the BFKL leading order evolution� Last but
not least
 the DGLAP analysis is constrained to leading twist only
 and for large Q� this
approximation is well justi�ed� However
 once we are approaching the low�Q� region
 the
neglect of higher�twist contribution becomes more and more questionable�

Thesis organisation

This thesis is organised as follows�

In chapter �
 we introduce the layout of the HERA machine� The longitudinal structure
of the proton beam is then discussed and a qualitative overview of the phenomena leading
to the creation of the so�called �proton satellite bunch� is presented� One of the satellite
bunches is observed in the H� detector at� �
� cm with respect to the nominal interaction
point and can be used for the measurement of the proton structure function F� at low Q��
An estimate of the integrated luminosity originating from the satellite bunch is performed

and a correction to the H� luminosity is provided�

The H� detector is shortly described in chapter 	
 with an emphasis on the detector
components used for this analysis�

In chapter � the experimental method used for measurement of the DIS cross�section
and the structure function F��x�Q�� is introduced �rst� Next are brie�y presented di�erent
ways of measuring the DIS event kinematics used in the present analysis� Then
 after a
short discussion of backgrounds
 the DIS event selection is described�
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Systematic e�ects a�ecting the measurements of the scattered electron energy and
angle and of the hadronic �nal state are studied in detail in chapter ��
The event losses are discussed in chapter �� Particular attention is paid to the e�ciency

of reconstructing the event interaction vertex�
Finally
 after a careful study of the accessible kinematic range using di�erent methods

of reconstructing the DIS event kinematics
 chapter 
 presents the measurement of the
structure function F��
The thesis is summarised in the last chapter�



	

Chapter �

Accelerator� beams and luminosity
measurement

In this chapter
 the layout of the HERA machine is �rst introduced� The longitudinal
structure of the proton beam is then discussed and a qualitative overview of the phenomena
leading to the creation of the so�called �proton satellite bunch� is presented� One of the
satellite bunches is observed in the H� detector� An estimate of the integrated luminosity
originating from this satellite bunch is performed
 based on the analysis of the distribution
of the reconstructed z�vertex position� This allows this data sample to be used for the
measurement of the proton structure function F�
 which is the main topic of the present
thesis� Finally
 combining this satellite luminosity estimate with an analysis of the Forward
Time of Flight �FToF� scintillator data
 a correction to the H� luminosity accounting for
the total satellite bunch e�ect is provided�

��� Accelerator

The Hadron Elektron Ring Anlage �HERA� ���� consists of two separate ��	 km long
storage rings
 designed to accelerate respectively ��� GeV protons and 	� GeV electrons
�or positrons�� The collisions take place in four interaction points from which three are
actually occupied by the H� �North Hall�
 ZEUS �South Hall� and HERMES �East Hall�
detectors� The layout of the HERA machine together with its injection system is shown
in Fig ����

Injection system

The electrons� from a ��� MeV linear accelerator are injected into a small storage ring
where they are accumulated into a � �� mA single bunch� They are then injected into the
DESY II synchrotron which brings the energy up to 
 GeV� From DESY II they are trans�
ferred to the PETRA ring where the energy is ramped up to �� GeV after accumulating
up to 
� bunches� At this energy the bunches are transferred to HERA� This is repeated
until HERA has been �lled with ��� ��
� in ����� bunches�
A whole new chain of preaccelerators has been built in order to inject protons into

HERA� A linear accelerator delivers a �� MeV negatively charged hydrogen ion beam
which is stripped upon entering into the DESY III synchrotron� Inside DESY III the
protons are captured into �� radio frequency �rf� buckets with the �nal bunch spacing
and the �nal total number of particles per bunch
 unless losses happen during transfers

�In this chapter� �electron� refers to electron and positron� in 
��� HERA has collided e� against
protons for most of the time�
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Figure ���� Layout of HERA and injection system�

and ramping� The protons are then accelerated up to 
�� GeV and transferred to PETRA
which can accumulate up to 
� bunches and accelerate them up to �� GeV� They are
�nally transferred to the HERA proton ring�

HERA collider

In HERA
 eight super�conducting cavities are necessary to accelerate the electrons up to
	� GeV energy� Electrons are bend inside the ring by a modest �eld of ����� T which is
achieved with conventional magnets� The synchrotron energy loss is compensated by ���
MHz rf cavities�

Conventional rf cavities are used to accelerate the protons from �� GeV to ��� GeV
and to maintain them at this energy� A much higher ���� T bending �eld is required to
keep the ��� GeV protons on orbit� The proton ring is equipped with a total of ����
super�conducting magnets and correction coils� The quality of the magnets is such that it
is possible to rise the strength of the magnetic �eld up to ��� T
 which would correspond
to � TeV proton beam�

The main nominal parameters of the HERA rings are listed in Table ���� In ����

the third year of HERA operation
 the lepton beam energy was �xed at �
�� GeV� At this
energy
 the ep centre of mass energy is

p
s �

q
�EeEp � ��� GeV�

The maximum number of bunches was �
� for the electrons �or positrons� and ��� for
protons instead of the designed number of ��� bunches� Among them
 �
 lepton bunches
and �� proton bunches are unpaired
 so that they do not collide� They are commonly called
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p�ring e�ring units

Nominal energy ��� 	� GeV
Beam polarisation �
�� !� 
��
Polarisation time �� minutes
Magnetic �eld ���� ����� T
Total number of particles ��� ��� ����

Number of bunches ��� ���
Injection energy �� �� GeV
Filling time �� �� minutes
�x��y at I�P� ����"���
 ����"���� mm
�z ��� ��� mm
Energy loss"turn ����
 ���� ��
 MeV
RF�frequency ����		"��� ����

� MHz
RF�power � �	�� MW

Luminosity ���
 ���� cm�� s��
Integrated Luminosity �� pb��

Table ���� Nominal �design� HERA parameters �from ������

�pilot bunches� and permit to measure the rate of beam interactions with the beam�pipe
walls and with the residual gas inside the beam�pipe� The performance of the HERA
proton acceleration system in ���� is listed in Table ��� and compared to the average
performance during the two preceding years since HERA commission in ���� �����

Average Average Average Best Design
���� ���	 ���� ���� Goal

Beam energy �GeV� ��� ��� ��� ��� ���
Beam current �mA� ��� ���� �� �� ���
Number of bunches �� �� �
� �
� ���
Particles per bunch"���	 ��� ��� 	�� ��
 ��
Bunch length �ns � ���
 ���� ���� ��	� ���
Beam loss �ramping� 	�� 
� 
� �� ��
Beam lifetime �h� ��� ��� ��� ���� ��

Table ���� HERA proton acceleration system performance �from ��	���

An upgrade is envisaged which will allow for a � times increase of luminosity resulting
in � ��� pb��"year of total integrated luminosity�

��� Longitudinal structure of the proton beam

In HERA
 proton and electron beams are composed of packets of particles
 spaced by ��
ns ����� m� in the longitudinal direction� Electron packets are composed of a short single
bunch with an approximately Gaussian shape
 and length � ��� cm ����� ns�� Proton
packets have a more complex structure with a central �main� bunch of high intensity
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Figure ���� Longitudinal pro
le of a proton bunch as observed in the forward time of
�ight scintillator FToF�

surrounded by several extra �satellite� bunches of much less intensity
 at ���� ns and �����
ns
 thus �lling the �� ns interval between interactions� Fig ��� illustrates the longitudinal
pro�le of a proton packet as observed in the forward time of �ight scintillator FToF �see
section ��	�� for details on the FToF data analysis�� The HERA clock is synchronised with
the arrival of the main proton bunch and the positron bunch in the nominal interaction
point �IP� of the detector �H�
 ZEUS and HERMES��

The distribution of the interaction position along the z�axis observed with the H�
detector �see section ��	��� re�ects roughly the longitudinal structure of the proton beam

resolved by the much shorter electron bunch� The distribution of the observed interaction
z�vertex position �see Fig ����a� due to collisions between the main proton bunch and the
electron beam has a width of � �� cm� It is essentially half the length of the proton bunch�
Another peak in the vertex distribution appears at � �
� cm from the main peak and

corresponds to the satellite bunch arriving ��� ns before the main bunch� Other satellite
bunches are not observed in the detector due to acceptance e�ects�

Only interactions corresponding to the main proton bunch are usually used for physics
analysis� However
 the H� luminosity system
 based on the detection of bremsstrahlung
events �ep � ep�� �see section ��	�
 is sensitive to the total amount of protons contained
within ����	 ns of the main bunch centre� As a consequence
 the integrated luminosity L
should be corrected to account for the satellite bunch e�ect�

The rest of this section is dedicated to a qualitative overview of the phenomena leading
to the occurrence of this complicated proton bunch structure�

The next section is devoted to an analysis of the available data and to the determination
of the integrated luminosity originating from the satellite bunch
 and thus to the correction
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Figure ��	� a� Curvilinear coordinate system following the beam through the accelerator�
b� particle trajectories in the longitudinal phase space representation �from
��
���

to the integrated luminosity used for the physics analysis�

Longitudinal phase space� Rf buckets

The operating principle of synchrotron acceleration consists in imparting higher and higher
energies to particles as they move in a stable orbit of constant radius� The actual particle
acceleration is accomplished with resonators �cavities� operating with radio�frequency �rf�
voltage� Since particles attain velocities close to the velocity of light c at relatively small
energies �especially electrons�
 their frequency of revolution is approximately constant�
Hence the frequency of the accelerating voltage can also have a constant value�

The movement of particles inside an accelerator can be described in a multi�dimensional
phase space� The longitudinal deviations �synchrotron oscillations� from the trajectory of
the ideal �synchronous� particle crossing the cavity at the correct phase of the accelerating
voltage can conveniently be represented in a longitudinal phase space in which the abscissa
is the phase � when a particle crosses a cavity �� � � at a peak voltage� and the ordinate
is the deviation  E from the synchronous particle energy E	� The phase � is related to
the curvilinear particle coordinate along the accelerator� Similarly
 the ordinate  E can
be related to the deviation  
 from the radius 
	 of the equilibrium orbit
 perpendicular
to the trajectory along the accelerator �see Fig ��	�a�� The trajectory of particles in this
phase space is determined by the properties of the rf cavities�

For small deviations from the synchronous trajectory
 a particle behaves as if it was
submitted to a harmonic oscillator
 and its trajectory is an ellipse in the longitudinal
phase space representation� If
 however
 the deviations are not small
 the trajectories
are no longer elliptical� Fig� ��	�b shows several trajectories� One of these is the critical
trajectory
 the separatrix S� In the hatched zone inside the separatrix loop
 trajectories are
closed and the acceleration is stable� The particles with trajectories outside the separatrix
loop diverge inde�nitely and get lost�

The loops within the separatrix can be considered as forming rf buckets� Particles with
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trajectories belonging to a bucket form a bunch circulating coherently around the ring�

The bucket length de�nes the maximum phase spread of the accelerated particles
�� �m� and
 similarly
 the bucket width is equal to their maximum energy spread �� Em�
��
��

PETRA�HERA transfer� The ���� ns satellites

The relative bucket height
 � Em�E	 �see Fig ��	�b�
 is a particularly important factor
when particles are transferred from one accelerator to another
 in our case from the PETRA
preaccelerator to HERA�

In PETRA
 the bunching is done using the rf cavities operating at ����	��� MHz� At
HERA
 bunches are �rst trapped in buckets with almost the same length �phase spread�
� �m
 created by the ����	��� MHz rf cavities� However
 due to a di�erent design
 the
HERA �� MHz rf system is operated at a much higher voltage� A bucket in HERA is thus
� ��� times as large �energy spread� as a bucket in PETRA� After injection from PETRA
to HERA
 particle bunches tend to �ll the whole HERA bucket and are diluted in phase
space� The beam appears to be unstable in this con�guration �����

A technical solution to this problem
 used by the HERA crew
 consists in imparting to
the bunch a rotation in the PETRA bucket longitudinal phase space
 and in injecting it into
the HERA bucket when the rotation angle is ��� with respect to the initial position� This
allows for a much better �lling of the phase space of the HERA bucket and preservation
of the bunch compactness� Fig ��� illustrates this bunch rotation technique used to inject
protons from PETRA to HERA� The bunch is �rst pushed on the knot between two rf
buckets �a � b�� There it undergoes electromagnetic forces which tend to stretch it �c��
Then it is returned back to the centre of the bucket and rotated �d� f�� At this stage it
is transferred to HERA �g � j� �����

As a side e�ect
 when the bunch is stretched on the knot between two buckets
 some
small fraction of the protons escapes to neighbouring buckets� These particles are trans�
ferred to HERA and accelerated together with the main proton bunch� They form the ����
ns satellites
 this value being the delay between buckets created by the �� MHz rf cavities
�����

Another way to inject e�ciently protons from the PETRA to the HERA �� MHz rf
system is presently under study� It consists in inducing energy spread oscillations
 so that
the proton envelope in the phase space is modulated and oscillates between the initial
state �Fig ����a� and a state with reduced phase � spread but stretched energy spread

corresponding roughly to Fig ����f � This technique should avoid the ���� ns satellites �����

Longitudinal bunch compression in HERA� The ��� ns satellites

When the beam has been transferred to HERA
 it can be accelerated up to the designed
energy of ��� GeV� However
 the beam intensity is limited by the onset of collective instabi�
lities� Such instabilities appear
 for instance
 when the mutual forces between the particles
in the beam or between the two beams inside the collider become comparable to the
focusing forces� These focusing forces are provided transversely by the beam optics and
longitudinally by the rf bucket which insures the longitudinal stability�
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Figure ���� Simulation of the bunch rotation technique in the longitudinal phase space
representation �x�axis is the phase spread and y�axis is the energy spread��
used to transfer protons from PETRA �a�f� to HERA �g� j�� time ��Zeit��
in ms� �from ������
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Figure ���� Illustration of the longitudinal instability of a single bunch� provoked by collec�
tive oscillations of the bunch around the equilibrium position in the potential
gap created by the rf�system and corresponding to a bucket�

Another kind of collective instabilities is provoked by interactions between the beam
and the electromagnetic waves it generates in the vacuum chambers� Since the vacuum
chamber walls have a �nite impedance
 the electromagnetic image of the beam has a feed�
back e�ect on the beam itself� A resonance can appear under given conditions and at given
frequencies� Fortunately
 these resonance e�ects
 which tend to destabilise the beam
 are
normally suppressed by the so�called Landau damping� A simple physical interpretation
can be given to this damping mechanism� A proton beam has a natural energy spread�
Thus only a very small fraction of the protons fall inside the exciting frequency � of the
feedback loop corresponding to the beam and its electromagnetic image� These protons
are coupled to the external source and steadily absorb energy� Their oscillation amplitudes
grow
 but since the fraction of protons for which this happens decreases with time
 the
global response of the ensemble is limited and the feedback loop remains stable ��
��
However
 this natural damping mechanism breaks down in HERA during the ramping

if the beam intensity is too high� In this case
 the fraction of protons which fall inside the
exciting frequency � starts to increase� Thus
 protons begin to oscillate coherently around
the equilibrium position in the potential gap created by the rf system and corresponding
to a bucket �Fig ����� The longitudinal bunch length grows and the whole system becomes
unstable�
Here again
 a procedure has been designed by the HERA crew in order to suppress

this longitudinal bunch length grow and thus accelerate a high intensity beam� During
ramping time �around 	�� GeV�
 a longitudinal focusing system using ��� MHz rf cavities
is progressively brought into operation
 superimposed to the �� MHz rf system� At some
intermediate energy
 the ��� MHz cavities take over completely the task of accelerating
the beam and of insuring its longitudinal stability� The e�ect of this mixing is illustrated
on Fig ���� A steep potential gap is created �see right column Fig ����
 increasing the
energy spread and thus reintroducing the Landau damping mechanism�

As a consequence
 the length of the proton bunches is reduced� However
 the tails of
the bunches are trapped in neighbouring buckets �see Fig ��� g�j� of size ��� ns in the ���
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MHz rf�system� Protons trapped inside these neighbouring buckets are therefore known
as the ��� ns satellite bunches �����

��� H� luminosity measurement

Introduction

� The H� luminosity measurement procedure is �rst presented in this section� The
���� data samples are then presented�

� The H� luminosity system does not allow for a separate luminosity measurement for
ep interactions in the satellite bunches� Therefore
 a procedure has been developed

in order to estimate the integrated luminosity accumulated in the so�called #forward
satellite bunch� observed in the H� detector at � �
� cm with respect to the nominal
interaction point� The achieved precision allows these data to be used for physics
analysis� The measurement of the proton structure function F�
 based on these data

is presented in chapter 
�

� Combining the forward satellite bunch luminosity measurement with the analysis of
FToF data
 the luminosity correction accounting for the total satellite bunch e�ect is
thus established� This correction corresponds to the total integrated luminosity for
all satellites
 including those which are not observed in the H� detector but contribute
to the H� integrated luminosity measurement�

H� online luminosity monitor

The luminosity� is measured online from the rate �typically a few kHz� of bremsstrahlung
�or Bethe�Heitler
 BH� interactions ep � ep�� A process which has a large and precisely
known cross section�

Online
 the luminosity measurement is based on the detection of the scattered electron
and outgoing photon in coincidence� The luminosity system contains two arms� an electron
tagger �ET� and a photon detector �PD�
 situated respectively at �		�� m along the e�ring
and ������ m in the direction tangent to the incoming e�beam from the nominal interaction
point� Fig ��
�a illustrates the position of the H� luminosity monitor components�

�In this section� the term luminosity refers to the instantaneous luminosity measurement Linst ex�
pressed in cm��s��� The specific luminosity is the instantaneous luminosity normalised to the beam
currents �or number of colliding particles�� Lsp � Linst�IeIp� It describes purely geometrical properties of
the beams� The integrated luminosity is de�ned as� Lintegrated �

R
Linstdt� It is typically integrated over

a detector run period� characterised by uniform detector and beam conditions� A short run can last only a
few seconds and a long run a few hours� The luminosity de�ned in this way represents the HERA�delivered
luminosity� It has to be corrected for the H
 trigger dead�time e�ect� de�ning the H
�gated luminosity�
Each individual H
�run is classi�ed according to the detector and the beam conditions as poor� medium
or good quality run� The H
�collected luminosity usually corresponds to the fraction of the H
�gated
luminosity with medium or good run quality� Finally� one has to take into account that during part of
the run some subdetectors can be out of operation� reducing the data taking e�ciency� After correcting
the H
�gated luminosity for the requested detector status� one obtains the H
�physics luminosity� used
for physics analysis� The last number depends on the choice of the subdetectors that are requested to be
operating�
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Figure ���� Evolution of the bucket �left column� and the potential gap �right column�
shapes� created by mixing the �� and ��� rf systems in HERA� Note the
change of the scale of the ordinate in the right column �from ������
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Figure ��
� Sketch of the H� luminosity system� a� general view of the luminosity system
�z�� corresponds to the nominal interaction point IP�� b� example of a recon�
structed energy deposition in the ET detector� c� energy correlation between
the e and � arms �from ������
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The electron tagger �ET� electromagnetic calorimeter consists of 
 
 
 cells with a
total area of ���
 ��� mm�� Electrons scattered with an energy di�erent from the beam
energy are deviated in the spectrometer�like electromagnetic �eld created by the focusing
magnets� They leave the beam�pipe and are detected in the electron tagger if their energy
is between �� and �� GeV �for emission angle � ��� An example of reconstructed energy
deposition in the ET detector is shown in the transverse view �Fig ��
�b�� The photon
detector �PD� consists in a synchrotron radiation �lter
 followed by a $Cerenkov water
counter and an electromagnetic calorimeter� The PD calorimeter is made of � 
 � cells
with transverse total area of ���
 ��� mm��
Both the ET and PD calorimeters are permanently calibrated during data taking
 using

the energy constraint for the selected events� EET �EPD � Ee�beam� Fig ��
�c illustrates
the energy correlation between the e and � arms� The energy resolution obtained for the
ET and PD is ��E � ����

p
E � ���

The luminosity is de�ned as�

Linst � N total � �I totale �Ipilote �
Npilot

�visible
�� � ��� �����

where N total is the total number of detected bremsstrahlung events
 Npilot is the number
of bremsstrahlung events originating from the beam�gas interactions% I totale and Ipilote are
respectively the total electron beam current and the electron pilot bunch current
 and
�visible is an estimate of the total ep � ep� cross�section
 taking into account the electron
arm acceptance and the trigger e�ciency� A small correction term � is applied in order
to take into account the superposition of several bremsstrahlung interactions occurring in
the same bunch crossing�
The systematic error in this luminosity measurement is dominated by the uncertainty

on the electron tagger acceptance
 which depends strongly on the precise knowledge of the
electron trajectory in the HERA magnetic �elds
 up to the entry of the electron tagger�
The overall normalisation error can reach ��� in extreme cases of large variations of the
beam optics� However
 the precision achieved using this method can be improved o&ine by
verifying the time dependence of the electron tagger acceptance and correcting the overall
normalisation used in the online measurement�

O�ine luminosity measurements

A di�erent selection of the bremsstrahlung events detected by the luminosity monitor is
used for the o&ine luminosity measurement� The luminosity is computed using the so�
called hard � sample ����
 i�e� high energy photons �E� � �� GeV�
 detected in the photon
arm� The main advantage of this method over the coincidence method used for the online
luminosity measurement is that the selection e�ciency is insensitive to possible variations
of the beam optics� On the other hand
 it requires a precise absolute energy calibration
and detailed understanding of the resolution of the photon detector
 and therefore must
be performed o&ine�
The luminosity is de�ned in the same way as for the coincidence sample �using eq�

����� The dominant contribution to the systematic error is the absolute energy calibration
and resolution of the ��arm� The total uncertainty in the measured integrated luminosity
with the hard � method for e
p interactions in ���� is ������ This method provides the
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most precise estimate of the integrated luminosity and is used for the �nal measurement
for the ���� run period�
The total integrated luminosity can also be measured from the rate of QED Compton

events ����� The cross�section is precisely predicted by the QED theory
 but is small
compared to the bremsstrahlung cross�section� This method is however an important
cross�check of the methods described above since it does not rely on the luminosity system
detectors
 the event selection being based on the central detector alone� The precision of
this method was limited by statistics�
Another cross�check of the integrated luminosity measurement is provided by the so�

called random coincidence method ��	�� The integrated luminosity is determined from
the rate of bremsstrahlung events superimposed with an independent class of events
 for
instance DIS events� The selection is independent of the electron tagger and photon arm
triggers
 providing a cross�check of their e�ciencies�

Integrated luminosity in ����

In ����
 HERA delivered a total of � � pb�� of luminosity for lepton�proton collisions�
Part of this luminosity corresponds to e�p collisions� However
 after � months of operation
it was decided to use positrons instead of electrons� This allowed for a signi�cant decrease
of the background rate and thus an increase of the data taking e�ciency�� Therefore
 most
of the ���� luminosity was collected with e
p interactions� During the last days of HERA
running in ���� data were also taken with the nominal interaction point shifted by � ��
cm downstream the proton beam� In what follows
 these data are referred to as the shifted
vertex �SV� data�
Table ��	 summarises the total collected luminosities for these three di�erent HERA

con�gurations
 together with the di�erent sources of errors contributing to the uncertainty
in the absolute luminosity measurement using the hard � sample events�

��	�� Luminosity in the satellite bunches

Introduction

Di�erent methods can be used to estimate the satellite bunch contribution to the measured
integrated luminosity� A straightforward method would be based on a direct measurement
of the proton current Ip in the satellite bunches
 Lsat being extracted using the theoretically
expected speci�c luminosity Lsp�z� according to�

Lsat � Lsp�z�
X
�IeIp� �����

�The di�erence between e� and e� has a purely technical origin� it is related to the presence of ionised
�i�e� positively charged� micro�dust particle �clouds� inside the beam�pipe� Thus� the negative e� beam
gas attracted and scattered on them to much more extent than the positive e� beam� At HERA the
e�ect is particularly large since the pumping system heavily ionises the rest gas� It is now claimed to be
improved� but even in an ideal case� e� will always behave better than e� �this is experimentally proved
at all e�e� machines� since the rest gas gets ionised in any case by the beam itself ��
��

�Total integrated luminosity for good and medium quality runs� No subdetector operation status
correction is applied�

�Statistical error on the selected bremsstrahlung events and statistical error on the e�gas background
subtraction using the pilot bunch events�
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Data e�p e
p SV

HERA delivered luminosity �nb��� ��� ���� 
�
H� collected luminosity �nb��� � ��� 	��� ��

H� e�ciency ��� �� 
	 �	

Errors

Theoretical value for �BH ���� ���� ����
Trigger e�ciency ��	� ��	� ��	�

Statistics
 e�gas bgr� subtraction � ��	� ���� 	�	�
��arm energy scale �calib� ' resol�� ���� ���� ��
�
Geometrical acceptance of ��arm ���� ���� ����

Multiple photon pile�up ��	� ���� ��	�
Counting and rounding errors ���� ���� ����

Total error from lumi� system ����� ���� 	����
Satellite bunch correction �see section ��	��� ��	�� ��	�� �����

Overall error ����� ����� 	����

Table ��	� Total integrated luminosities delivered by HERA and contributions to the
experimental error on luminosity� �Final values for the ���� run period ������

where the sum is taken over all pairs of colliding bunches
 the speci�c luminosity Lsp�z�
describing purely geometrical properties of the beams� beam sizes and their matching ��
Unfortunately this direct measurement was not possible during the ���� data taking

period due to the absence of an adequate hardware device� An indirect measurement of
the longitudinal structure of the proton beam could be provided by the Forward Time of
Flight scintillator detector� But
 for reasons that will be given later �see section �FToF
data analysis��
 the extraction of the proton current in the satellite bunch using the FToF
data alone is a�ected by a systematic error of the order ��� ���� However
 an estimate
of the relative intensities I����p �I
���p or I�����p �I
����p can be reliably obtained using the
FToF data�
On the other hand
 the ���� ns satellite is observed in the H� detector and its contribu�

tion to the global luminosity can be estimated directly by analysing the zvertex distribution
of selected classes of events�
A combined approach is thus used to estimate the satellite luminosity�

� The zvertex distribution of the low Q� DIS events is used to estimate the integrated
luminosity for the forward ����� ns� satellite� This satellite is observed in the H�
detector with a zvertex distribution centred around � ��� cm in the H� coordinate
system��

�The speci�c luminosity as a function of z for head�on collisions of beams with a Gaussian spatial shape
�which is a good approximation for HERA�� can be written as

Lsp�z� �
	
��e�fH�x�z��y�z�


��
�


��
� 
���

�x�z��y�z�
cm��s��mA��� �����

where e is the electron charge and fH � 
����� � �� ns� � ����� kHz is the HERA revolution frequency�
The de�nition of the transverse beam sizes �x�z� and �y�z� relies on the optical parameters of the beams
at the IP with coordinate z� the emittance � and the beta function �� �����

�It can be noted that this value does not correspond to the expected � 	�� cm for the mean position
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This distribution is similar to the one from the shifted vertex data sample with
the nominal interaction point shifted to � ��
 cm� Therefore
 detector e�ects are
expected to be similar for both samples� If there was no shifted vertex data sample

it would be necessary to compare the satellite bunch zvertex distribution to the one
of the main bunch and this analysis would be less reliable since one would have to
take into account di�erent detector acceptances for the two data samples�

The integrated luminosity corresponding to the forward satellite bunch can thus be
measured in a straightforward way by comparing the numbers of selected events in
the forward satellite and in the shifted vertex sample�

Lfw sat � Lsv �Nfw sat�Nsv �����

where identical criteria were used to select low Q� DIS events and Lsv is measured
with the H� luminosity system�

� From the known ratio Rtof between the FToF signals from forward and backward
p�satellites allows to compute their relative luminosities� Thus


Lsat � Lfw sat � �� �Rtof� �����

� Finally
 a second order correction for the small luminosity tail from � ���� ns satel�
lites is made using equation ���� The absolute contribution of this satellite bunch
to the overall luminosity error is small
 because the speci�c luminosity Lsp
 entering
equation ���
 drops fast outside the interaction region �����

Analysis of the z�vertex distributions

Low Q� DIS events are used in order to determine the fraction of the total integrated
luminosity corresponding to electron collisions with the early ����� ns� p�bunch satellite�
The criteria used to select a clean DIS sample will be described in details in section ����

Fig ��� shows the z�vertex distribution for the low Q� �Q� � ��� GeV�� e
p events� Q�

is estimated from the polar angle �e and the energy E
�

e of the scattered electron� In Fig
����a
 #forward� satellite events are clearly visible in addition to the main bunch events�
It should be noted that the Q� � ��� GeV� cut strongly favorises satellite bunch events

because their �e angular acceptance and thus their Q

� acceptance �Q� � �e� is increased
�

compared to that of the main bunch events�
Fig ����b presents the z�vertex distribution for the shifted vertex events
 obtained by

applying the same criteria as for the nominal vertex sample selection� The results of
Gaussian �ts to the central part of the peaks are shown on Fig ����a for the satellite bunch
and in Fig ����b for the shifted vertex data� Note again that the average z�vertex position

of this satellite �zsat � zIP � c
sat�� � ��� cm�� We think that since the satellite bunch appears from the
tails of the main bunch during ramping �see previous section�� it does not necessarily sit in the bottom of
the rf bucket� and therefore� it can be observed in a position slightly di�erent from that corresponding to
the centre of the bucket�


The angular acceptance in the backward region is limited by the size of the beam�pipe� Satellite bunch
interactions take place further away from the backward electromagnetic calorimeter BEMC than the main
bunch events� Therefore lower polar angles �e can be reached for these interactions�
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Figure ���� z�vertex distribution for low Q� DIS events �Q� � ��� GeV�� for the a� nom�
inal vertex sample� b� shifted vertex sample�

of this last sample is approximately the same as for the satellite bunch sample� The mean
positions for both peaks is slightly shifted compared to the values quoted before �by � �
cm� due to the particular Q� selection in the present case� Note also that the satellite
bunch z�vertex distribution is slightly wider than the shifted vertex sample distribution�
This widening is due to the fact that the nominal interaction point position has moved
with time by a few centimetres in the case of the nominal vertex interaction runs �see
Table 
����

An absolute estimate of the integrated luminosity corresponding to the forward satellite
bunch is determined by comparing the numbers of events obtained by applying identical
selection criteria� to the satellite and the shifted vertex samples� In addition
 special cuts
were applied in order to take into account the slightly di�erent trigger con�guration in the

�The following selection criteria were applied to both samples�

� run selection�

� run quality� Good or Medium

� trigger phase� �� �

� detector status� correction to the run luminosity 	 ��� when the following subdetectors are
required to be on� BEMC� BPC� CIP� CJC� COP� LAC� ToF�

� event selection�

� z�vertex reconstructed within �� cm from the average 	 zvertex 
 value for the given run
range

� error on reconstructed z�vertex position 	 � cm

� standard identi�cation criteria for the scattered electron in the backward electromagnetic
calorimeter �see section �����
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shifted vertex sample versus the nominal vertex satellite bunch sample �trigger con�gura�
tions� see subsection �Trigger performance�
 page ��% event selection� see section �����
The systematic uncertainty was estimated by varying the selection criteria� In addition


the integrated luminosity of the SV sample itself is corrected for the satellite bunch e�ect

thus leading to an extra systematic error for the satellite bunch luminosity normalisation�
A special minimum bias �p sample was used in order to determine the contribution  Lsat
of the satellite bunch in the shifted vertex sample� This contribution was estimated to
be �����

 Lsat � ����� ����� �����

Finally
 the integrated luminosity Lsv � ��������	� nb�� was obtained as a normalisation
value for equation ����
For ���� e
p collisions
 the total integrated luminosity for the forward ����� ns� satellite

is

Lfw sat � �
	��� ���� nb�� ���
�

corresponding to a total luminosity of ���� nb��� The luminosities quoted above are
obtained after applying run selection and correcting the run luminosity for the detector
status� Table ��� summarises the sources of uncertainties�

a� event selection ��
�
b� luminosity error in the SV sample �Lsv 	���
c� error on satellite correction for the SV sample ��
�
d� statistics ����
Total error 
���

Table ���� Contributions to the experimental error for the �forward� satellite luminosity
measurement �from ������

FToF data analysis

The forward time of �ight detector FToF is a pair of scintillators situated at z � �
�� m
downstream the proton beam from the nominal IP� Collected signals are proportional to
the number of secondary charged particles hitting the FToF scintillators� They origi�
nate primarily from the proton remnant of ep interactions
 but also from p�gas or p�wall
interactions and e�beam related background�
To obtain informations on the p�beam structure
 it is �rst of all necessary to separate

signals due to the p�beam from signals related to the e�beam or to ep collisions� This is done
by using a high threshold readout
 which selects p�gas or p�wall interactions characterised
by very high secondary particle densities and discriminates them from other types of
interactions�
If the thus selected FToF events were originating from the p�gas contribution alone


the FToF response would be proportional to the proton beam current and the FToF data
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Figure ���� Example of a 
t to the central part of the FToF spectra� The 
t is a super�
position of � Gaussian distributions over a constant background�

could be directly used to measure the longitudinal p�beam structure� However
 there is
always some p�wall contribution to the FToF signal caused by protons leaving the bunch�
The problem is that the amount of protons per unit current leaving the beam is in general
di�erent for the main proton bunch and its satellites� The number of FToF counts is thus
also related to the a priori unknown behaviour for each particular bunch� Therefore
 we
can not deduce directly the proton current in the satellite bunches using the FToF data�
However
 since the beam optics are in a good approximation symmetric in z around

IP
 this behaviour should be similar for the forward and backward satellites� It is thus
possible
 using the FToF data to measure reliably the ratio of the currents in the forward
and backward satellites�
High threshold FToF signals are stored in the so�called FToF #qvt� histograms ���� and

written together with non�event data in a special #KEEP� event �le� A typical example of
an accumulated FToF #qvt� spectrum is presented on Fig ����
In order to estimate the ratio Rtof between the ���� ns and ���� ns satellites

�	
 to be
used in relation �����
 the central parts of the FToF spectra were �tted as the superposition
of 	 Gaussian distributions over a constant background� An example of a FToF spectrum
accumulated during � �� min of data taking is shown in Fig ���� It should be noted that
the tails of the bunches are not fully described by a Gaussian �t� This is a known feature
and a second order e�ect for our purpose�
The time evolution of the �t parameters is illustrated on Fig ���� for � 	�
 days of data

taking� On Fig �����a and b are shown respectively the total positron and proton currents
as measured by HERA� The intensity of the e�beam drops rapidly due to synchrotron
radiation� The e�beam was injected and accelerated eight times in HERA
 corresponding
to � luminosity runs �a�� During the same time period
 the p�beam was injected only 	
times �b��

��The ���� ns and 	��� ns satellites are created by mixing the ��� MHz rf system to the �� MHz rf
system �see section ����� Their relative size depends on the phase�shift between these two rf systems and
varies from one proton �ll to another�
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Figure ����� Time evolution �in minutes�� of the� a� electron beam current b� total proton
beam current c� ratio of the ���� ns satellite current to the main bunch current
�see text� d� ratio of the ���� ns to the ���� ns satellite currents e� half�width
of the Gaussian 
t to the main bunch�

Fig �����c shows the ratio of the ���� ns satellite current to the main bunch current
de�ned as the ratio of the areas below the Gaussian �ts to the corresponding peaks on the
FToF #qvt� histograms� The ratio increases slowly during each proton �ll until the proton
beam is dumped� It is di�cult to make a reliable interpretation of this phenomenon ��
��
We think that this grow is due to the faster increase of the p�wall contribution to the
FToF signals in the satellite bunch than in the main bunch� In other words
 we think that
the amount of protons per unit current leaving the satellite bunch and contributing to the
FToF #qvt� spectra increases faster for the satellite bunch than for the main bunch�

An alternative hypothesis would be that of a real growth of the satellite bunch intensity
with time
 due to protons escaping from the main bunch and trapped in the satellites
 thus
increasing their population� This hypothesis would be supported by a growing longitudinal
size of the main bunch
 as can be observed in Fig �����e� However
 this phenomenon is
unlikely to provide a signi�cant increase of the satellite current �����

The small value of the satellite current just after the proton beam ramp is probably due
to the small phase and energy dispersion of protons inside the satellite bunch immediately
after their creation� Thus few of them can leave the bunch phase space and be detected
by the FToF�

Fig �����d shows the ratio of the ���� ns to the ���� ns satellite currents obtained in the
same way as for Fig �����c� The ratio is relatively stable during each proton �ll
 tending to
con�rm the hypothesis that the background conditions are symmetric in z around the IP�
It can however vary signi�cantly from one proton �ll to another� The ratio Rtof between
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the ���� ns and ���� ns satellites
 to be used in relation ���
 is �nally obtained by adding
up FToF #qvt� histograms for each luminosity run� The result is shown in Fig ���� as a
function of the luminosity run number�
The systematic uncertainty on Rtof is estimated by varying the �tting procedure and


for instance
 by using a polynomial representation for the background in place of the
constant value� The uncertainty corresponds to �Rtof � �� �� �����
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Figure ����� Ratio Rtof of the ��� ns to the ���� ns satellite currents as obtained from the

FToF data in function of the luminosity run number �see text�� Full points
correspond to the e�p data� open triangles to e
p and full triangles to the SV
data �from ������

Results

The total satellite bunch luminosity is obtained by multiplying the forward satellite lu�
minosity Lfw sat with the forward to backward satellites ratio Rtof � I����p �I
���p and by
adding a second order correction to account for the ����� ns satellites� The �nal values
for the luminosity correction for the proton satellite bunch is shown in Fig ����� The total
error determination for the full e
p data sample is presented in Table ���� The errors

a� forward satellite luminosity 
���
b� backward"forward satellite ratio �FToF data� �Rtof ����
Total error ����

Table ���� Contributions to the experimental error in the total satellite luminosity de�
termination �from ������

in Fig ���� also account for an extra statistical uncertainty coming from dividing the full
data into subsamples with similar beam conditions and thus with similar satellite bunch
corrections� On average
 the corrections amount to�
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Lsat�e�p� ����� � �	���� ��	��� �����

Lsat�e
p� ����� � ������ ��	��� �����

In both cases the e�ect is larger than the total error from the luminosity system� �����
and ���� in e�p and e
p collisions respectively �see Table ��	�� Therefore
 it de�nitely
cannot be neglected� The period with high satellite level
 emphasised as the shaded area in
Fig ����
 was found to be in direct correlation with the time ��
�	�"��"��� when a proton
transmitter was not operational�

Figure ����� Satellite bunch correction to the measured luminosity in the H� interaction
region for di�erent periods of ����� presented as function of the total inte�
grated luminosity� Empty points correspond to the shifted vertex data� The
shaded area corresponds to the period with a broken transmitter �from ������

A special tool was provided to the H� collaboration which allows the satellite bunch
luminosity correction to be applied for physics analysis ����� It provides integrated lumi�
nosity as a function of a �ducial cut along the z�axis in a run dependent way�
The relatively small error of the integrated luminosity measurement for the forward

satellite ��Lfw sat � 
���
 compared to �Lsv � 	���� makes possible to use these events
for physics analysis on a comparable basis as the SV data sample�
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The H� detector

The H� detector ���� was designed in order to investigate high�energy interactions of elec�
trons and protons at HERA� The structure function measurement presented in this thesis
relies essentially on the central and backward tracker chamber systems and on the back�
ward electromagnetic calorimeter which will be described hereafter in some detail� A brief
description of the other H� components will also be provided� At the end of this section
the H� trigger system will be introduced with a particular attention to the low Q� DIS
trigger of prime importance for this analysis�

General description

The H� detector is cylindrically symmetric around the beam axis� The imbalance in
energy of the two colliding beams implies that the detector is more instrumented in the
outgoing proton direction� In the H� conventional reference system this direction de�nes
the positive z�axis� The components of the detector situated on the positive side of this axis
�relative to the interaction region� are referred to as the �forward� detector� The negative
side
 corresponding to the outgoing electron direction
 is referred to as the �backward
direction��

Starting the description from the interaction region
 the detector �Fig 	��� is com�
posed of a central and a forward tracker �section 	���
 containing in turn several layers
of drift and proportional chambers� The tracker is surrounded by a calorimetric system
�section 	���
 composed of a liquid argon calorimeter �LAC�section 	����� in the central
and the forward directions and of a conventional electromagnetic lead�scintillator sandwich
calorimeter �BEMC�section 	����� in the backward part� A superconducting coil outside
the liquid argon calorimeter provides an uniform magnetic �eld of ���� T� The iron return
yoke surrounding the whole detector is laminated into several layers of streamer tubes used
for the measurement of the hadronic shower tails by means of an analog readout system

and for muon tracking by means of a digital readout system� The latter is complemented
with additional wire chambers inside and outside the iron� This allows measurement of
muons with momenta greater than ��� GeV"c� A muon spectrometer is placed outside the
iron in the forward direction �	 � � � �
��
 where the particle density is highest� The aim
of the spectrometer is to measure the muon momentum between � GeV"c and ��� GeV"c�
Two scintillator planes
 located behind the backward calorimeter
 are used to reject the
background produced outside the H� interaction region �section 	�	�� A small scattered
electron angle calorimeter
 the �electron tagger�
 is situated at z � �		 m from the inter�
action point� Lastly a photon detector at z � ���	 m
 operating in coincidence with the
electron tagger
 monitors the luminosity by the bremsstrahlung process �section ��	��

A more detailed description is provided in the rest of this section�
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Figure 	��� Longitudinal cut through the H� detector along the beam line�
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��� Tracking system

The H� tracking system has been designed in order to provide charged particle track trig�
gering
 reconstruction and momentum measurement� The latter is made possible by the
bending of particle trajectories in the magnetic �eld� Because of the asymmetry between
the electron and proton beam energies
 charged particles are mainly produced at small
angles � to the incident proton �forward� direction� To maintain good e�ciency for trig�
gering and reconstruction over the whole solid angle
 two mechanically distinct detectors
have been constructed
 the central �CTD� and forward �FTD� trackers
 respectively� Each
is optimised for tracking and triggering in its angular region� The main parameters of the
H� tracking detectors are listed in table 	���

Central tracking
Angular � radial coverage �� � � � ���� ��� � r � ��� mm
Jet chamber� spatial resolution �r� � �
� �m �z � ���� mm
z�chambers� spatial resolution �r� � �� and �� �m �z � 	���m
Momentum � dE�dx resolution �p�p

� � ���� GeV�� ��dE��dE � �� �

Forward tracking
Angular � radial coverage 
 � � � ��� ��� � r � ��� mm
Spatial resolution �r� � �
� �m �x�y � ����m

Backward tracking
Angular � radial coverage ����� � � � �
���� �	� � r � ��� mm
Spatial resolution �x�y � � mm

Trigger proportional chambers
Angular coverage � channels 
 � � � �
�� 	�	�

Table 	��� Summary of the H��tracking detector parameters �from ������

	���� Central tracker

� Central jet chambers� CJC� and CJC�

Track reconstruction in the central region is based on two large cylindrical coaxial
drift chambers
 CJC� and CJC�� The active length of these chambers is ���� mm�
The active radial length is ��� mm for CJC� and ��� mm for CJC�� The wires
are oriented parallel to the beam axis �z�direction�� The drift cells are inclined
with respect to the radial direction by about 	��
 such that in the presence of the
magnetic �eld the ionisation electrons drift approximately perpendicular to sti�
 high
momentum tracks originating at the nominal interaction point� This gives optimum
track resolution� A space point is measured with a resolution of �
� �m in the drift
coordinate �r� plane�� By comparing the signal amplitudes readout at both wire
ends
 a resolution of one percent of the wire length is achieved in z� These chambers
allow the measurement of the transverse particle momentum with precision �p�p

� �
���� GeV��� The speci�c energy loss dE�dx is used to improve particle identi�cation�
The event interaction vertex determination relies essentially on CJC reconstructed
tracks�
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Figure 	��� Radial view of the H� central tracker �from ������

� Central z�chambers� CIZ and COZ

Two thin drift chambers
 the central inner and outer z�chambers
 surround the inner
half of the jet chamber and complement the measurement of charged tracks in the
latter chamber� In these chambers
 the drift direction is parallel to the beam axis

the sense wires being perpendicular to the latter� The tracks elements are measured
with a resolution of 	�� �m in z and � to � � of �� in ��

Linking these track elements to those obtained from the jet chambers with accurate
r� and moderate z�measurement gives the �nal accuracy on both longitudinal and
transverse momentum components� Finally it allows an improved z�determination
of the event interaction vertex position�

� Central proportional chambers� CIP and COP

The inner multiwire proportional chamber �CIP� is closest to the interaction region
�average R � ��� mm� and covers the largest solid angle �� � � � �
���� It is
composed of �� sectors in the z�direction � Z � 	��� cm� and of � sectors in � � �
� �� ���
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The COP chamber ���� �average R � ��
 mm� has an angular acceptance of ��� �
� � ������ It is composed of �� sectors in the z�direction � Z � ���� cm� and of ��
sectors in � � � � ���� ���

Both chambers deliver a fast timing signal with a time resolution better than the
separation between two successive HERA bunch crossings �
� ns for CIP and �� ns
for COP�� In addition
 in the central and forward regions
 the combinations of pad
hits in CIP and COP and in the forward proportional chambers �FWPC� are used
to trigger on particles coming from the nominal interaction vertex region�

	���� Backward proportional chamber 
BPC�

The backward multiwire proportional chamber is situated right in front of the backward
electromagnetic calorimeter �BEMC� and is of a great importance for this analysis since
it allows the precise measurement of the impact point of the scattered electron entering
the BEMC
 and thus of the electron emission angle in the low Q� kinematic region studied
here� It is made of four planes of wires with vertical
 horizontal and ���� orientations�
The wires are strung every ��� mm
 but signals from two wires are fed to one preampli�er�
For high energy electrons an e�ciency of �
� per plane was measured from extrap�

olated jet chamber tracks� Three out of four planes are required in coincidence in order
to reconstruct a space point with � � mrad � angular resolution� However
 several hits
are reconstructed in case of preshowering in material in front of the BPC
 degradating
signi�cantly the � angular resolution�
The intrinsic plane e�ciency and the quoted single hit resolution cannot be used for

the structure function analysis without further investigations
 since e�ects as preshowering
in the dead material are not correctly taken into account in the detector simulation� An
analysis of the BPC resolution and e�ciency for the ep data will be presented respectively
in sections ��	�� and ����

	���	 Forward tracker

The forward tracking detector consists of an integrated system of three identical supermod�
ules� Each supermodule includes
 in increasing z� three planar wire drift chambers
 rotated
by ��� to each other in azimuth
 designed to provide accurate � measurements
 a multi�
wire proportional chamber �FWPC� for fast triggering �the time resolution is � �� ns�

a passive transition radiator and a radial wire drift chamber which provides accurate r�
�drift coordinate� information
 moderate radius measurement by charge division and lim�
ited particle identi�cation by measuring the transition radiation produced immediately
upstream �see Tab 	����

��� Calorimetric system

The H� calorimetric system consists of a liquid argon calorimeter �LAC� covering the
polar angular range �	 
 � 
 ��	�� and a backward electromagnetic calorimeter �BEMC�
located in the electron direction and covering ���� 
 � 
 �

��� The calorimetric coverage
is complemented with a small calorimeter in the proton direction �PLUG�
 covering the
region between the beam�pipe and the liquid argon cryostat ���� 
 � 
 	�� and by the
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tail�catcher system �TC�� The latter is used to provide a rough calorimetric measurement
���E � �����pE� of hadronic particles leaking out of the main calorimeter and is based
on the analog readout of the pads of the limited streamer tubes that instrument the iron
yoke�

	���� The backward electromagnetic calorimeter 
BEMC�

BEMC is a conventional electromagnetic lead�scintillator sandwich calorimeter �	���

The calorimeter is composed of �� stacks aligned parallel to the beam pipe and mounted
in an aluminium barrel of diameter ��� cm� The calorimeter front face is located at a
distance of ��� cm from the nominal interaction point� The transverse structure can be
seen in Fig 	�	�a� �� stacks have a � ��
 �� cm� quadratic cross�section� The remaining
stacks have trapezoidal and triangular shapes in order to provide an approximation to the
annular shape of the barrel support�

15.9 cm

162.1 cm

a

Long WLS Photodiode

34.3 cm

b

Short WLS

c

Figure 	�	� a� Transverse view of the backward electromagnetic calorimeter �BEMC�� The
orientation of long wavelength shifters is indicated by horizontal and vertical
lines� b��c� longitudinal views of BEMC stacks in two perpendicular planes�
The scintillating light is read out transversely via long WLS covering the full
length of BEMC stacks �b�� In square and trapezoidal stacks the last ��
sampling layers are also read out via short WLS �c� �from ������

The stacks are multilayer lead�scintillator sandwich structures with �� active sampling
layers made of plastic scintillator of � mm thickness �Fig 	�	�b� c�� The active layers are
interleaved with �� layers of ��� mm lead� The entire structure corresponds to an average
of ���� radiation length or ���
 hadronic interaction length�

The scintillation light is coupled to wavelength shifter bars� Two pairs of � cm wide
bars cover two opposite sides of a quadratic stack extending over the full active length�
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The most energetic stack or cluster seed

a
 b


Figure 	��� a� Development of the electromagnetic shower in the BEMC �Monte Carlo
simulation� induced by a �� GeV electron� b� typical BEMC cluster composed
of the most energetic stack �cluster seed� and its eight neighbouring stacks�

The remaining two sides are covered with �� cm wide bars extending only over the last ��
sampling layers in the stack�

The light emitted in the wavelength shifters is detected by photodiodes� Each long bar
is equipped with one diode connected to a charge sensitive preampli�er� The short bars
are connected to a pair of diodes
 because of their double width� In total there are �
�
read�out channels in the BEMC� The stack energy deposition is de�ned from the average
signal of the four long wavelength shifters�

Estack �
�X

i��

WLSi��� �	���

The electromagnetic shower induced by a scattered electron �see Fig 	���a� is normally
con�ned inside one stack�
 which is called the most energetic stack
 with a small energy
leakage in the neighbouring stacks� The scattered electron cluster energy is therefore
de�ned as the energy sum of the most energetic stack with its neighbour stacks�

Ecluster �
nX

stack��

Estack� �	���

�The Moli�ere�radius of an electromagnetic shower ��M � �
Xo��c� describes the average lateral de�ec�
tion of electrons after traversing one radiation length� �c is the critical shower energy� the maximum shower
radius is R � ��M � in the BEMC is ��� cm� while the stack size is � 
���� 
��� cm�
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A typical BEMC cluster is composed of the energy deposition in � stacks� the most
energetic stack or cluster seed and its � neighbours �see Fig 	���b�� Depending on the most
energetic stack position the total number of stacks in the cluster can be less than ��

BEMC Calibration

For the measurement of the structure function F��x�Q
�� presented in this work
 the deter�

mination of the kinematic variables x and Q� relies on the measurement of the scattered
electron energy and polar angle �e� The electron energy is measured in the BEMC and the
polar angle �e is measured using the backward proportional chamber BPC situated right
in front of it�

A precise energy calibration of the BEMC is crucial� It was performed in two steps�
initial calibration in test beams
 improved calibration using ep data�

The initial BEMC energy calibration is based on 	 di�erent methods�

�� electron beam data obtained at DESY%

�� electron
 pion and muon beam runs at the CERN SPS%

	� high statistics cosmic muon data�

During the transfer of the initial electron energy scale into the H� environment a calibration
precision better than ��� was achieved� More details on the energy calibration at this
stage can be found in �	���

For the next step three methods using ep data were used to improve the BEMC energy
calibration�

�� the kinematic peak method
 using the pronounced peak of quasi�elastically scattered
electrons in the region close to the beam energy �		
 	��%

The individual stacks absolute energy scale calibration is performed using this me�
thod� For the total cluster energy scale
 the e�ects of the presence of dead material
in front of the BEMC �up to two radiation lengths� and of cracks between the BEMC
stacks are taken into account by a Monte Carlo simulation�

�� the double angle method
 using an indirect energy estimate obtained from the mea�
sured polar angles of the scattered electron �e and the hadronic �nal state �jet �see
section ����%

It provides an independent cross check of the total cluster energy scale and of its
uniformity over the whole BEMC and allows to perform additional corrections in the
crack region
 which is di�cult to calibrate with su�cient precision�

	� the QED Compton method� The physical process corresponds to the Compton scat�
tering of a quasi�real photon on an incident electron
 with the dominant contribution
due to the elastic channel �ep � ep��� The energy and the angle of the scattered
electron and of the photon are constrained by the QED theory
 making this process
well suited for calibration of the BEMC ���
 ����
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This method allows to test the energy scale over the whole range of electron energies
detected in the BEMC� The cross section of the elastic QED Compton process is approxi�
mately two orders of magnitude smaller than the DIS cross section
 which is a drawback
of this method in comparison with both the previous ones�

Energy scale

For the ���� luminosity period it was possible to achieve
 using the kinematic peak method

an average precision of �� �	�� for the global BEMC energy scale for electrons in DIS�
In the meantime
 the local miscalibrations due to the e�ects of dead material and

of cracks were improved using the double angle method in the most inner and outer
BEMC parts �see section ����� With this improved energy reconstruction
 the geometrical
nonuniformity of the energy scale for the ���� luminosity period is found to be less than
�� �	���

Using the QED Compton events the linearity of the BEMC response is determined to
be better than �� �	���

Energy resolution

A single quadratic� stack BEMC energy resolution has been measured at CERN and DESY
test beams �Fig 	���� Three terms determine the characteristics of the energy resolution�
The readout by photodiodes and preampli�ers leads to a constant noise term ��	 MeV
for a single stack�� Sampling �uctuations are proportional to

p
E� The leakage out of the

stack contributes to the resolution with a term proportional to E� A �t to the measured
points gives the resolution function to be� ��E � ����
����E � ������	��pE � ������	�
�E in GeV� �	���

In the H� environment the energy of an electromagnetic cluster is reconstructed on basis
of the energy measurement in the hottest stack and its eight neighbours� This increases
the noise term by a factor 	 with respect to a single stack� In addition
 it was found
that single stack contributions are slightly higher compared to the one measured in the
beam tests ��	� MeV�� Therefore the noise contribution term is 	�� MeV� Stack�by�stack
variations of the calibration and inhomogeneities of the energy response near the stack
borders deteriorate the resolution and increase the constant term� Finally
 the energy
resolution function for the BEMC energy response is ��E � ��	��E� ����pE � ����
 �E
in GeV� �	��� The corresponding curve is shown �dashed line� on Fig 	���

A measurement of the resolution performed directly from ep data at the electron beam
energy using the double angle method �see section ����� is in a good agreement with this
prediction
 as shown on Fig 	���

Space point reconstruction

The energy deposited in each stack is reconstructed from the light collected by the four
photodiodes
 which
 due to light attenuation
 depends strongly on the position of the
shower inside the stack� This dependence of light collection on the electron impact point

�The BEMC stacks have several basic transverse geometries� most of them are quadratic but there are
few triangular and trapezoidal stacks in the most inner and outer BEMC parts �see Fig �����
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Figure 	��� Energy resolution measured at the DESY test beam and at the CERN SPS for
a single quadratic stack and direct measurement of an average cluster energy
resolution from ep data using the double angle method� The solid curve is a

t to the test beam single stack energy resolution measurements� The dashed
curve indicates the electromagnetic cluster energy resolution as extrapolated
from the single stack energy resolution measurement�
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has been studied and parameterised� The energy weighted average of the energy deposition
in each stack of a cluster de�nes the centre of gravity of the cluster� The space point
resolution obtained with this method is shown in Fig 	�� �	��� A dedicated study will be
presented in section ����
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Figure 	��� Space point reconstruction resolution for electrons scattered into the BEMC
�from ������

Response to hadronic particles

The depth of the BEMC is approximately � hadronic interaction length �int� In Fig 	�
 the
BEMC response to 	� GeV pions is shown� The data were measured at the CERN SPS and
compared to a Monte Carlo simulation based on the GEANT package �	��� The simulation
is normalised to data at the minimal ionising particle response peak �left peak on Fig 	�
��
��� of the charged pions traverse the BEMC as minimal ionising particles� In average

pions deposit � ��� of their energy in the BEMC� The good agreement between the test
beam data and the shower simulation justi�es the use of the BEMC in measurements of
the backward hadronic energy �ow�

Summary

The main parameters of the BEMC calorimeter are listed in table 	���

�Since the space point measurement provided by the BEMC is rather approximative� the impact point
of the scattered electron is always measured in the backward proportional chamber BPC situated right in
front of the BEMC�
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Figure 	�
� Energy spectrum reconstructed in the BEMC for a �� GeV mixed
positron�pion beam �solid points� compared to the Monte Carlo simulation
based on the GEANT package for pions �histogram�� The positron contribu�
tion is visible as a peak at �� GeV �from ������

Distance interaction point�BEMC front plane ����� cm
Average density of sampling structure ���� g"cm�

Sensitive length �total� ���� X	
 ���
 �
 	���� cm
Sensitive length �short WLS only� ��� X	
 ���� �
 ���	� cm
Moli(ere�radius 	�� cm
Maximum sensitive radius � 
� cm
Electromagnetic energy resolution ��E ��	��E � ����pE � ����

Geometrical nonuniformity of the energy scale � ���� ��� 
 Rbpc

� 
 �� cm�
Nonlinearity of the energy response � ���� ��� 
 Rbpc 
 �� cm�
Space point reconstruction resolution �x�y 
 mm

Table 	��� Summary of the BEMC calorimeter parameters�
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	���� The liquid argon calorimeter 
LAC�

The LAC calorimeter �	�� is situated inside the large H� coil
 minimising in this way
both the amount of dead material in front of it and the overall size and weight of the
calorimeter� It uses liquid argon as the active material and is divided in two parts� an
inner electromagnetic part �EMC� and an outer hadronic part �HAC�� The segmentation
along the beam axis is done in eight self�supporting #wheels�� Each of the six barrel wheels
is segmented in � into eight identical stacks or octants�

The total thickness of the electromagnetic calorimeter varies between �� and 	� radia�
tion lengths �X	� or ������� interaction lengths ��int� for hadrons� The hadronic part has
a thickness of � to � interaction lengths�

The energy resolution of the EMC varies between ��E � ����
p
E����� and �	��pE�

����
 depending on the stack� The hadronic calorimeter has an energy resolution of
��E � ����

p
E � ����� Both the resolution and the overall energy scale have been

veri�ed using beam tests and H� data� By comparing the measured track momentum of
positrons and electrons with their corresponding energy deposition in the LAC
 the electro�
magnetic energy scale is presently known to 	�� The absolute scale of the hadronic energy
measurement is known to ��
 as determined from studies of the transverse momentum
�pt� balance in DIS events�

��� Scintillators

There were three scintillator detectors in the H� detector during the ���� data taking
period� Two of them
 a time of �ight counter and a veto wall
 are located in the backward
region� They contribute greatly to the suppression of the proton beam related background
�beam gas and beam wall interactions producing background showers of energetic pene�
trating hadrons and halo muons� in deep inelastic scattering� With a proton beam life
time of �� h the H� sensitive detector volume is hit by this background with a frequency of
��� MHz� Another time of �ight counter is situated in the forward part of the H� detector
�see section ��	����

Backward time of �ight counter �BToF


The backward time of �ight device is located upstream of the interaction region at z � ��
m� It consists of two planes of 	 cm plastic scintillator mounted perpendicular to the beam
pipe� The plane nearest to the interaction point �ToF�� lies at z � ����� m and has ��
cells of 	�

 	�
 mm�
 thus matching the size of four BEMC stacks� The outer plane lies
at z � ����� m and has eight larger counters �	�

 �	� mm��� Each scintillator plane is
sandwiched between two foils of lead ���� mm
 ��� X�� to absorb synchrotron radiation

both to protect the counters from damage and to limit the number of low energy triggers�

Signals are collected by �� photomultiplier tubes
 ampli�ed and sent to the readout
and the trigger system� The BToF total trigger decision time is ��� ns
 from which ��� ns
are due to the delay from the readout cables�
The device as a whole has a resolution of � ns which allows for a signi�cant suppression

of the proton beam related background �see Fig 	��� since the mean separation time of
particles from proton background and those from ep collisions is � �	 ns�
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Figure 	��� Proton related background identi
cation using the BToF signal�

Veto wall

In addition to the BToF device two �backward� double scintillator veto walls are installed
at z � ���� and z � ���� m�
The smaller inner veto wall covers the near beam area down to a radius of �� cm� It

is built out of four scintillator pairs and the total area covered is ��� 
 �� cm�� Hard
penetrating background particles �i�e� halo muons� are identi�ed in coincidence between
scintillators with a time resolution of � 	 ns�
The large outer veto wall with an area of � 
 � m� overlaps the inner veto wall and

nearly all of the liquid argon calorimeter and the instrumented iron end caps� It is made
up of �� large scintillator pairs of up to ���
���� m� each� The coincidence time resolution
is � � ns
 which allows for a clear time separation between the background of the passing
proton bunch and event correlated hits�

��� Trigger

The purpose of the H� trigger system is to select interesting ep events and to reject high
rate background events� At the designed luminosity of ���
���� cm��s��
 the rate of DIS
events is � � Hz and the rate of the dominant physics process �photoproduction� is � ���
Hz� In ���� the rate of genuine DIS events was less than ��� Hz�
The interesting physics channels are inundated by a 
���� higher background rate


consisting in three basic types� synchrotron radiation from the electron beam
 proton gas
interactions in the beam pipe vacuum of about ���� mbar and proton interactions on the
beam pipe walls and surrounding equipments�
The background conditions as well as the short bunch time interval of �� ns and the

request for low deadtime of the readout system result in a four level �L��L�� centrally
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clocked trigger system
 from which only L� and L� were operational in ����������

The �rst level trigger is supplemented by a front end pipeline keeping all detector
informations for each bunch crossing �BC� until the �nal L� trigger decision is available�
The L� trigger thus turns out to be deadtime free� The total pipeline length varies between
�
 and 	� BC depending on the subdetector�

Level � The trigger level � system consists of nine di�erent trigger systems
 each based on the
informations of a given subdetector� The outputs of these systems are called trigger
elements
 i�e� yes�no decisions encoded in bits� Most of these elements rely either
on the geometrical origin of the events �BToF veto
 hit patterns for the multiwire
proportional chambers
 etc�� or on the calorimetric triggers �energy thresholds for
calorimeters
 for instance the BEMC single electron trigger BSET �see section 	����
for more details�
 etc��� Trigger elements are then used in the central trigger logic
and combined to various so called subtriggers �e�g� EBEMC � Ethreshold and good

BToF timing��

Up to ��� subtriggers can be de�ned in order to select interesting physics events
�physics triggers� but also to monitor detector e�ciencies �monitor triggers� or to
select cosmic ray events for calibration purposes �cosmic triggers��

The rate of each subtrigger is computed separately and can be prescaled if needed�
The �nal L� level decision is given by the logical OR of all subtriggers and is dis�
tributed to the front end electronics of all subsystems to stop the pipeline� At this
point the primary deadtime begins�

Level � The L� trigger starts the readout of the subdetectors� Complex decisions based on
more detailed informations can thus be achieved� After a time of typically �� �s the
decision of the level � trigger de�nes whether a fast reject should happen or whether
the event is to be treated further� For level � decision processors
 various hardware
solutions are under construction
 including a neural network approach�

Level � If the event is accepted by the level � trigger
 more precise and more time consuming
readout operations like calorimeter analog to digital conversions are started
 on basis
of which a level 	 decision is available after typically a few hundred �s� In case of
reject
 the readout operations are aborted and the experiment is alive again�

Level � The level � �lter farm is a software trigger based on fast RISC processor boards�
It is integrated in the central data acquisition system and has the raw data of the
full event available as a basis for its decision making algorithms� One of the most
important rejection algorithms relies on the event �x� y� z� vertex constraint� An�
other algorithm is designed to reject events with a faked energy deposition in the
BEMC due to a synchrotron shower particle hitting a BEMC�readout photodiode�
As reconstructed data of the whole detector merge in L� for the �rst time
 it is well
suited for monitoring and calibrations� numerous monitor histograms are �lled there

which can be inspected online�
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	���� The BEMC single electron trigger 
BSET�

The event selection used for the present analysis is based on electron �positron� identi�
�cation in the backward electromagnetic calorimeter �BEMC�� This identi�cation relies
on the BEMC single electron trigger �BSET� formed by several subtriggers derived from
the BEMC
 BToF and tracker trigger elements� Its basic function is to select events with
localised energy deposition �cluster� in the BEMC stacks �see section 	������ A detailed
description of the BSET trigger is given in �	���

Analog signals from the photodiodes connected to the long wave length shifters in one
stack are �rst summed up to form the stack response� Stack responses are then equalised
to the same energy scale using known calibration factors� Two sets of thresholds controlled
and monitored by threshold modules are applied to the stack signals� A low stack threshold
�typically ��	 GeV� is used to suppress noise contribution to cluster energies and to the
total BEMC energy� A high threshold is used for cluster building initiation
 with typical
value of ��	 GeV�

The trigger logic is separated into two independent branches� the analog branch
 which
forms analog sums �cluster and total energies�
 and the digital branch
 based on stack
threshold bit patterns� The trigger elements of the analog branch form the basis of the
BSET subtriggers�

Prede�ned hardware cluster topologies based on simulation studies are put into the
cluster separation �builder� module
 which detects the cluster seeds and assigns neigh�
bouring stacks above the noise threshold to form trigger clusters� The corresponding
energies are summed up
 and for each cluster the obtained sum �Ecluster� is compared to
three thresholds to form three cluster trigger element labelled CL�
 CL� and CL	�

The lowest energy trigger element �CL�� was employed in coincidence with track trig�
ger elements� To obtain a reasonable rate
 it was most of the time prescaled in ����� The
medium threshold �CL�� was used together with a timing veto from the ToF as the stan�
dard DIS trigger of low Q� events� The highest threshold �CL	� was used for triggering of
events with quasi�elastic scattered electrons
 to be used mostly for BEMC calibration and
monitoring�

Trigger performance

The e�ciency of the BEMC trigger was determined using a sample of events triggered by
independent triggers �liquid argon calorimeter trigger
 z�vertex trigger and their coinci�
dences�� Fig 	�� shows the e�ciency of the two lowest thresholds labelled CL� and CL�
used to trigger the low Q� physics sample �CL� as a stand�alone calorimeter trigger and
CL� in coincidence with tracker trigger�� The ��� trigger e�ciencies �referred as thresh�
olds� were set to ��	 GeV
 
�
 GeV and ���� GeV for CL�
 CL� and CL	 respectively�
These thresholds were set on the basis of rate contributions to the L� trigger�

Two main sources of undesired triggers were identi�ed� The most di�cult one was
caused by protons escaping the beam and hitting the synchrotron radiation mask situated
just below the BEMC� These interactions were not vetoed by the BToF system� In addition

they had very large trackmultiplicities causing a large dead time due to the tracker readout�
In the BEMC these events were triggered mostly by the inner triangular stacks near the
beam pipe� To reduce this background interaction rate
 the four innermost triangular
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Figure 	��� BEMC single electron trigger e�ciencies

stacks were excluded� from the trigger most of the time� In what follows this trigger
con�guration is referred to as the closed triangles con�guration� Data taken during short
luminosity periods with stable beam conditions and with inner triangle trigger allowed
 is
referred to as open triangles data� The shifted vertex data �SV� was taken with the open
triangles con�guration of the trigger�

Another source of false triggers was caused by charged particles or photons hitting
directly the readout photodiodes� Most of these triggers were caused by synchrotron
radiation� To reduce the high trigger rates caused by this process
 the beam pipe region
below the BEMC was equipped with lead shielding� In addition
 the �� innermost stacks
were equipped with veto electronics��

A further reduction of the trigger rate due to single diode interactions is performed at
the L� level for the stacks not equipped with veto electronics� Such events are identi�ed
after the full BEMC reconstruction
 which includes individual wavelength shifter energies
and cluster energy depositions�

A small fraction of the events caused by this false trigger survived the �lters and was
accepted in the �nal triggered data sample� These events formed one of the background
sources for the low Q� DIS selection� Therefore
 a special o&ine procedure has been
developed
 allowing for the identi�cation and rejection of these events �see section �����

page 
���

Depending on the beam currents and on background conditions
 the rate for the stand�
alone trigger CL� was in the range ���� Hz
 to be compared to the genuine DIS event rate
of ���� Hz� This is due to backgrounds not vetoed by the ToF veto
 to single diode false

�To be more precise� the high threshold is set to a very high value� preventing the cluster seed from the
four innermost triangular stacks�

�The vetoing is based on the structure of the signal from wavelength shifters collecting the scintillation
light in a stack� In the case of particle shower� the scintillation light is distributed between the four readout
diodes� A trigger due to a high level signal in only one diode �single diode event� indicates that a photon
has hit it directly and therefore this event is vetoed by a specially designed electronics�
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triggers and to photoproduction events�

��� Data acquisition

The H� data acquisition system is designed to read�out and digitise over ��� ��� analog
channels
 resulting in some 	 Mbytes of raw digitised information for a triggered event�
Informations are digitised and read�out in parallel from many subdetectors and di�

rected to the #central data acquisition� �CDAQ� which coordinates the overall readout
chain� They are merged together in the central memory bu�er �event builder�
 in order
to form a full H� event� Data are compressed and formatted
 reducing the event size to
������ Kbytes� The latter are sent to the L� �lter farm
 and later to the central mainframe
computer
 which writes the data onto magnetic tapes�
At all stages
 extensive data monitoring and detector controls are performed�

��	 Monte Carlo simulation

The Monte Carlo data used for the present analysis rely on a full detector simulation
program �H�SIM� based on the GEANT package �	��� The average simulation time is of
the order of ��� s for one event on a SGI �D"��� processor� Most of the CPU time is
required for the simulation of the particle showers in the detector� Therefore
 for massive
simulations �� �M events� a special shower parameterisation
 which is fast but accurate

was developed �H�FAST� leading to a reduction of the CPU time by a factor ���
For the simulation of DIS�faking photoproduction events
 a two step procedure �TURBO�

has been developed� a fast parameterised simulation of the energy deposition in the BEMC
is �rst performed� If this energy deposition exceeds 
 GeV �corresponding roughly to the
CL� threshold�
 then the full event is simulated� With this method only � �� of the
generated events is simulated
 allowing su�cient statistics to be accumulated�
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Chapter �

Experimental method and DIS event
selection

In this chapter
 the experimental method used to measure the DIS cross�section and the
structure function F��x�Q

�� is introduced� The method is based on a comparison of the
data with the results of a Monte Carlo simulation� Next
 are brie�y presented di�erent ways
of measuring the DIS event kinematics used in the present analysis� Finally
 after a short
discussion of backgrounds
 the DIS event selection is described
 followed by conclusions

summarising the selection criteria applied to the di�erent data samples analysed�

��� Experimental procedure

The cross section for deep inelastic scattering is computed �in H�� as a function of the
invariants x and Q��

Z
bin

d���x�Q��

dxdQ�
dxdQ� �

NDIS

AL �
Nobs �N�p �Nbg

AL � �c

�
� �cR

bin
d��
x�Q��
dxdQ� dxdQ�



A�� �
�����

with

A Detector acceptance estimated by Monte Carlo simulation
 including smearing
e�ects� It is de�ned as the ratio of the number of selected Monte Carlo events
over the number of generated events in the given �x�Q�� bin� A � Nrec�Ngen%

L Total integrated luminosity%
Nobs Number of selected DIS �candidate� events%
N�p Estimated number of the ep photoproduction background events%
Nbg Estimated number of the non ep interaction background events%
�c Di�erential cross section d���dxdQ� jxc�Q�

c
� evaluated at the bin centre

�xc� Q
�
c��

The di�erential cross section can be expressed in terms of the structure function F��

d���x�Q��

dxdQ�
� ��R� � F��x�Q�� � �� � �� �����

with

��R� �
��	�

Q�x
����� y� �

y�

� � R
� ���	�

where y � Q��xs and



�
 Chapter �� Experimental method and DIS event selection

� � � electroweak radiative corrections to the pure one photon exchange �Born cross
section �	�� The Z

� exchange can be safely neglected for the Q� range explored
in the present thesis�%

R ratio between the longitudinal ��L� and transverse ��T � cross sections R �
�L��T � F���xF���� The contribution from R is negligible except at large y
where assumptions have to be made until it can be measured� It is presently
calculated by QCD��

Using ���
 the F� structure function can be related to the measured cross section as�

F��xc� Q
�
c�
�� �

�c�R�
�c

�
� �cR

bin
d��
x�Q��
dxdQ� dxdQ�



A�� �RC �BC �����

with

RC �� ���� � �� inverse of the radiative corrections to the Born cross section �	%
BC corrections to be applied in order to take into account the �nite

bin size while F� is de�ned at the bin centre �xc� Q
�
c��

The latter corrections are de�ned as follows�

RC �

R
bin

d���
x�Q��
dxdQ� �x�Q��dxdQ�R

bin
d��
x�Q��
dxdQ� dxdQ�

�����

and

BC �
�	�xc� Q

�
c�R

bin
d���
x�Q��
dxdQ� dxdQ�

�����

The signe �� accounts for the assumptions that the bin centre corrections are calculated
using the Born cross section instead of the total DIS cross section �see ���� and the radiative
corrections are averaged over the bin�
The �Monte Carlo method� used in the present thesis consists in evaluating the struc�

ture function F� from a starting function FMC
� � One has�

F� �� �

��R�

NDIS

AL
�	�xc� Q�

c�R
bin

d��
x�Q��
dxdQ� dxdQ�

�
NDIS

AL
FMC
� �xc� Q�

c�R
bin

d��MC
x�Q��
dxdQ� �x�Q��dxdQ�

� ���
�

where FMC
� � �	���R� is the structure function parameterisation used for the Monte

Carlo simulation�� If acceptance and radiative corrections are implemented correctly in
the Monte Carlo simulation
 the corresponding cross section is�

Z
bin

d��MC�x�Q��

dxdQ�
�x�Q��dxdQ� �

Nrec

ALMC

� �����

�E�ects due to Z� boson exchange are smaller than �� even at the highest value of Q� presently reached�
Q� � ���� GeV�� which is far beyond the scope of the present analysis�

�The theoretical uncertainty on R is included in the systematic errors of the F� measurement� Note
that a ��� error on R leads to a �� uncertainty on F� at y � ��� for R of about ����

�In practice� F� is obtained from parton distribution functions� in a given renormalisation scheme�
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where Nrec is the number of selected DIS Monte Carlo events in a given bin �including
radiative events�� Expression ��
 becomes�

F� �� Nobs �N�p �Nbg

Nrec

�

�

LMC

L FMC
� �xc� Q

�
c�� �����

where � describes remaining corrections to be applied to the Monte Carlo simulation

because of an inperfect description of the detector�
Below
 a synthetic overview is given of studies which were performed in order to es�

timate the variables used in ������ These studies are more or less accurately distributed
in separate groups in an ex�post logical approach
 yet in reality there are interconnections
and feedbacks between them�
When a reliable description of the data by the Monte Carlo simulation is obtained


the extraction method based on a Monte Carlo simulation allows for reducing systematic
uncertainties of the F� measurement
 because the correlations between error sources are
best taken into account� This is a major issue in view of the high statistics available
 and
consequently of low statistical errors�
A general prescription for the F� structure function measurement is�

�� De�ne the DIS selection criteria� This selection consists in the following groups of
criteria�

� run selection in order to obtain a data sample with uniform detector and back�
ground conditions%

� electron identi�cation� and background rejection cuts%
� �ducial cuts restricting the selection to the parts of apparatus allowing for
reliable measurements and adequate description by the Monte Carlo simulation�
The latest statement is crucial for the present method of F� extraction based
on the comparison of the data with the result of a Monte Carlo simulation�

�� Data selection and detector e�ciencies are studied and compared to the Monte Carlo
simulation� Corrections are applied to the Monte Carlo if necessary ����

	� The quality of the detector calibration and resolution �energy calibration
 angular
measurements
 etc�� is checked and improved if possible by a comparison of the
Monte Carlo simulation with the data�

These studies ���	� are essential to verify that the data description by the Monte Carlo
simulation is reliable� We listed them as separate items
 while in reality they are strongly
correlated and done approximately in parallel� In general
 several iterations were necessary
to obtain the present understanding of the data and a fair Monte Carlo description�

�� The implementation of radiative corrections in the Monte Carlo simulation is veri�ed�
This point is essentially a pure Monte Carlo study and therefore we separate it
from the above listed group� At the end
 a comparison of F� measurements using
di�erent ways to reconstruct the kinematic variables �see section ���� provides to
some extent a cross check of the reliability of the radiative correction implementation
�see section 
���	��

�The identi�cation of the scattered electron in the detector implies that the interaction happened in a
de�ned Q� range�
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�� The remaining background subtraction can be done using the data themselves �pilot
bunches� for the non�ep interaction backgrounds �beam�wall
 beam�gas interactions
etc��� The ep photoproduction background is estimated using a Monte Carlo simu�
lation�

At this point
 all ingredients of expression ����� are de�ned�

�� Convenient binning and central values �xc� Q
�
c� are de�ned�

Here again this can not be done independently of detector studies
 since for example
event migrations depend on the quality of the kinematics reconstruction
 i�e� on calibra�
tions and resolutions of the detector components�


� The F� values are extracted�

�� The obtained F� measurements are parameterised
 and the parameterisation is used
as an input to the Monte Carlo simulation� Several iterations are necessary to exclude
the dependence of the measured structure function F� on the Monte Carlo input
structure function FMC

� �

�� The systematic errors are studied and the kinematic range where F� can be mean�
ingfully measured is de�ned for each kinematic reconstruction method�

��� The �nal measurement of the F� structure function is a combination of measurements
using di�erent kinematic reconstruction methods
 providing a maximum coverage of
the HERA kinematic range�

As a matter of fact
 di�erent items listed above do not have the same weight from the
point of view of manpower and e�ort� The analysis presented here deals essentially with
�ve items� The DIS event and run selections ��� and background elimination ��� will be
presented in this section after a short introduction of the DIS event kinematics� Fiducial
cut issues ��� will be mentioned in chapter � in parallel to selection and detector e��
ciency studies ���� Chapter � is dedicated to detector calibration and resolution studies
�	�� Finally
 systematic errors ��� are treated all along chapters � and � and will be sum�
marised in the last chapter 

 bringing together all preceding investigations towards an F�
measurement�

��� Deep inelastic scattering kinematics

A typical low Q� �� 
 Q� � ��� GeV�� DIS event is presented in Fig ���� The scattered
electron is detected in the backward electromagnetic calorimeter BEMC� Its energy deposi�
tion is schematically represented by a square with a total area proportional to the detected
energy� The event interaction vertex is determined from the charged particle tracks recon�
structed in the central and"or the forward tracker� Trajectories of the detected particles
are schematically represented by full curves originating from the interaction vertex� The
scattered electron angle �e
 de�ned with respect to the proton beam direction �z�axis�
 is
measured from the reconstructed interaction vertex and the signal detected in the back�
ward proportional chamber BPC situated right in front of the BEMC� A BPC signal �hit�
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a


b
 c


Figure ���� DIS event with the scattered electron detected in the BEMC� a� side view of
the H� detector �the instrumented iron is not shown�� c� radial view of the H�
detector� b� Liquid argon calorimeter energy deposition in function of z � ��



�� Chapter �� Experimental method and DIS event selection
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Figure ���� Schematic de
nition of the measured quantities in DIS�

is visible as a small circle� A particle jet from the hadronisation of the struck quark ��cur�
rent jet�� is visible in the central part of the detector� The associated energy Ej and the
polar angle �j are determined by combining tracker measurements for the low momentum
charged particles and calorimeter informations� The energy deposition in the most forward
part of the H� detector corresponds to the proton remnant fragments�

The above mentioned quantities are de�ned schematically in Fig ���� The polar angles
are measured with respect to the incident p�beam direction� Two of the four measured
quantities �Ee
�e
Ej
�j� are su�cient to determine the event kinematics�

Given this redundancy in the measurement
 the kinematic variables can be determined
by di�erent methods ����� In the present analysis two methods are used� the �electron�
method using only informations from the scattered electron and the �sigma� method

combining scattered electron and hadronic �nal state measurements� A third method
 the
so called �double angle� method
 is used only for calibration purposes�

Electron method

The electron method is technically the simplest one� It uses only the energy E�e and the
polar angle �e of the scattered electron� The basic formulae are

��

ye � �� E �e
Ee

sin�
�e
�

Q�
e � �E

�
eEe cos

� �e
�
�

E
��
e sin

� �e
�� ye

� ������

The variable x is calculated as x � Q��ys
 with s being the centre of mass energy squared
of the ep collision� The iso�angle and iso�energy lines of the scattered electron in the �x�Q��

�In the following formulae� the electron and proton masses are always neglected
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plane are shown in Fig ��	�a� In the present analysis
 the low Q� region corresponding to
the acceptance of the BEMC�BPC detectors ���� 
 � 
 �
��� is the matter of concern�
Straightforward calculations yield the following expressions for the relative errors�

�Q�

Q�
�

�E

E
� tan �e

�
��e ������

�x

x
�

�

y

�E

E
� tan �e

�
�x
Ep

Ee

� ����e ������

�y

y
�

�� y

y

�E

E
� �� y

y
cot

�e
�
��e ����	�

The precision of the Q� measurement is high for most of the HERA kinematic range

except at high �e where it starts to degradate due to the tan �e�� factor in �����
The y and x resolutions are poor for most of the HERA kinematic range due to the

��y factor in ����
 ���	 except at high y�low scattered electron energy Ee �the iso�energy
lines are parallel to the iso�y lines
 see Fig ��	�a��
The incoming e�beam energy �Ee� is �xed to its nominal value in formulae ����� If the

e�ective incoming electron energy is reduced by emission of a real photon �Ee � �
���E��

the e�ect is not taken into account in the former expressions
 leading to a biased event
kinematics for this type of events� Event migrations induced by this bias are unfolded using
a Monte Carlo simulation which includes QED radiative e�ects� The electron method is
therefore very sensitive to the treatment of the radiative corrections in the Monte Carlo
simulation�

) method

It is possible to bene�t from the redundancy of measured quantities and to constrain the
incoming lepton energy by combining the electron and hadron �nal state measurements�
This is realised using the sigma method �	
��
The variable y� is de�ned using the information of the hadronic �nal state only �������

yh �
)

�Ee

� ������

with
) �

X
h

�Eh � pz�h�� ������

Here Eh and pz�h are the energy and the longitudinal momentum component of particle h

and the sum is over all �nal state particles
 except the scattered electron� From conserva�
tion of the total

P
�E � pz� of the event
 and if no particle escapes detection
 the incoming

electron energy can be calculated from the �nal state measured quantities
 independently
from initial state radiation��

�Ee �
X
total

�E � pz� �
X
h

�E � pz� � �E � pz�e � )�E
�

e��� cos�e�� ������

�Total energy and longitudinal momentum conservation imply�

xEp 	 Ee � E
�

e 	
X

Ej ���
��

xEp � Ee � E
�

e cos �e 	
X

Ej cos �j ���
��
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Figure ��	� a� Iso�angle and iso�energy lines for the scattered electron� The acceptance
region of the BEMC is shown hatched� The acceptance is increased down to
�e � �
�� for the shifted vertex �SV� data� b� Iso�angle and iso�energy lines
for the current jet�
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We can now obtain for yh a new expression y�
 which is independent of the incoming
e�beam energy�

y� �
)

)�E �e��� cos �e�
Q�
� �

E
��
e sin

� �e
�� y�

� ������

In contrast to the electron method
 the sigma method is not sensitive to the emission
of a real photon before the interaction
 since the incoming lepton energy does not appear
explicitly in the formula of y�� The sigma method kinematics is thus less biased by
radiative e�ects �ISR�� This is its main advantage with respect to the electron method�
On the other hand
 this method does not allow for a reliable kinematic measurement in
the interesting high y �low x�low Q�� region
 where the hadronic �nal state is emitted
mostly in the direction of the BEMC �see Fig ��	�b�
 which is a purely electromagnetic
calorimeter� The hadron measurement is thus poor
 which introduces a large uncertainty
on y��
One can formulate the sigma method resolution in terms of the electron method reso�

lution quoted above� This allows for an easy comparison between them �in particular in
the low Q� region �e � ���

�y�
y�

jE � ye
�ye
ye
jE � ������

�y�
y�

j�e � ye
�ye
ye
j�e � ������

y� is more precise than ye by a ��y factor at small y �high Ee��
For Q��

�Q�
�

Q�
�

jE � �
�Q�

e

Q�
e

jE� ����	�

lim
�e�	

�Q�
�

Q�
�

j�e � ��� ye�
�Q�

e

Q�
e

j�e � ������

The sigma resolution is in general worse by a factor two than the electron method resolu�
tion
 except at high y �y � �� where the rising �e dependent resolution term for �e � � is
suppressed by the ��� y� factor�
For x�

�x�
x�

jE � ��� ye� ye
�xe
xe
jE� ������

lim
�e�	

�x�
x�

j�e �
� � ye
�� ye

ye
�xe
xe
j�e � ������

In the sigma method the x�resolution is improved by a factor ye
 compared to the factor
��ye for the electron method
 and is therefore signi�cantly better than the electron method
at low y�

and then X
total

�E � pz� � �xEp 	 Ee�� �xEp �Ee� � �Ee� ���
��
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Double angle kinematics

For the double angle method the formulae are�

yDA �
tan �h

�

tan �e
� � tan

�h
�

Q�
DA � �E

�
e

cot �e�
tan �e

� � tan
�h
�

����
�

The method is rather insensitive to the energy response of the detector and used for the
energy calibration purposes in the present thesis� The iso�angle ��h� and iso�energy �Eh�
lines of the current jet in the �x�Q�� plane are shown on Fig ��	�b�

��� Event samples

Several data samples were taken by the H� detector in ���� �see chapter � table ��	��
A convenient combination of these samples insures a maximal coverage of the kinematic
plane for the F� measurement� The event distribution in the �x�Q�� plane is shown in
Fig ���� The interaction vertices of the majority of the events are centred around z � 	
cm% in what follows they constituted the �nominal vertex� sample �shown as regions B
C
and D in Fig ����� The corresponding integrated luminosity is ��� pb�� �� ��� ��� events
satisfying the DIS selection�� Throughout this thesis
 the low �high� Q� sample refers
to events with the scattered electron detected in the BEMC �LAC calorimeter � zone D
in Fig ����� For the low Q� kinematic region studied here
 the nominal vertex sample is
further subdivided into the �open triangle� data sample �B � L � ���
 pb��� with the
innermost BEMC stacks of triangular shape included in the trigger �see section 	�����
and the �closed triangle� sample �C � L � ���	 pb��� with the innermost BEMC stacks
excluded from the trigger� The shifted vertex �L � �� nb��� and satellite bunch �L � ��
nb��� data samples �A% � �� ��� events� increase the covered kinematic region towards
small Q�� Finally
 a sample of DIS radiative events was extracted with a hard photon
�E� � � GeV� emitted collinear with the incident e�beam
 representing � �� of all DIS
events� Due to the reduced incident e�beam energy
 this sample allows access to very low
Q� values� The radiative sample is not shown on Fig ��� and will not be discussed here�
For more details see ����

We brie�y discuss here the main background sources
 because they will impose con�
straints on the event selection
 which is presented in the rest of this chapter� The back�
ground estimates are presented in chapter 
�

��	�� Backgrounds

An important limitation in the exploration of the low Q� sample at high y �low E
�

e �
see Fig ��	�a� results from the background contamination �on Fig ��� only the kinematic
region with y 
 ��� is covered
 corresponding approximately to E �

e � ��GeV ��
Two major sources of background are�

� Quasi real photoproduction �Q� � �� in ep interactions� In this process
 the electron
disappears in the beampipe
 because Q� � � and �e � ����� Secondaries from �p
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�A


�B


�C
 �D


Figure ���� Distribution of the event sample in the �x�Q�� plane� The four visible regions
�A�B�C�D� are A� the shifted vertex�satellite data samples� B�C� the nominal
vertex interactions with the electron detected in the BEMC� subdivided into
B� the �open triangle� sample� with the innermost BEMC stacks of triangular
shape included in the trigger �see section ������ and C� the �closed triangle�
sample� with the innermost BEMC stacks excluded from the trigger� D� high
Q� events with the scattered electron detected in the LAC calorimeter� Only
events from A�B�C are considered in the present thesis �from �����
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processes can deposite energy in the BEMC
 faking an electron� and leading to an
over�estimate of Q�� The probability of a signi�cant energy deposition in the BEMC
is small� but due to the high cross�section of this process with respect to the DIS
cross�section
 there is still signi�cant contamination in the DIS event sample for
E

�

e 
 ��GeV �
� Non�ep background
 caused by particles leaving the beam and interacting with the
beam line elements ��beam�wall� interactions�
 or due to beam interactions with
the residual gas ��beam�gas� interactions� or due to cosmic ray interactions in the
detector�

As will be seen
 both photoproduction and non�ep backgrounds increase strongly at low
scattered electron �candidate� energies� They thus accumulate in the DIS kinematic �x�Q��
plane in the high y region �see Fig ����
 hardly accessible for the DIS analysis�

Photoproduction

The photoproduction is conveniently separated into a �soft� and a �hard� component� The
dominant soft processes involve no large momentum transfer and can not be calculated in
the framework of perturbative QCD� On the other hand
 jet production is well described
by perturbative QCD calculations �point�like or hard process� �	���
The total scattering cross�section is e�ectively parameterised and the following pro�

cesses and Born graph cross�sections are distinguished�

� Resolved photon interaction
 i�e� the photon �uctuates into a q�q pair which interacts
hadronically� This contribution is split into�

� a soft component �Fig ����c�
 which is commonly described in terms of the
vector dominance model �VDM�� In this picture
 the photon couples to a vector
meson V
 �V�
� �� ��
 which interacts with the proton in a non�perturbative
way ���pVDM�%

� a hard component �Fig ����d � ��p
hard
��

� Direct photon interaction
 i�e� the photon participates directly in the scattering
process� The two Born graphs for direct interactions are presented in Fig ����a� b�

�As we will see later� the electron identi�cation is based on the energy deposition in the BEMC together
with a tracker signal �hit� in the BPC chamber� A ��� overlap� for example� can fake an electron� the
photon causes an electromagnetic energy deposit in the BEMC� while the charged pion is detected by the
BPC�


Energy conservation implies�

Ee 	 xEp � E
�

e 	
X

Ej ������

For x � 
��� ��j 	 
���� and hence for xEp � 
 GeV� the current jet is detected in the BEMC and the
total energy in the backward region is�

E
�

e 	 xEp � ���� GeV� ������

Since the quark energy is distributed among all the particles of the current jet� it is unlikely that one of
these particles carries a substantial amount of the total energy� The misidenti�cation probability is small
above � GeV and it becomes negligible above 

 GeV�
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Figure ���� Accumulation of the background events in the �x�Q�� plane in the high y re�
gion �low electron candidate energies� for the a� photoproduction background
�Monte Carlo simulation� and b� non�ep background �pilot bunches��
The kinematics is computed from the �electron� variables� Due to the min�
imum energy requirement for the DIS trigger the region close to y � � is
empty�

The total photoproduction cross section can be written as�

��ptot � ��pdir � ��pVDM � ��phard� ���	��

The photoproduction background contamination to DIS is estimated using a Monte
Carlo simulation based on the PHOJET event generator� It includes both soft and hard
mechanisms and allows for a continuous transition between them� Multiple �several pho�
tons exchanged� soft and hard interactions are included� More details on the ideas and
methods used in the program PHOJET can be found in ref� �	���
The photoproduction background can also be estimated directly from the data� for a

small fraction of the photoproduction events the electron can be detected in the electron
tagger
 allowing the measurement of the true event kinematics�

Non�ep background

The rate of non�ep interactions is much higher than the rate of DIS events
 but an e�cient
reduction is provided already by the H� trigger system
 and further reduction is obtained
during the DIS selection �see section ������� The residual background can be estimated by
means of unpaired non�colliding particle bunches� ��pilot bunches��� Since pilot bunches
have no matching bunch to collide with
 they can interact only with residual beam gas or
beam line elements�

�By �bunches� we understand here packets of particles �electrons or protons� spaced in HERA by �� ns�
The word �bunch� has thus a di�erent meaning here than in case of the satellite bunch �see section �����
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Figure ���� �Soft� �c� and �hard� �a� b� d� photoproduction processes�
Direct photon interactions� a� Photon�gluon fusion and b� QCD compton
scattering� the photon interacts with a q�q pair in a pointlike way�
Resolved photon interactions� c� VDM interaction and d� hard component of
the photon� the photon �uctuates into a q�q pair which interacts hadronically�

The non�beam related background �as for example that due to cosmic ray interactions�
can be estimated using the rate of interactions occurring in the empty �no beam� bunches�	�
The total amount of non�ep background events for the ep�collision data sample is

estimated as �see also expression �����

Nbg � Np�pilot 
 ncolliding
np�pilot

�Ne�pilot 
 ncolliding
ne�pilot

�Nempty 
 ncolliding
nempty

� ���	��

where Np�pilot
 Ne�pilot
 Nempty are respectively the number of proton�pilot
 electron�
pilot and empty bunch events occurring in the �nal DIS event sample� np�pilot
 ne�pilot

nempty and ncolliding are respectively the number of proton�pilot
 electron�pilot
 empty and
colliding bunches in the HERA beam� In ���� the ratios ncolliding�npilot were ���
 ���� and
��� with a �� precision for respectively p�pilot
 e�pilot and empty bunches���

��A bunch is considered empty if Ie � ��A and Ip � ��A� Typical values of the bunch currents in 
���
were� Ie � ���A and IP � ����A� The total beam current is obtained by multiplying bunch currents by
the number of bunches of corresponding type�

��A di�erent interpretation of the pilot bunch background subtraction was given in ��
�� According to
this analysis� the e�pilots contain mostly �empty� events and� therefore� the �empty� event subtraction
is included in the e�pilot �but also in the p�pilot� subtraction� A regression was performed on the data
leading to the following values of ncolliding�npilot� 

��� 

�� and ��� for respectively p�pilot� e�pilot and
empty bunch weights� Motivations and details can be found in ref� ��
��

We ll stick to the background subtraction according to ����
�� The di�erence between the two methods
is irrelevant in view of present statistics�
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��� DIS event selection

In the kinematic range studied in this thesis ���� 
 Q� 
 ��� GeV�� the scattered electron
is detected in the backward calorimeter BEMC� We discuss here the electron identi�ca�
tion
 the background rejection and the run selection� Fiducial volume restrictions will be
discussed later in chapter � in parallel to detector�related studies�

����� Electron identi
cation

The electron is basically identi�ed as the highest energy cluster in the BEMC �or in
the LAC calorimeter for high Q� DIS selection� and the task is essentially completed
by the BSET subtrigger which requires a minimum energy of 
�
 GeV �CL�� deposited
in a BEMC cluster �see section 	������ The leading energy cluster must satisfy some
extra criteria
 aiming to insure a good kinematic measurement ��e and E

�

e for the electron
method kinematics and in addition a good hadronic �nal state measurement for the sigma
kinematic reconstruction method�� All these criteria allow in addition for a signi�cant
background reduction
 complemented by some pure background rejection cuts �see next
section��
The basic criteria allowing identi�cation of electrons scattered in the BEMC are�

�� The scattered electron candidate is identi�ed as the leading energy cluster in the
BEMC with E

�

e � �� GeV�
This value is �xed as a compromise between the loss of statistics and background
contamination
 which strongly increases for lower electron candidate energies�

The �� GeV value is well above the BSET trigger threshold �
�
 GeV for CL�� which
avoids correcting the data for trigger e�ciency e�ects�

�� The vertex is reconstructed within �	� cm in z �� ���� cm for the satellite bunch
data��� around the average ep interaction position�

The later is z � �	 cm for the nominal vertex data sample and z � ��
 cm for the
shifted vertex data sample �z � ��� cm for the satellite bunch sample�� This value
varies within a few cm due to slightly di�erent HERA injection conditions�

��The interaction vertex is reconstructed by �tting reconstructed central �CJC�CIZ�COZ� and!or forward
tracks to a common vertex� The transverse size �x� y�coordinates� of the interaction region is small �of the
order of ���� ��� mm�� see table ��
� and permanently monitored by HERA� Events with a x� y vertex
outside the beams are considered de facto as background events and a x�y vertex position cut is therefore
applied at the reconstruction level� In practice� vertex reconstruction is performed using any tracks which
su�ciently approach the beam direction on the x� y plane� Non�ep background events occurring outside
the beam can accidentally have one or more tracks satisfying this condition� thus de�ning a reconstructed
vertex� Such vertices are randomly distributed in z�

The situation is di�erent for the z�vertex position� The CJC chambers provide a high precision mea�
surement in the x� y transverse plane and a poor z�measurement� eventually improved by the CIZ�COZ
chambers measurement� Furthermore� the length of the interaction region was � �� cm along the z�axis in

���� mainly due to the p�beam size� Therefore� the reconstruction program does not restrict the z�vertex
position of the interaction�

��The level of the non�ep background contamination is signi�cantly higher for the satellite bunch selection�
A ��� cm z�vertex cut allows for reducing the background contamination by � ��� with respect to a ���
cm z�vertex cut� while for genuine DIS events it corresponds to a ��z cut compared to a ��z cut� leading
to di�erence of � �� of the events�
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The average z�vertex position is available on a run�dependent basis from the H�
permanent data base ���� �see Table 
����

The vertex requirement suppresses most of the non�ep background
 which has a small
probability to originate from the interaction region �see next section�� On the other
hand
 it insures a good ��angle measurement of the scattered electron and of the
hadronic �nal state
 necessary for a reliable kinematic determination�

	� A BPC signal �hit� is associated to the electron candidate cluster� and the smallest
distance from the closest BPC hit to the centroid of the electron cluster EBPC 
 �
cm�

This criterion insures good �e reconstruction
 determined by two points of the elec�
tron trajectory� the interaction vertex and the impact point in the BPC� It helps
also to reject both photoproduction and non�ep background �see next section��

����� Background rejection

In ���� the rate of genuine DIS events was less than ��� Hz compared to a 
���� higher
non�ep background rate before the L� trigger and to a 
�� rate of the dominant physics
process of photoproduction interactions� Triggers based on informations provided by the
BToF detector
 x � y vertex position �see footnote ���
 multiwire proportional chambers

fast calorimetric trigger
 etc�
 e�ciently reduce background contamination
 so that the rate
of events sent to the data storage media is 
 � Hz�
At the DIS selection level
 background contamination is signi�cantly reduced by the

requirement of minimum E
�

e � �� GeV
 roughly restricting the selected kinematic region
to y 
 ����
The non�ep background is further e�ectively reduced by requiring the interaction vertex

to lie within a limited region in z� z�vertex distributions of DIS and non�ep background
events are shown on Fig ��
�a
 respectively as a solid line and a shaded histogram �ar�
bitrary normalisation�� As expected
 the latter is almost not correlated�� with the real
ep�interaction region around z � �� Fig ��
�b illustrates the e�ect of the vertex cut on the
electron candidate energy distribution� The solid line corresponds to all events with a re�
constructed vertex
 while the shaded histogram corresponds to events with a reconstructed
vertex lying within �	� cm around the interaction point �IP�� An energy distribution of
the non�ep background events is shown on the same �gure as the dashed histogram�

The EBPC and ECRA estimator

Two estimators are used to reject photoproduction and non�ep background events� the
smallest distance from the closest BPC hit to the centroid of the electron cluster
 EBPC

and the cluster radius
 ECRA�
For the BEMC cluster k
 the centre of gravity is de�ned as�

xkcog �
�

Ecluster

nX
i��

Ei x
k
i � ���	��

��The residual correlation is a feature of the vertex reconstruction algorithm� which �rst attempts to
reconstruct a vertex in the ep�beam interaction region�
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a
 b


Figure ��
� Background reduction by the z�vertex requirement� a� z�vertex distribution
of the DIS events with ����� 
 z 
 	� cm �solid line� and of the non�ep
background events �shaded histogram� arbitrary normalisation�� b� Energy
distribution of the selected DIS candidates� solid histogram� all DIS candi�
dates with a reconstructed vertex� shaded histogram� DIS candidates with
��� 
 z 
 	� cm� dashed line� non�ep background events�

ykcog �
�

Ecluster

nX
i��

Ei y
k
i � ���		�

where Ei is the energy collected in stack i and xki � y
k
i are the x
y coordinates of stack

i energy deposition centroid determined from the wave length shifter WLS readout �see
section 	������ The sum runs over the n stacks �n 
 �� belonging to cluster k�
The precision obtained for the centre of gravity reconstruction is �x�y � ��
 cm� A

better precision for the measurement of the scattered electron angle �e can be obtained by
using the impact point �hit� of the scattered electron in the BPC chamber
 situated right
in front of the BEMC�

The electron cluster�associated BPC hit identi�cation is not always straightforward
since an important fraction of events has preshowering of the scattered electron in the
dead materials �mainly cables� between CJC and BPC� Several distinct hits are observed
for such events in front of the electron candidate cluster� The hit closest to the electron
cluster centroid is considered as the electron impact point into BPC �parallax e�ects being
taken into account�� The distance �in the BPC plane� between the position of this hit and
the position of the cluster centroid de�nes the estimator EBPC�

The requirement EBPC
 ��� cm has a twofold aim� to insure a good angle �e measure�
ment and to reject background events� Fig ����a shows the EBPC estimator distributions
for a clean DIS sample �solid line
 E

�

e � �� GeV�
 for a photoproduction background sam�
ple �shaded histogram � Monte Carlo simulation
 E

�

e � � GeV� and for non�ep background
events �dashed line � pilot bunches
 E

�

e � � GeV�� The relative normalisation is arbitrary�
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Analysis cut Analysis cut

a
 b


Figure ���� a� EBPC and b�ECRA estimator distributions for the DIS event sample �E
�

e �
�� GeV� solid line�� for photoproduction background events �shaded histogram
� Monte Carlo simulation� E

�

e � � GeV� and for non�ep background events
�dashed line � pilot bunches� E

�

e � � GeV�� The normalisation is arbitrary�
This analysis cut is indicated�

The energy�weigthed cluster radius ECRA is de�ned as follows�

ECRA �
�

Ecluster

nX
i��

Ei 
 jri � rcluster j� ���	��

where rcluster is the cluster centroid radius with respect to the coordinate origin
 ri is the
centroid radius of the stack i energy deposition and Ei is stack i energy deposition� The
distribution of the ECRA estimator is broader for clusters initiated by hadrons than by
electromagnetic particles �see Fig ����b�� The requirement ECRA
 � cm is safe for genuine
DIS events and allows for additional background rejection�

Vertex type

An interaction vertex can be �tted from central tracks alone
 from a combination of central
and forward tracks or from forward tracks alone� The priority is always given to central
tracks
 due to the higher precision of their measurement and reconstruction compared to
forward tracks�
The fraction of events with an interaction vertex �tted from forward tracks alone

�forward vertex� is small
 but increases strongly towards low�y �the so�called �kinematic
peak��� Here
 the current jet is emitted in the forward direction
 leaving few or no tracks
in the central tracker� It is interesting to include �forward vertex� events in the analysed
DIS sample in order to increase the global vertex �nding e�ciency for the low�y region�
However
 this forward vertex sample contains a substantial amount of non�ep background
events
 as a direct consequence of the lower precision of the forward vertex �t���

��Background events are usually characterised by a high track density �interactions on nuclei�� The
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An o&ine algorithm has been developed ���� providing the fraction of �good� forward
tracks�� used in the vertex �t
 compared to the total number of reconstructed forward
tracks� A distribution of the thus de�ned quantity is presented on Fig ����a for the DIS
event selection �solid line� and for non�ep background events �shaded histogram�� It clearly
appears that background events have in general a smaller fraction of good vertex��tted
tracks
 in agreement with the previously presented hypothesis �see footnote ���� A forward
vertex event is therefore accepted if and only if the fraction of vertex��tted tracks is greater
than ��� �ff � �������
Fig ����b shows the corresponding z�vertex distributions� the shaded histogram is the

z�vertex distribution for events with ff � ��� and the dashed line is for events with
ff � ���� The latter clearly appear as dominantly composed of background events with
a randomly reconstructed vertex� For comparison
 the central z�vertex distribution �i�e�
events satisfying the same selection criteria
 except that a central vertex is required instead
of a forward vertex� is shown on the same �gure as the solid line� It should be noted that
the width of the forward vertex distribution is increased with respect to the central vertex
due to a less precise vertex �t� the latter is extrapolated over more than ��� m distance�

The distribution of the z�vertex �t error is shown on Fig ����c for the central vertex
�t as the solid line and for the forward vertex �t as the shaded histogram� Note that
the scale is logarithmic and that the central vertex distribution is peaking at small values
��z 
 ��� cm�
 which correspond to events where it was possible to link track segments in
CJC with those in CIZ and in COZ� The corresponding distribution is much broader for
forward vertices�

The situation appears di�erent for the shifted vertex data� First
 the forward vertex
�t is more precise since the interaction point is almost half closer along the z�axis to the
forward tracker than in the nominal interaction point case� Second
 the importance of the
forward vertex is increased
 emphasised by a globally less e�cient central vertex due to the
decreased acceptance of the central tracker to the current jet� The z�vertex distributions
for central and forward vertices in case of the shifted vertex data are shown on Fig ����d
respectively as the solid line and the shaded histogram� The normalisation is absolute
and the same criteria were used to select the event sample as on Fig ����b for nominal
interaction point data�

Concerning the use of the forward vertex
 another point must be mentioned in addi�
tion to a substantial increase of the global vertex e�ciency at low�y both for shifted and
nominal vertex data samples� The aim of the SV data analysis is to increase the kine�
matic acceptance towards low Q�
 low x� In this domain
 the quark fragmentation is not
measured yet
 and it is possible that the vertex reconstruction e�ciency
 as described by
the Monte Carlo simulation
 is not correct� In this case
 corrections based on Monte Carlo

probability of �nding a forward track crossing the beam�axis in the x� y plane and thus giving rise to a
reconstructed z�vertex is high compared to the central tracker� due to the low x� y measurement precision
of the former� See also footnote 
��

��A �good� track is de�ned as one with at least one primary or secondary planar segment and with a
planar segment in one of the �rst two supermodules �����

��Another way to treat forward vertex events was proposed in ref� ��
�� According to this study� forward
vertex events increase the non�ep background contamination only in high�y region �low scattered electron
energy�� At low�y� the background is naturally suppressed by the minimum scattered electron energy
requirement� On the other hand� it is at low�y that the use of the forward tracker increases substantially
the global vertex e�ciency� The forward vertex events are therefore accepted only for y � ����
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Figure ���� a� Fraction of good forward tracks used in the vertex 
t� solid line� DIS
event pre�selection� shaded histogram� non�ep background events �arbitrary
normalisation�� b� z�vertex distribution� solid line� central vertex distribu�
tion� shaded histogram� forward vertex distribution for events rejected by
the �forward fraction� selection �see text�� dashed line� events accepted by
this selection �absolute normalisation�� The indicated values of half�width are
obtained by performing a Gaussian 
t to the central part of the correspond�
ing distributions� c� z�vertex 
t error distribution� solid line� central vertex�
shaded histogram� forward vertex� d� z�vertex distribution for the shifted ver�
tex data sample� solid line� central vertex� shaded histogram� forward vertex
�absolute normalisation��
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simulations for detector acceptance would be wrong� It is therefore interesting to keep
the vertex �nding e�ciency as high as possible in order to reduce corrections and thus
possible systematic e�ects due the quark fragmentation models used in the Monte Carlo
simulations�
The following conclusions result from the above listed arguments�

� Forward tracker vertices can be used if the fraction of �good� forward tracks used in
the vertex �t is greater than ��� �ff � ����%

� Forward vertices are in general less precise than central vertices �leading to important
event migrations in the kinematic plane due to � smearing� but its proportion re�
mains relatively small for the nominal interaction point data
 except at low�y �in the
kinematic peak region
 which is anyhow less interesting in view of the bad x resolu�
tion �see section ������ Therefore
 using forward vertices for the nominal interaction
point data sample does not in general lead to substantial bene�ts%

� The situation is quite di�erent for the shifted vertex data� The forward vertex
reconstruction is more precise and the proportion of forward vertex events is high�
Using forward vertices is thus recommended for the SV data sample%

� We do not use forward vertices in case of the satellite bunch data sample for the
following reason� forward vertices are a�ected by a large uncertainty in the bulk of the
nominal vertex data
 from which satellite bunch events are selected� It can happen
that a main bunch event is reconstructed in the satellite bunch region along the
z�axis� Since the satellite bunch intensity is only � 	� of the main bunch intensity

such migrations represent an important source of background for the satellite bunch
event sample� We reduce these migrations by excluding events with no central but
only a forward reconstructed vertex� Similarly
 we apply a cut on the vertex �t
error �provided by the reconstruction software� for the satellite bunch event sample
��z 
 � cm��

�ZORRO� estimator

The �ZORRO� estimator is de�ned as the average z�coordinate at the closest approach to
the beam�axis for long CJC tracks� It was developed ���� during the ���	 data analysis
�see also ��
�� and adapted to the ���� data analysis
 based on the DST data format���

�
DTNV tracks satisfying the following criteria are used�

� More than 
� CJC hits�

� No forward segments are linked�

� Track transverse momentum Pt 	 ��� MeV�

then

ZORRO �



n

nX
i	�

Zi
�� ������

where Zi
� is the z�coordinate for track i of the closest approach to the beam�axis�

If the thus de�ned ZORRO value lies outside the allowed interaction region ���� or ��� cm around
the nominal interaction point�� than a second iteration is done without the track with the most negative
�positive� Z�� depending on the sign of ZORRO� Indeed� it can happen that the ZORRO estimator is biased
by a track due for instance to a cosmic muon� the second iteration is intended to validate such an event�
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A distribution of the ZORRO estimator for the SV data sample is shown on Fig �����a

a
 b


Figure ����� a� ZORRO estimator distributions for the shifted vertex event sample �solid
line� and for non�ep background events �shaded histogram�� b� Scattered
electron energy distribution for SV events passing the vertex cut �solid line�
and rejected by the ZORRO 
 ��� cm requirement �shaded histogram��

for all events �solid line� and for non�ep background events �shaded histogram�� For the
latter
 the distribution peak is situated around z � ���� cm� This place is known as the
position of p�beam ��xed target� collisions� a p�beam collimator is situated there
 right
below the BEMC
 leading to an important rate of p�beam�collimator collisions� Some
of these events
 passing selection criteria including the vertex requirement
 are found in
the �nal DIS sample� A number of these events are e�ciently identi�ed by the ZORRO
estimator
 as can be seen on Fig �����a� b� Fig �����b presents the energy distribution for
events passing the vertex requirement criterion �solid line� but rejected by ZORRO 
 ���
cm requirement �shaded histogram�� The value ��� cm was chosen after a visual scanning

so that no good DIS event are lost� As expected
 no kinematic peak is visible for the
rejected events
 con�rming their non�DIS origin�

Single diode events background

These events are due to a invalid trigger caused by charged particles �beam�gas or beam�
wall shower particles� or photons �synchrotron radiation photons� hitting directly one of
the BEMC readout photodiodes �see page �
�� Large energy deposition is then faked in
the BEMC and if
 by accident
 this false trigger is validated by a reconstructed vertex and
a BPC hit �both coming by accident from a non�ep background interaction occurring at
the same time�
 the event is selected into the DIS event sample�
Most of these events are rejected already at the L� level and further at the L� level�

However
 a small fraction �� ��� appears in the DIS sample��
 passing all selection criteria�
��The single diode events are not killed at the L
 or L� level if one of the other three diodes of the

same stack has an energy above ��� GeV� corresponding to approximately �� from the noise level� The
probability to have noise �uctuations exceeding this limit is small but �nite�
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An o&ine procedure has been developed ���� and adapted to the DST data format

allowing the identi�cation and proper treatment of these events� The treatment is based
on the redundancy of information provided by the readout of the four long wave length
shifters �WLS�� Signals detected by the WLS depend on the impact point of the electron
in the stack� However
 each WLS contributes only a fraction �in average ����� to the total
stack energy�	�

A single diode event is identi�ed when an individual WLS contribution is greater than
���� For such events
 the relevant WLS signal is set to the average deposited energy of the
three other WLS�
Here is an example of a single diode event�

Run Event WLS�� WLS�� WLS�	 WLS�� Eoldstack Enewstack

����� ���� ������ ����� ���
� ���	� ������ ���	�

After setting the energy in WLS�� from ������ GeV to ���� GeV
 this event does not
satisfy any more a minimum energy requirement and is therefore rejected�

����	 Run selection

Run selection insures a uniform detector and stable background conditions for each data
sample� It consists of the following requirements�

�� Trigger phase � or �� There are four trigger phases corresponding to di�erent sub�
trigger �see section 	��� prescaling factors��� For phases � and �
 most subtriggers are
strongly prescaled� Phase � is set immediately after beam ramping end
 when most
H� subdetectors are still not in operation� Phase � is set when the beams are still
being tuned by the HERA crew
 shortly after ramping end
 to cope with high level
false trigger rates due to beam�gas and beam�wall background interactions� Phases
	 and � are set for stable beam conditions� The di�erence between them is irrelevant
for our purposes�

�� Run quality	 good or medium� Each run is classi�ed by the H� shift crew as good

medium or bad depending on detector stability
 i�e� the number of high voltage trips
in the tracking detectors etc�

	� High voltage status� The fraction of time when the detector elements relevant for this
analysis were in operation �nominal high voltage �HV� is supplied� is ����� This
criterion has a somewhat similar aim as the previous one� A low fraction of time
with supplied nominal HV would mean that a given detector was unstable during
this run� The following subdetectors are requested to have the nominal HV status�

��The total stack energy is de�ned as an average over the four long WLS signals�

Estack �

�X
i	�

WLSi��� ������

��Prescaling means that only a fraction of events satisfying a given subtrigger condition is accepted�
Prescaling factors are stored in the permanent data base�
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BEMC
 BPC
 CIP
 CIZ
 CJC
 LAC
 ToF� The informations from all these detector
elements were used during the event selection�

�� BSET trigger status� For some runs the background conditions were particularly bad
and the BSET trigger �see section 	����� was heavily prescaled to reduce the global
dead�time of data taking� We do not consider these runs for the present analysis�

�� Only data collected during the e
p collision period are used here�

�� Events per luminosity unit� Strict check of the run status is done based on the
relative event yield study� Several runs are rejected �see next section��

����� Events per luminosity unit

The relative event yield �selected DIS events per nb�� of integrated luminosity� is measured
for each particular data sample for individual detector runs� Fig �����a presents the yield
for the closed triangle data sample after applying the run selection criteria � to � �see
previous section�� Only runs with more than � nb�� are shown� The lower yield in the �rst
period is due to classi�cation problems at the L� level� This period �all e
p runs before
run ������
 corresponding to a � �� loss of luminosity
 is not used in this analysis due to
the impossibility of recovering missing events�

Several other runs were rejected due to known BSET trigger ����
 detector or recon�
struction ���� problems� Some of them are clearly visible and emphasised by a circle on
the top �gure�

The full list of rejected runs �after run ������ is given in Appendix �� Note that most
of them are short and were rejected due to BSET trigger prescaling� Note also that the
provided list includes bad quality and phase �
� runs
 rejected anyhow in the run selection
described previously�

Fig �����b is obtained after rejecting all above mentioned runs� The remaining long�
term structure �the yield slightly decreases around run number �� and it increases again
towards the end of data taking� is attributed to a slightly varying with time detector
acceptance
 due to varying along z nominal interaction position�

Fig �����c illustrates the yield for short detector runs �L 
 ��� nb���� Most of these
runs do not contain any DIS candidate� Since in general they correspond to unstable
detector periods
 one might suspect a di�erent average yield� Short runs were grouped in
bins of at least � nb�� per bin in order to have a statistically signi�cant measurement
 and
it clearly appears that the yield agrees with the long run yield�

Fig ���� illustrates yield measurements for the SV
 open triangles and satellite bunch
data samples� The latter was obtained by grouping the individual run luminosities in bins
of at least � nb�� �the average luminosity per run for the satellite bunch event sample is
small and typically represents � 	� of the total run luminosity��
Note the di�erent yield level for di�erent data samples� It is due to increased Q�

acceptances for the SV
 satellite bunch and open triangles data samples�
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Figure ����� Yield of selected DIS events per nb�� of integrated luminosity for the closed
triangles data sample� Only runs with more than � nb�� are shown� a� after
applying the run selection criteria � to � �see text�� The region indicated
�classi
cation problems� corresponds to a period with problems at the L�
level� b� after rejecting runs with a systematically low yield due to known
trigger� detector or reconstruction problems �indicated by circles in a�� c�
yield for short runs �L 
 ��� nb��� grouped in bins of � � nb�� of the
integrated luminosity�
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Figure ����� Yield of selected DIS events per nb�� for� a� shifted vertex data sample� b�
open triangles data sample� c� satellite bunch data sample� The individual run
integrated luminosity being small �typically� 	� of the total run luminosity��
individual runs were grouped in bins of � � nb�� of the integrated luminosity
per bin to produce a statistically signi
cant measurement�
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��� Summary

Run selection has been applied in order to obtain uniform data samples
 with the following
total integrated luminosities�

�� Closed triangle data sample� �
�� nb��
 � �	� ��� events%
�� Open triangle data sample� ��� nb��
 � �� ��� events%
	� Shifted vertex data sample� �
�
 nb��
 � � ��� events%
�� Satellite bunch data sample� �
�� nb��
 � 
 ��� events%

The following criteria are applied to select DIS candidate events�

�� Leading BEMC cluster energy EBCFR� ��� 
 EBCFR 
 	�� GeV%
�� Reconstructed vertex within �	� cm ���� for the satellite bunch sample� around
the nominal interaction point%

	� Vertex type�

� Closed triangle data sample� central vertex �y � ���� and central or forward
vertex �y 
 ����
 �z 
 � cm%

� Open triangle data sample� idem%
� Shifted vertex data sample� central vertex or forward vertex �ff � ����%
� Satellite bunch data sample� central vertex
 �z 
 � cm�

�� EBPC 
 � cm%
�� ECRA 
 � cm%
�� ZORRO � ��� cm for the SV and satellite bunch data samples and ZORRO �
���� cm for the nominal vertex data samples%


� Events have to be explicitly triggered by the BSET subtrigger for the closed triangle
and satellite bunch data samples in order to exclude a few events with the electron
scattered in one of the BEMC innermost stacks� Such events are in general not
triggered by BSET but by a LAC or vertex subtrigger% they are exclude in order to
avoid high corrections due to trigger ine�ciencies in this region�

The remaining background contamination is estimated using the PHOJET Monte Carlo
simulation as to the photoproduction background
 and pilot bunches as to non�ep back�
ground events�
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Chapter �

Detector calibrations and resolutions

The studies presented here attempt to understand the systematics a�ecting the scattered
electron energy
 its angle and the hadronic �nal state measurements� These quantities are
crucial for the precise measurement of the kinematic variables x and Q� and
 ultimately
 for
the DIS cross�section and the F� structure function� When possible
 their reconstruction
is improved and the Monte Carlo simulation is tuned to data�
E�ects of residual reconstruction and simulation miscalibrations are included in the

systematic errors� �rst
 discrepancies between data and Monte Carlo simulation are es�
timated% then
 the estimated discrepancies are introduced arti�cially in the Monte Carlo
simulation
 producing a modi�ed F� measurement� The  F� di�erence obtained in this
way is taken as the systematic uncertainty to the F� measurement�
The following topics are studied here�

� Space point measurement in the BEMC%
� BEMC energy scale and crack corrections%
� Systematic e�ects a�ecting the �e measurement%
� y� measurement and bias�

A detailed comparison with the standard H� Monte Carlo simulation �H�SIM� will be
shown as of here onwards�

��� Space point measurement in the BEMC

The main parameters of the BEMC were introduced in section 	�����
The DIS event selection using the backward electromagnetic calorimeter BEMC �low

Q�� relies on the scattered electron energy and space point reconstruction� The latter is
not used directly
 but matched to a BPC signal �hit� of signi�cantly higher space precision�
The aim of a precise cluster centroid reconstruction is to provide good matching with

the BPC chamber for events with preshowering in cables in front of the BPC�
 which
correspond to approximately half of the DIS event sample� The scattered electron impact
point in the BPC is determined as the BPC hit closest to the cluster centroid projected
onto the BPC plane �following a straight line between the cluster centroid and the event
interaction vertex
 i�e� parallax corrected�� For events with no preshowering �Fig ����
a�
 the choice of the BPC hit is straightforward since it is unique� Several BPC hits

�The amount of dead material the scattered electron encounters on its way to the BEMC� can be as
large as one radiation length�



�� Chapter �� Detector calibrations and resolutions

�sometimes up to ���
 lying within a few centimetre spot
 are reconstructed for events
where preshowering has taken place �Fig ����b��

a
 b
 c


Figure ���� a� BPC reconstruction in case of no preshowering� the hit is de
ned by cross�
ing wires in at least three out of four BPC planes� b� BPC reconstruction
when preshowering has taken place in front of it� c� if preshowering can not
be resolved �when it is con
ned in a small solid angle�� the BPC hit is de
ned
by crossing bands of wires with detected signals�

For events with no preshowering
 the precision of space point reconstruction by the
BPC is � � ��� mm
 compared to a mediocre � � ���� mm for the BEMC� Such events
can be used to study the cluster centroid reconstruction quality� For this
 the additional
requirement is imposed on the DIS sample
 that only one BPC hit is reconstructed in front
of the electron candidate cluster in the BEMC��

Fig ����a� b �left column�data
 right column�Monte Carlo simulation� shows the distri�
bution of the quantity ybpc � ycog versus ybpc
 where ycog is the y�coordinate of the cluster
centroid projection onto the BPC plane and ybpc is the the y�coordinate of the associated
BPC hit� Fig ����c� d shows the result of a Gaussian �t to the quantity ybpc � ycog in
bands of ��� cm in ybpc� A periodic structure is visible for both the data and the Monte
Carlo simulation
 and is more pronounced for data� In addition
 Monte Carlo simulation
presents a systematic slope� A similar slope is observed for the xbpc � xcog distribution
�not shown here� and is attributed to a bad parallax correction while projecting the cluster
centroid onto the BPC plane� It can be removed by shifting the z�position of the cluster
centroid by � ��� cm towards the centre of the H� detector �see Fig ����f�� This e�ect is
interpreted as a bad simulation of the longitudinal extension of the electromagnetic shower
in the BEMC��

Both x� and y�coordinate structures repeat the periodic BEMC structure �with stack
size is of �� 
 �� cm��� The bias in the cluster centroid position is correlated with the
scattered electron impact point position in the stack� We did not try to understand in

�In fact� this requirement is only a partial guarantee of no preshowering� When preshowering is con�ned
within a small solid angle� it is not resolved by the BPC chamber and the BPC hit is de�ned by crossing
bands of wires composed of up to 
� wires with detected signals �Fig ��
�c�� However� these hits are easily
identi�ed by the large error a�ecting the position measurement� which is approximately half the width of
the a�ected wire�band� An extra requirement of �bpc � � mm is su�cient to exclude such events�

�The z�position of the scattered electron cluster is not measured in the BEMC� The shower depth is
approximately parameterised with a logarithmic function of energy�
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a
 b


c
 d


e
 f


Figure ���� �a�b� Scatter plot �left column data� right column Monte Carlo simulation�
and �c�f� mean value of a Gaussian 
t to the quantity ybpc�ycog versus ybpc for
DIS sample events with no preshowering� �c�d� before and �e�f� after applying
detailed corrections to the cluster centroid position in the data �e� and shifting
the z�position of the cluster centroid in the Monte Carlo simulation�
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detail the origin of this phenomenon due to its irrelevance for the present analysis�
Corrections to xcog and ycog were de�ned in function of the impact position in the

stack
 divided in square cells of �
 � cm�� This cell�size corresponds approximately to the
BEMC space point resolution� Detailed corrections are applied for jxj� jyj 
 	� cm ��rst
two quadratic stacks
 where most of the statistics reside� to the data only�� The result is
shown on Fig ����e after applying the corrections for ybpc � ycog versus ybpc�
A small but signi�cant improvement of the BEMC�BPC matching for events with

preshowering is observed on Fig ��	�a for the EBPC estimator distribution after applying
the corrections �EBPC is the distance on the BPC plane between the cluster centroid and
the closest BPC hit�� A di�erent BPC hit is selected for � �� of events with preshowering�
A substantially better agreement between data and Monte Carlo simulation is observed

after corrections for the distribution of the quantity maxx y �Fig ��	�b� c�
 de�ned as the
largest coordinate �in absolute value� jxj or jyj� of the cluster centroid position� The
remaining di�erence has limited impact on the kinematic reconstruction since the cluster
centroid is not directly used for the �e polar angle measurement
 but only through the
choice of the associated BPC hit �see section ��	�	��

��� BEMC energy scale and corrections

The precise knowledge of the BEMC energy scale and resolution is undoubtly the most
important source of systematic uncertainty to the F� measurement at low x and low Q��
As was introduced in section 	���� �see also table 	���
 the primary BEMC energy cali�
bration is performed using the kinematic peak method� The three relevant parameters

describing the quality of the BEMC energy reconstruction are resolution
 linearity and ge�
ometrical uniformity of the energy response� Below
 we will concentrate on the geometrical
uniformity and particularly on the energy reconstruction in the crack region between the
innermost triangular stacks and the �rst quadratic stacks �see Fig 	�	� since
 as we will
see later
 the BEMC energy calibration undergoes there important �uctuations
 poorly
reproduced by the Monte Carlo�
The following topics are treated in this section�

� Basics of the double angle method
 providing a scattered electron energy measure�
ment independent of the BEMC reconstruction%

� Quality of the corrections to the BEMC energy deposition
 accounting for energy loss
in the cracks between BEMC stacks and for electron preshowering in cables between
CJC and BEMC%

� Determination of new energy corrections
 using the double angle method%
� Study of the BEMC energy resolution%
� Systematic error estimation�

�As we will see in section ������ the preshowering is not correctly reproduced by the Monte Carlo
simulation due to the poor dead material description �cables� end��ange electronic boxes� etc��� As a
consequence� the BPC hit multiplicity is low compared to data and the fraction of events with a unique
BPC hit in front of the BEMC cluster is high� It is thus less important to apply similar corrections to the
Monte Carlo simulation�



���� BEMC energy scale and corrections ��

a


b


c


Figure ��	� a� EBPC estimator distributions before �solid histogram� and after �shaded
histogram� applying corrections to the cluster centroid position� b� c� Data
�points� Monte Carlo simulation �shaded histogram� comparison of the quan�
tity maxx y� de
ned as the largest coordinate �in absolute value� jxj or jyj�
of the cluster centroid position before �b� and after �c� applying the centroid
position corrections�
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����� Double angle method

The double angle kinematics can be used to obtain an indirect scattered electron energy
estimate
 in order to check the energy reconstruction
 calibration and resolution �����
The e� energy obtained by the double angle method is de�ned by�

EDA �
Ee��� yh�

sin� �e
�

with

yh �
tan �h

�

tan �e
� � tan

�h
�

� �h � arccos
�Ph

t �
� � �Eh � P h

z �
�

�Ph
t �

� � �Eh � P h
z �

�

where
Eh � Ph

z �
X

hadrons

Ei � P i
z

and
Ph
t � ��

X
hadrons

P i
x�

� � �
X

hadrons

P i
y�

��
�
�

The summation is performed over all calorimeter clusters
 excluding the electron candidate
cluster
 de�ned as the highest energy BEMC cluster�
The kinematic peak is selected by requiring the hadronic angle to be within ���� �

�h � ���� �Fig ����a�� The distribution of the double angle energy EDA after applying this
cut is shown on Fig ����b for the shifted vertex data and the Monte Carlo simulation� The
normalisation is absolute
 based on the luminosity measurement� The kinematic peak is
shifted in the Monte Carlo simulation with respect to the data by � ��� MeV �� ��	���
Half of the shift is attributed to a shift by �� MeV of the incoming electron beam energy

used in the Monte Carlo simulation ����� The additional �� MeV shift is not understood

and is included as an extra ����� uncertainty to the double angle energy�
The quality of the double angle energy reconstruction is estimated from the Monte

Carlo simulation
 by comparison with the generated electron energy �Fig �����
Fig ����a shows the distribution of the quantity �Eda�Egen��Egen versusmaxx y � The

quantity maxx y is de�ned as the largest coordinate �in absolute value� jxj or jyj� of the
BPC hit associated to the electron candidate cluster� It describes the quadratic topology
of the BEMC� For example
 for ��� � maxx y � ��� cm
 the electron has been emitted in
the region of the crack separating the inner triangles and the �rst quadratic stacks�
Fig ����b shows the result of a Gaussian �t of the quantity �Eda�Egen��Egen in bands

of ��� cm in maxx y �
One observes that the double angle energy Eda is well reconstructed
 especially for the

inner triangle region
 which is of major interest for us� However
 there is a slight bias
 of
the order of ���� for maxx y � 	��� cm
 and ���� for maxx y � 	��� cm� This bias is
included as a part of the uncertainty of the reconstructed energy scale�

����� Crack corrections

Energy corrections account for the fraction of the energy lost inside the cracks or in the
dead material in front of the BEMC� Wrong corrections lead to a distortion and widening
of the kinematic peak �quasi�elastic peak at the e�beam energy� shape� The corrections
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Figure ���� a� Scatter plot of the double angle energy Eda versus the hadronic angle
�h� b� Double angle energy distribution for the events selected by requiring
the hadronic angle with range ��� � �h � ��

� for the shifted vertex data �full
points� and the Monte Carlo simulation �histogram�� Absolute normalisation�
based on the measured luminosity�

Figure ���� a� Scatter plot of the ratio �Eda � Egen��Egen versus maxx y �see text�� b�
Mean value for the Gaussian 
t to the distribution of the quantity �Eda �
Egen��Egen in bands of maxx y� The events are selected with ���� � �h �

�����
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are determined using the Monte Carlo simulation and are applied to the reconstructed
visible energy �BCLR table�
 to obtain the �nal reconstructed energy �BCFR table��

Crack corrections have to be determined separately for the shifted and the nominal
vertex interactions� the electron enters the crack under di�erent angles
 and for the same
impact point can have more energy undetected in case of the shifted vertex interaction
point than for nominal vertex interactions�

Fig ��� presents the distribution of the quantity �Eda � Ebcfr��Eda versus maxx y for
the shifted vertex data �a� and Monte Carlo simulation �b�� The mean value and the
standard deviation of a Gaussian �t of the distribution
 in bands of maxx y 
 are shown
respectively on Fig ����c
 e for data and d
 f for Monte Carlo�

Figure ���� Scatter plot �a�b�� mean value �c�d� and standard deviation �e�f� of a Gaussian

t to the ratio �Eda�Ebcfr��Eda versus maxx y� �Shifted vertex interactions�
a� c� e� data� b� d� f � Monte Carlo��

One observes that the energy reconstruction is poor for the region of the crack separat�
ing the inner triangle region and the quadratic stacks
 which corresponds approximately
to the band ��� � maxx y � ��� cm� The e�ect is qualitatively reproduced by the Monte
Carlo� In addition
 inside the triangles
 the energy is overestimated for the data by � ����

compared to the double angle energy
 and underestimated by � ���� for the Monte Carlo�
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The energy reconstruction is equally poor for the region of the crack separating the �rst
and the second quadratic stacks ��� � maxx y � 	� cm�� This however is less relevant as
this analysis aims for the low Q� kinematic range
 a�ected few by events with the electron
scattered in this crack� In addition
 in the a�ected Q� bins �Q� � �� GeV��
 the relative
contribution of events originating from the crack remains small since the corresponding �e
range is much wider than in case of the lowest Q� bins
 a�ected by the �rst crack �see for
example Fig ��	��

An interesting observation is that the width �standard deviation� of the energy distri�
bution in the band ��� � maxx y � ��� cm is smaller for the visible BCLR energy �Fig ��
�
than for the �nal BCFR energy� This means that the energy at the BCLR level is less
smeared �although it is underestimated� than the �nal reconstructed energy BCFR� the
e�ect is observed both for data and Monte Carlo� The additional smearing is introduced
by the crack corrections�

Figure ��
� Same as for 
g� ��	 but BCLR instead of BCFR�
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����	 Double angle recalibration

Since the crack corrections fail to describe with satisfactory precision the �rst crack of the
BEMC
 we have proposed ���� to apply to the uncorrected visible energy BCLR
 shown in
Fig ��

 a new correction
 obtained from the comparison of the BCLR measurement and
of the energy estimate obtained from the double angle method�

The corrections are thus directly applied to the BCLR energy to obtain a new �nal
reconstructed energy BCFR in the region ��� � maxx y � �
� cm

�� For maxx y � 	� cm

the reconstructed BCFR energy is used �because the statistics are too limited to use the
double angle method�� However
 a closer look on Fig� ��� to the region of maxx y � 	�
cm
 corresponding to the outer BEMC stacks shows a systematic shift
 upwards in the
data and downwards in the Monte Carlo� An additional correction is thus applied on the
�nal BCFR energy� ����� for the data and ����� for the Monte Carlo� A scatter plot
similar to the one of Fig ��� but with the new corrections is shown on Fig ����

Figure ���� Same as for Fig ��	 but after applying the energy correction obtained using
the double angle method�

As designed
 the bias in the energy reconstruction disappears inside the triangles and

�Crack corrections are considered in the �rst approximation to be energy independent
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is less pronounced in the �rst crack �Fig� ��� c�d�� The energy reconstruction in the �rst
crack becomes also less smeared� the width of the distribution for �Eda�Ebcfr��Eda �Fig�
��� e�f� is smaller than with the old crack corrections �Fig� ��� e�f��

It is also interesting to compare directly the shape of the energy distribution for the data
and the Monte Carlo simulation before and after applying the new corrections �Fig �����
The distributions are presented in bands of maxx y for the shifted vertex data �full points�
and Monte Carlo simulation �histogram��

A signi�cantly better agreement between data and Monte Carlo simulation is observed�

����� cm

����� cm

����	 cm

�	��� cm

Figure ���� Energy distributions in bands of maxx y with the old crack corrections �left
column� and with the new crack corrections �right column� for the shifted
vertex data �full points� and the Monte Carlo simulation �histograms��

����� BEMC energy resolution

The BEMC energy resolution can be estimated directly from the data by comparing the
�nal reconstructed energy �BCFR table� to the double angle energy measurement�

As shown above
 the double angle energy resolution �da�E is estimated to be � �� from
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the Monte Carlo simulation �for ��� � �h � ��
��� The resolution obtained by comparing

the scattered electron energy to the double angle energy �see ����e� f� is a convolution
of the intrinsic BEMC energy resolution and the double angle energy resolution� ��E �
�bcfr�E � �da�E� It is estimated by a linear �t to the �at part �maxx y � �
 cm� of the
distribution ����e�

The BEMC energy resolution is then� �bcfr�E � ���	�� ����� at E � Ebeam � �
��
GeV� This result agrees well with the value expected after the CERN beam tests �see
section 	����� as was shown on Fig 	���

����� Systematic uncertainty of the BEMC energy scale

As has already been pointed out in the introduction to this chapter
 the systematic error of
the energy scale is estimated from the discrepancies between the data and the Monte Carlo
simulation� In other words
 a systematic e�ect �as for example a systematic shift of the
absolute energy scale� does not have any impact on the F� structure function measurement
if it is correctly reproduced by the Monte Carlo simulation�

According to this de�nition
 the energy scale uncertainty is estimated as the di�erence
between data �Fig ����c� and Monte Carlo simulation �Fig ����d�� The result is shown on
Fig �����a before and �b� after applying the new crack corrections�

a
 b


Figure ����� Di�erence between the data and the Monte Carlo of the mean values on the 
ts
of the �Eda�Ebcfr��Eda in bands of maxx y for the shifted vertex interactions
with the old crack corrections �a� and with the new crack corrections �b��

The BEMC energy scale error of ��
� quoted by the BEMC group for the ���	 data
is indicated on Fig �����a�� Fig �����b shows that
 with the new corrections
 the energy
scale is simulated to better than ���

Fig ���� presents the results of a similar analysis for the nominal vertex interactions
data and Monte Carlo simulation ����� Similarly to the shifted vertex data
 the inner
triangles and the �rst crack were recalibrated using the double angle method
 and the
overall corrections were applied to the BCFR energy for the outer BEMC stacks�

�In fact� this number seems too pessimistic� even before applying the new corrections� since for the �rst
quadratic BEMC stack� where most of the statistics reside� the calibration has been performed in a very
reliable way by the BEMC group�
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a
 b


Figure ����� Di�erence between the data and the Monte Carlo of the mean values on the 
ts
of the �Eda�Ebcfr��Eda in bands ofmaxx y for the nominal vertex interactions
with the old crack corrections �a� and with the new crack corrections �b�
�from ������

Finally
 a �� error is adopted �	�� after applying the new corrections for the precision
of the BEMC energy scale description by the Monte Carlo simulation
 which is relevant for
the systematic error studies
 e�g� for the structure function analysis� It applies for both
the shifted and the nominal vertex data samples�

����� Summary

Table ��� summarises the results obtained above�

Shifted vertex Nominal vertex ����
data Monte Carlo data Monte Carlo

Incoming electron beam energy ��� MeV� ��� MeV
Double angle energy scale error ����
Double angle resolution �da�Eda ��

Detailed corrections to BCLR	

Inner triangle stack cf� ���� cf� ����

Overall corrections to BCFR	

First quadratic stack � � ����� �����
Second quadratic stack ����� ����� ���	�� ���	��
Outer stacks � � ����� �����
Energy resolution �bcfr�Ebcfr ���	� �����
Energy scale error ����

Table ���� Summary of the BEMC energy calibration parameters�

�This correction applies to the value as it is written into the DMIS table�
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��� Systematic e
ects a
ecting the �e measurement

The polar angle �e is measured as the angle of a straight line between the reconstructed
vertex and the BPC hit with respect to the p�beam direction� The �e resolution is de�ned
by the quality of the z�vertex and the BPC reconstructed impact point� There are two
major systematic e�ects
 degradating locally the polar angle �e reconstruction�

� Systematically biased z�vertex reconstruction in the particular case of vertex �ts
obtained only from the scattered electron track
 crossing the whole length of the
CJC chamber under large �e angle ��e � �
���%

� Systematically biased BPC hit reconstruction due to preshowering in the cables
situated between CJC and BPC�

As usual
 the systematic errors estimated in this section account for the discrepancy be�
tween the data and the Monte Carlo simulation�

��	�� �e resolution

Vertex �t resolution

The quality of the vertex �t is important for the �e resolution� A large proportion of events
have a z�vertex with an error of less than � cm
 which corresponds to the �e resolution
of less than � mrad� Fig �����a� b shows the distributions of the z�vertex �t error for the
shifted vertex data �points� and Monte Carlo simulation �histograms� respectively for the
purely central �a� and the purely forward vertex �b� �ts �see section Vertex type
 page ����
The normalisation is absolute
 based on the luminosity measurement� On Fig �����a
 the
peak at � ��� cm corresponds to vertices �tted with tracks containing CIZ and"or COZ
segments of high z�precision �see chapter �
 footnote ����
The Monte Carlo simulation describes the data with satisfactory precision although

there is some disagreement in the range ���� 
  z 
 ���� cm
 for pure central vertex �ts
�Fig �����a��

BPC resolution

The intrinsic �hardware� BPC contribution to the �e resolution is of the same order of
magnitude as the vertex �t contribution� approximately ��� of the events have a BPC
hit error of � � mm
 corresponding to a �e resolution of � mrad� However
 to reach
this precision
 it is essential to perform a precise alignment of the BPC chamber to the
central tracker
 in order to avoid a systematic displacement �e�g� horizontal"vertical shifts

rotation
 inclinement� of the BPC with respect to the central tracker
 degradating the
intrinsic BPC resolution��
Two methods are available for the BPC chamber alignment and resolution estimate�


The H
 detector is aligned to the CJC chamber� which is the main element of the H
 tracker� Other
central tracker elements �CIZ� CIP� COZ and COP� are �xed to CJC� The CJC�referential is thus the basis
of the H
 coordinate system� For the angular measurements with respect to the incoming e�beam direction
�e�g� scattered electron polar angles�� an eventual beam�tilt with respect to the CJC�axis has to be taken
into account� In 
��� the average correction accounting for the beam�tilt was as large as � mrad�
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Mean
RMS

 0.2571E-04
 0.2827E-02

Mean
RMS

 0.2371E-03
 0.3411E-02

a
 b


c
 d


Figure ����� �e resolution
Vertex 
t error �data� points� Monte Carlo� shaded histogram� absolute nor�
malisation� for central vertices �a� and forward vertices �b�� �e��simulated for
the shifted vertex interactions �Monte Carlo simulation� for an unique BPC
hit in front of the scattered electron cluster �c� and several hits �d��
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�� Extrapolation of the scattered electron track �CJC�CIZ� to BPC%

�� Extrapolation of the scattered electron track from the interaction vertex via CIP to
BPC�

The �rst method was used for a 	�dimensional alignment of the BPC chamber with respect
to the CJC�axis and to estimate the global �e resolution ����� It turns out that BPC was
displaced in x by ��� mm and in y by ��� mm
 and that the global � mismatch is less than
��� mrad� The �e resolution
 measured for the nominal vertex high statistics data
 turns
out to be in average ��	 mrad �RMS�
 in agreement with Monte Carlo simulation� The
second method was used as an independent cross�check of the BPC alignment�
The �e resolution
 as it is obtained from the Monte Carlo
 is slightly worse for the

shifted vertex interactions� Fig �����c� d presents the distributions of �e� �simulated for the
event samples �SV� with a unique BPC hit in front of the scattered electron cluster �c�
and with several BPC hits �d�� Note
 that the shape of the distribution is not Gaussian
due to a non�Gaussian contribution of the z�vertex error� The resolution obtained is ���
mrad �RMS� in the �rst case �c�no preshowering� and 	�� mrad �RMS� for events with
preshowering �d��
In conclusion
 the �e resolution is described with a satisfactory precision by the Monte

Carlo simulation� Taking into account the residual di�erence between data and Monte
Carlo and the uncertainty on the global BPC shift of ��� mm in x and ��� mm in y
 we
take � mrad as the systematic uncertainty of the �e measurement� This overall error does
not include local e�ects
 treated in the next two sub�sections�

��	�� Vertex bias for the shifted vertex data

A strong local bias of the z�vertex reconstruction is observed in case of the shifted vertex
interactions� It a�ects events with the z�vertex �tted from a single track due to the
scattered electron� The vertex position is systematically shifted by a few cm towards the
centre of the H��detector� The �e polar angle
 de�ned from the z�vertex and the BPC
hit
 is then systematically underestimated
 leading to an overestimated Q� measurement�
As a consequence
 events migrate from the low Q� region to higher Q�
 the e�ect being
emphasised by the ��Q� dependence of the DIS cross�section� Fortunately
 only the Q� �
�� GeV� kinematic range is a�ected
 which is anyhow covered with much higher statistics
by the nominal vertex data sample
 not a�ected by this problem� However
 we considered
important to mention this e�ect
 since quite a big e�ort was done by the CJC group to
provide an explanation�
Fig ���	�a presents the �e distribution for events with the z�vertex �t from a single

track �data� full points
 Monte Carlo� shaded histogram% absolute normalisation to the
luminosity�� The peak at �e � �
�� corresponds to the region where the scattered electron
is observed within the CJC acceptance
 de�ning a reconstructed vertex� The angular limit
of the CJC acceptance for the backward scattered particles is � � �
�� �SV interactions
only�� The second peak at �e � �
�� also corresponds to events with the z�vertex �t by a
single track� However
 the scattered electron being outside the CJC acceptance
 the track
de�ning a vertex is compulsory due to a current jet particle�
The bias in the z�vertex reconstruction for the �rst class of events with a vertex �tted

by a single scattered electron track is demonstrated on Fig ���	�c� d� Fig ���	�c presents
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a
 b


c
 hzi � ���

�z � ����

d
 hzi � 
��

�z � ����

e
 hzi � ����
�z � ����

f
 hzi � ����
�z � ����

Figure ���	� �a� �e distribution for events �SV� with vertex 
t from a single track and
�b� for all selected DIS events with 
�� 
 Q� 
 �� GeV� �data� dots� Monte
Carlo� shaded histogram� absolute normalisation on the luminosity�� z�vertex
distribution and Gaussian 
t for the shifted vertex data �c�d� and the Monte
Carlo simulation �e�f� for events with a vertex 
t from a single track with
�e 
 �
��� �c�e� and with �e � �
��� �d�f��
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the z�vertex distribution for the events with �e 
 �
���
 while Fig ���	�d corresponds to
the events with �e � �
��� �right peak on Fig ���	�a�� A shift of � � cm is observed�
Fig ���	�e� f shows the similar distributions for the Monte Carlo simulation� In this case
both distributions have approximately the same mean value of the Gaussian �t�

As to the origin of this phenomenon
 we suppose it is due to the special character of the
vertex �t with a single track
 close to the edge of the CJC chamber� such tracks cross the
whole length of the CJC chamber and are almost parallel to the CJC chamber wires� A
saturation can thus occur as to the total charge collected by the a�ected wires
 leading to
a distortion in the charge division measurement
 used for the hit z�position determination�
As a consequence
 the vertex �t is biased for this class of events in case of the shifted
vertex interactions��

Due to this phenomenon
 an excess of events is observed in the �nal DIS sample
 as
can be seen on Fig ���	�b� A bump is visible around �e � �
��
 which is poorly described
by the Monte Carlo simulation�

��	�	 Preshowering and BPC�BEMC matching

Preshowering in front of the BPC

As it has already been introduced in section ���
 a substantial fraction of events with the
electron scattered in the BEMC is a�ected by preshowering
 which occurs in the cables
between CJC and BPC and in the tracker readout electronics
 situated on its rear edge�
The association of the BPC hit to the scattered electron cluster is evident in case of no
preshowering
 while it is not straightforward for events with a large solid angle preshow�
ering
 which produces several hits in the BPC �up to ��� in a few squared centimetre
spot�

Fig �����a shows the proportion of events with no preshowering�	 in front of the BPC
for the shifted vertex data �full points� and Monte Carlo simulation �crosses�
 in function
of the scattered electron impact point radius in BPC with respect to the beam�axis� One
immediately observes that there is on average twice as many events with no preshowering
in the Monte Carlo simulation
 compared to data� In addition
 there is a pronounced
peak in data at Rbpc � ���� cm
 not even qualitatively described by Monte Carlo��� The
areas at Rbpc � �
�� and Rbpc � ���� cm
 squeezing the peak
 correspond to the dead
material accumulations due to the end��ange electronics of CIZ and of CIP respectively�

�The bias is not observed in case of the nominal vertex interactions for the following reasons� �rst� the
CJC chamber is specially calibrated for these data� and second� the proportion of events with only one
reconstructed CJC track due to the scattered electron is much lower than in case of the SV interactions
�since the CJC acceptance is increased in the forward direction� allowing the current jet to be measured
for most events�

��The de�nition of �no preshowering� depends on the resolution of the tracking detector� i�e� the BPC�
Here� we use the following de�nition�

� One reconstructed BPC hit in front of the scattered electron cluster�

� Error of the BPC hit reconstruction �bpc � � mm� which �xes approximately the maximum size of
the preshowering spot �see footnote ���

��A peak is present in Monte Carlo at Rbpc � ���� cm� However� it is signi�cantly less pronounced that
in data and displaced by � � cm�
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The proportion of events with no preshowering increases again towards small values of
Rbpc
 as the scattered electron passes below the tracker and the end��ange electronics�

a


b


c


Figure ����� a� Fraction of events with no scattered electron preshowering in front of BPC
for the shifted vertex data �full points� and Monte Carlo simulation �crosses�
in function of Rbpc �the scattered electron impact point radius in BPC with
respect to the beam�axis�� b� Distribution of the DIS events in function of
Rbpc� data full points� Monte Carlo histogram� Absolute normalisation� c�
ratio of data over Monte Carlo from the previous distributions�

The straightforward conclusion is that the dead material description and therefore the
electron preshowering is not correctly implemented in the Monte Carlo simulation� The
question arises about the impact of this poor implementation on the structure function
measurement�

Impact on DIS event sample� Migrations

The DIS event distribution in function of Rbpc for the data �full points� and the Monte
Carlo simulation �histogram� is shown on Fig �����b
 together with the ratio of data over
Monte Carlo �Fig �����c��
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A bump is present in the data around Rbpc � ���� cm and correlated with the increased
fraction of events with no preshowering �see Fig �����a�� The e�ect is not present in the
Monte Carlo simulation�

The following explanation as to the origin of this phenomenon is proposed�

� If a �wrong� BPC hit is chosen
 the event eventually migrates �upwards� or �down�
wards� by a few cm �maximum � � cm� in Rbpc and thus to higher or lower recon�
structed Q�� On the other hand
 at Rbpc � ���� cm relatively few events undergo
migrations due to a higher proportion of events with no preshowering �unique BPC
hit�%

� Events migrating from Rbpc � �
�� and Rbpc � ���� cm areas can be reconstructed
in the Rbpc � ���� cm area� Thus a surpopulation appears at Rbpc � ���� cm
 while
the ares at Rbpc � �
�� and Rbpc � ���� cm are depopulated
 not compensated by
the inverse migrations from Rbpc � ���� cm�

Systematic error attribution

Correcting the Monte Carlo dead material implementation and resimulating the whole set
of Monte Carlo �les �more than ���M of events� did not appear as a reasonable solution�
As the e�ect studied here has a local character
 we decided to estimate its impact on the
F� measurement only�

A procedure has been developed
 reproducing arti�cially the described above migra�
tions in the already simulated Monte Carlo �les� The procedure consists in recalculating
the individual event weight according to the shape of the experimental Rbpc distribution�
The total number of Monte Carlo events is kept constant�

The systematic error is de�ned as the di�erence between the F� measurements ob�
tained before and after Rbpc reweighting� The systematic error estimate is performed for
the nominal vertex closed triangles data� The obtained result is shown in table ��� in
function of the Bjorken invariants x and Q�� The errors are not negligible in case of the F�

Q� �GeV�� n x ������ �����	� ������ ������ �����	 ����� ����	� �����

��� �����
��� ����� �����
���� ���
� ����� ���
� �����
���� ����� ����� ����� ���� ����� �����
���� ���	� ����� �����
���� ����� ����� ���	� �����
	��� ���� ���� ���	� �����

Table ���� Systematic error to F� in function of the Bjorken invariants x and Q� account�
ing for the bad Monte Carlo description of the dead materials in front of the
BPC�

measurement with the nominal vertex high statistics data� They are however negligible in
case of the shifted vertex data
 since for a given Q� ��e� range
 events are integrated over
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a larger R range
 compared to the nominal vertex case� Thus
 the e�ect is �washed out�
and is not taken into account in the shifted vertex and satellite bunch analyses�

��� y
 measurement

The variable y� is de�ned starting from the purely �hadronic� yh �see section ����� The
latter is measured from a combination of central track momentum and calorimeter cell
energies ����� On Fig ���� the fraction of yh measured from tracks
 LAC and BEMC
calorimeter contributions are given in function of log�	yh� An isolation criterion is used


Figure ����� Fraction of yh originating from tracks� BEMC and LAC calorimeter contribu�
tions �From ������

avoiding counting the LAC energy originating from a track already used in yh� The
) method being used for the kinematic reconstruction at low�y
 the yh measurement is
dominated by the LAC and track contributions� At high y
 the current jet is emitted in
the backward direction and the BEMC contribution plays an increasing role�

The Monte Carlo simulation is shown on the same �gure �histogram� for information�
Note that the agreement of the Monte Carlo simulation with data is meaningless as for the
description of the BEMC contribution� the Monte Carlo was globally tuned to the data

and the BEMC calorimeter being a purely electromagnetic calorimeter
 large �uctuations
can occur from event to event �see 	���� and Fig 	�
��

y� reconstruction and bias

The di�erent contributions entering the hadronic y � tracks
 LAC and BEMC cells � were
tuned using the nominal vertex data� Dedicated studies ���� show that the reconstruction
of the hadronic �nal state is unbiased and the Monte Carlo description is correct�
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No special tuning of the hadronic y
 i�e� crack corrections in LAC
 is performed for the
shifted vertex interactions� A di�erent picture of the hadronic �nal state reconstruction
can thus appear�
The only means to study the y� reconstruction for the shifted vertex interactions in

data and its Monte Carlo simulation description is to compare y� to ye in their overlap
region
 where both methods of kinematics reconstruction are available
 i�e� at high y�
On Fig �����a� b ye is compared to the generated y �ygen�� Fig �����a is a scatter plot of
�yegen � ye��y

e
gen in function of log y

e
gen� Fig �����b presents the result of a Gaussian �t of

the left distribution in bands of yegen� The error bars represent the spread �resolution� of
ye� As expected
 the ye reconstruction is not biased in the Monte Carlo and its resolution
is excellent down to y � ���� We thus use ye as the reference�y both for the data and the
Monte Carlo simulation in the range �� � ye � ���� in order to check the y� reconstruction�
Unfortunately
 this comparison can not be applied in the interval y 
 ���
 where the
importance of the ) method increases�
Fig �����b� f y� shows a comparison of ye for data �c� d� and Monte Carlo �e� f�� As

on Fig �����a� b
 the left one is the scatter plot of �ye � y���ye in function of logye and
the right one is the result of the Gaussian �t with the error bars representing the spread
�resolution��
The y� resolution is correctly reproduced by the Monte Carlo simulation
 but not

its absolute value
 which is systematically lower than ye� This can be attributed to an
underestimate of the hadronic �nal state energy in the reconstruction procedure� the �ux
of particles cross di�erent detector parts than for the nominal vertex interaction position
and the detector response can be modi�ed �i�e� LAC crack corrections����
If the Monte Carlo simulation had followed the data
 the e�ect would cancelled for the

F� measurement
 and there would be no need for special corrections� However
 there is
a pronounced disagreement between the data and the Monte Carlo simulation �compare
Fig �����d and f�� A systematic shift of y� by � ��� would be necessary to cover the
gap between data and Monte Carlo� In addition
 the sigma method is used in the y 
 ���
range
 not covered by this study� A global tuning of di�erent components entering yh is
in fact needed for the shifted interaction vertex position� A ��� systematic error is thus
attributed to yh for the F� structure function measurement
 when the sigma kinematics
are used�

��The BEMC electromagnetic energy response was adapted to the shifted vertex interactions �see sec�
tion �����
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Figure ����� Quality of the y� reconstruction �shifted vertex interactions��
a� �yegen�ye��yegen as function of log yegen �Monte Carlo�� b� result of a Gaussian

t �error bars represent the spread �resolution�� c�d� �ye � y���ye as function
of log ye �data�� e�f� �ye � y���ye as function of log ye �Monte Carlo��
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Selection e�ciencies

Two distinct steps can be found in the DIS selection procedure
 with associated losses and
e�ciencies�

� Hardware trigger and data acquisition	

�� BEMC trigger e�ciency �BSET�%

�� Trigger losses due to the ToF veto%

	� L��farm �lter losses%

� O
�line selection	

�� Event classi�cation losses%

�� Vertex reconstruction e�ciency and losses due to vertex error cuts%

�� BPC hit association losses%


� ECRA requirement losses%

�� ZORRO requirement losses�

The �rst group is �analysis independent�
 i�e� is common to all DIS analyses of H� data

and is studied outside the framework of the present thesis �BSET�trigger
 see section 	����%
BToF
 see section 	�	% L�
 see section 	���� A global �� correction is applied
 mostly to
account for the BToF veto hardware and L� reconstruction ine�ciencies�
The second group is speci�c to the F� analysis and is not directly correlated with the

�rst group�
The event classi�cation and the ZORRO requirement turn out to be essentially loss�

free �see respectively section �����
 page ���� In this section
 we discuss in detail the vertex
e�ciency
 since it is most critical and less well known
 and brie�y the BPC and ECRA
losses�

	�� Vertex reconstruction e�ciency

The vertex e�ciency issue appears to be the faintest to understand and to handle e�ect

in the whole of the F� analysis� One could think that the vertex e�ciency accounts
primarily for the detector hardware properties
 for the track �nding e�ciency and the
vertex �t algorithm e�ciency� Thus the vertex e�ciency is at �rst sight a pure topological
quantity and its de�nition would be� �the fraction of events with a reconstructed vertex
for a given event topology
 i�e� particle density and angular distribution�� However
 the
event topology description is delicate to handle in the context of the F� structure function
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measurement� The latter is performed as a function of the x and Q� variables
 and is based
on comparisons between the number of DIS events in the data and in the Monte Carlo
simulation� Thus the vertex e�ciency has to be expressed as a function of x and Q�� Of
course
 it still solely depends on the event topology
 but it is also strongly correlated with
the underlying physics �choice of the input F� structure function and of the fragmentation
process�
 which is a priori only known to some extent� So
 even if the correlation between
vertex e�ciency and �event topology� is correctly reproduced by the Monte Carlo
 this
does not mean that it is correctly described in function of x and Q�� In addition
 the
measured x and Q� values are subject to QED radiation e�ects
 which have also to be
correctly modelised� This implies that the vertex e�ciency description by the Monte Carlo
is sensitive to the input parameterisation� taking a di�erent parameterisation modi�es the
fraction of radiative events and hencefore the vertex e�ciency� Finally
 the global vertex
e�ciency for the F� measurement also depends on the relative contribution of �normal
DIS� and �rapidity gap� DIS events� Hence di�erent �physics� and thus di�erent event
topologies are mixed�up at the same measured x and Q� values�

Hence
 if we observe discrepancies between data and Monte Carlo simulation
 should
we attribute them to a wrong hardware simulation
 to a wrong quark fragmentationmodel
used in Monte Carlo or to di�erences between the Monte Carlo input parameterisation and
the �true� F�! Those questions are not purely formal
 as we have to apply corrections
in the �rst two cases
 while
 as we will see later
 the issue is less straightforward for the
latter�

The above listed questions and problems do not fully encompass the vertex e�ciency
issue� Before developing it in details
 let us emphasis again that our major di�culty was to
disentangle the di�erent sources of discrepancy between data and Monte Carlo simulation
and
 of course
 to estimate them�

����� Vertex e�ciency measurement

The vertex e�ciency is de�ned as�

Evertex � Nevents with vertex

Ntotal

�	�z�� �����

where Nevents with vertex is the number of DIS events with a reconstructed vertex lying
within 	� of the nominal z�vertex position and Ntotal is the total number of DIS events
originating from the same z�vertex interval �as a function of �x�Q�� or E

�

e
 etc��� The
former quantity is measured directly
 but the latter is more tricky to obtain for following
three reason�

� The vertex requirement is a major background rejection criterion
 and we have thus to
deal with an important background contamination �essentially non�ep background�
among the event sample with no reconstructed vertex%

� The satellite bunch contribution has to be corrected� while the satellite luminosity
is small �� ������ with respect to the main bunch luminosity�
 its larger Q� accep�
tance enhances its contribution compared to the main bunch� Hence
 the satellite
bunch contribution to the event sample with no reconstructed vertex can be as high
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as � �� �since we do not know if an event without reconstructed vertex comes from
the nominal or satellite bunch�
 arti�cially decreasing the apparent vertex e�ciency%

� The z�coordinate of the interaction point is needed to compute the polar angle of
the scattered electron and thus the event kinematics�

Two methods are used to estimate the event losses due to the vertex requirement�

� One can use an alternative z�vertex reconstruction
 using the CIP and BPC detectors
�see Fig ��� and ������ The advantage of this method is that it naturally avoids the
quoted di�culties� However
 it does not cover the low Q� kinematic range
 because
of the limited CIP detector geometrical acceptance�

� The second method ���� relies on the event sample obtained by applying more re�
strictive EBPC and ECRA requirements in order to reduce the background con�
tamination� The remaining background is subtracted using the pilot bunches� The
satellite correction is calculated analytically from the known satellite bunch lumi�
nosity and detector acceptance�� Finally
 the z�vertex position is set to its default
nominal z�value of the interaction point for both the event samples with and without
reconstructed vertex�

Both methods agree within �� in their overlap region �����

����� Vertex e�ciency for the �electron� kinematics

Fig ����left presents the vertex e�ciency measured using the �rst method �CIP� for the
shifted vertex data �full points� and obtained from two Monte Carlo simulations �the solid
and dashed lines correspond respectively to the Monte Carlo simulations based on the result
of the QCD �t to the H� ��� F� measurement

� and to the MRSD* parameterisation �
	���
The vertex e�ciency is estimated in function of the scattered electron energy E

�

e for three
di�erent �e ranges� �a� �����
��
 �b� �
���
���� and �c� �
�����
��� The choice of the
� binning is motivated by the position of the scattered electron track with respect to CJC�
�a� the electron track is within the CJC acceptance
 a vertex is always reconstructed% �b�
transition region �see also section ��	��� and �c� the scattered electron track is outside the

�Consider a scattered electron candidate identi�ed by its BEMC energy deposition E and a BPC hit at
radius R� Since the interaction vertex was not reconstructed� it is not known whether it originates from
the nominal or satellite bunch regions� The scattered electron energy and BPC impact radius are hence the
only two measured quantities� The total number of events observed within the energy and radius intervals
�E and �R is�

N�E�R� � �Lnominal
d��nominal

dEdR
	 Lsatellite

d��satellite
dEdR

��E�R �����

One can thus de�ne a probability that an electron observed at radius R with energy E comes from the
nominal bunch region� This probability is used as a weight when counting the total number of events with
no reconstructed vertex�

The di�erential cross section in �E�R� variables is obtained from the QCD structure function parame�
terisation by multiplying the di�erential cross section in �Q�� x� variables by the corresponding Jacobian�
The ratio of cross sections in �E�R� is about � for the satellite and the nominal bunch events ��
��

�This simulation was originally performed using the GRV ���� structure function parameterisation�
We reweighted it on an event by event basis to the H
  �� �t �see section ��
���� Note that the GRV
parameterisation describes anyway the H
 data with satisfactory precision�



�
� Chapter 
� Selection e�ciencies

trajectory
scattered electron

BPC chamber

BPC hittwo cathode layers
Signals detected in

True interaction
position

CIP vertex

R1 = 15.7 cm
R2 = 16.6 cm

z-axis

CIP chamber

Figure ���� Sketch of the CIP vertex de
nition� using the BPC hit and two overlapping
clusters of CIP pads with a detected signal�

CJC acceptance
 the interaction vertex being reconstructed from the current jet particles
only� Fig ����right is the ratio of the e�ciencies obtained using the data and obtained
from the Monte Carlo �for the H� ��� parameterisation�� A linear �t is performed to the
lower energy part �E

�

e 
 �� GeV� of the ratio and shown on the same �gure�
Several conclusions can be drawn from Fig ���� �i� The adopted �e binning is observed

to be pertinent
 as the vertex e�ciency evolves from � ���� in the �rst �e bin to sig�
ni�cantly lower values when the scattered electron track is outside the CJC acceptance

especially for high E

�

e% �ii� As expected
 a strong drop of the vertex e�ciency is observed
in the kinematic peak region
 where the current jet is emitted in the forward direction

leaving no tracks in the CJC and when the electron itself does not reconstruct the vertex
�b and c�% �iii� The results obtained with the CIP method are described with acceptable
precision �within 	�� by the Monte Carlo simulation �H� ��� parameterisation�
 except in
the kinematic peak
 where the disagreement is more pronounced �mainly for �e between
�
��� and �
���% �iv� The vertex e�ciency is not stable in the Monte Carlo simulation
with respect to the input parameterisation� the MRSD* based Monte Carlo undershoots
the e�ciencies obtained from the data and the H� ��� parameterisation simulation both
at low energy and in the kinematic peak�
Concerning the latter point
 the di�erence at low energy is understandable
 since

MRSD* is known to describe poorly the low Q� HERA data� its x evolution is essen�
tially �at in x at low Q�
 in contrast with a persistent F� rise
 observed even for the lowest
Q� values attained by H� �Q� � ��� GeV��� The DIS Born cross section is thus underes�
timated by MRSD*
 while the radiative contribution to the cross section depends weakly
on the choice of the F� parameterisation� the rate of QED radiative events at low energy is
mostly determined by the F� behaviour in the kinematic peak
 where all parameterisations
presently available are similar
 since they are tuned to the �xed target experiment results�
Thus
 at low energy we have relatively more �kinematic peak� radiative events in the case
of the MRSD* than of the H� parameterisations� Those events have the current jet in
the forward direction
 often outside the CJC acceptance �see Fig ��	�b�
 leaving few or no
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Figure ���� Vertex e�ciency in function of the scattered electron energy Ee in slices of
�e� a� ���� �
��� b� �
�� �
���� and c� �
���� �
��� The left column shows
the results of the vertex e�ciency measurements for the shifted vertex data
using the CIP method �full points� and for two Monte Carlo sets �solid line �
H� ��� parameterisation� dashed line � MRSD! parameterisation �
���� The
right column is the ratio of the e�ciencies for data over Monte Carlo �H� ���
parameterisation��
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tracks in the CJC and increasing the proportion of events without reconstructed vertex�

This behaviour thus suggests that the vertex e�ciency drop is mainly caused by ra�
diative events� The vertex requirement reduces the span of radiative migrations in the
kinematic plane
 i�e� hard radiative events migrating from the kinematic peak to lower
E

�

e are mostly eliminated from the sample by the vertex requirement� We did not investi�
gate this phenomenon deeper in the present analysis
 since we choose rather to minimise
radiative corrections using the ) kinematics �see next section��

This intricate e�ect plays in favour of using the Monte Carlo method for the F� measure�
ment
 instead of the so�called �factorisation� method
 where all e�ciencies are explicitly
factorised to correct for event losses� the vertex e�ciency simply can not be factorised out

due to its strong correlation with radiative corrections� It provides an essential contribu�
tion to control the QED radiation�

As to the discrepancies in the kinematic peak � anyhow not used for the F� measure�
ment � we think that two major e�ects are contributing� �i� di�erent simulation conditions
for the two Monte Carlo sets compared here� simulated vertex distribution
 tracker sim�
ulation
 detector calibrations
 etc�� The vertex e�ciency falling sharply in the kinematic
peak
 it is very sensitive to the details of the simulation% �ii� the LEPTO generator ��
�
used for these simulations is known to su�er limitations at low W ���p invariant mass��
Events are not generated with W 
 � GeV �shifted vertex sample � W 
 � GeV�
 and the
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Figure ��	� In�uence of the W limitation on the vertex e�ciency �shifted vertex Monte
Carlo��
di�erence between vertex e�ciencies obtained with a W generation cut at �
and at �� GeV� a� in function of E

�

e� b� in function of y�� Statistical errors
are not shown�

generation is done poorly for � 
 W 
 � GeV � �y 
 ����� ����
 because of di�culties
in the scattered quark hadronisation� At �rst sight
 there should be no problem
 since we
do not select events with W 
 � GeV� However
 this e�ect can induce a lack of radiative
events migrating inside the accepted sample mainly at low y
 y 
 ���� � ����
 and there�
fore disturb the vertex e�ciency description there� Besides
 the amount of events lost can
vary depending on the structure function set used for the Monte Carlo simulation
 thus

�A six months delay elapsed between the MRSD" and the GRV Monte Carlo productions�
�In fact we do not consider events with W � � GeV during the event selection�
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leading to discrepancies in the vertex e�ciencies between di�erent Monte Carlo simula�
tions� Fig ��	 demonstrates for the shifted vertex Monte Carlo the di�erence ����� � ���
in the vertex e�ciencies obtained with a W � � and a W � �� GeV generation cut
 in
function of E

�

e and y� �statistical errors are not shown�� The e�ect is quite dramatic in the
kinematic peak �high energy
 y� 
 ����� and is almost absent at low energies �high y�
 as
expected� It is interesting to note that the e�ect increases slightly towards the lowest ener�
gies
 probably due to the pure �hard radiation� character of the vertex ine�ciency there

which is due only to �kinematic peak� events migrating at lower energies� Of course the
di�erence is ampli�ed by comparing W � � to �� GeV
 while in our case it is only W � �
to � GeV
 but it is illustrative of a dangerous e�ect� High precision F� measurements in
the coming years
 extended towards very low y �y � ����� in the low Q� kinematic range

will require further investigation of this problem�

To conclude� the �e � Ee context is not well suited for drawing de�nite quantitative
conclusions as to the quality of the Monte Carlo description of the data
 due its extreme
sensitivity to the underlying physics
 mainly through QED radiative migrations�

����	 Vertex e�ciency for the �sigma� kinematics

The ) kinematic reconstruction being almost unsensitive to QED radiations
 it is thus
natural to estimate the vertex e�ciency as a function of y� and not E

�

e �or equivalently
ye� at high y
 iso�energy lines are parallel to y lines
 see Fig ��	
 section �����

Fig ��� presents the result of the vertex e�ciency measurement in function of y� �right�
compared to a similar measurement in ye �left�� As before
 full points represent e�ciencies
obtained for the shifted vertex events
 using the CIP method applied to the data
 whereas
the solid and dashed lines are obtained from Monte Carlo simulations
 with respectively
the H� ��� and MRSD* parameterisations� Fig ����c� d present the ratio of e�ciencies
obtained from data over those extracted from the Monte Carlo simulations
 for the MRSD*
�full points� and H� ��� �solid line� parameterisations�

As expected
 there is a signi�cant di�erence between the vertex e�ciencies obtained
with these two parameterisations for the electron method
 while both simulations are
nicely consistent for the sigma method
 making plain our hypothesis concerning the e�ect
of radiation on the vertex e�ciency�

The �e� y� binning of the kinematic plane is most convenient for the vertex e�ciency
study
 but at the condition that the y� resolution be acceptable� We draw the attention
to the fact that the latter is known to be limited� it is signi�cantly worse than the ye
resolution for y � ���� Therefore
 a local deterioration of the vertex e�ciency would be
simply �washed out� when measured in function of y��

Fig ��� �left� presents a comparison of the vertex e�ciencies obtained from the data
with the CIP method �full points� and given by the Monte Carlo simulation �H� ��� �
solid line� in function of y� in �e slices
 and their ratio �right�� Statistics allow for a
signi�cant measurement at y� � ����� Data and Monte Carlo e�ciencies agree within
	� for the ��� 
 �e 
 �
�� range �limited by the CIP acceptance� studied here� We
emphasise again that the observed agreement is meaningless for the very low y region �and
probably also for the very high y region
 see next section�
 where the vertex e�ciency is a
sharply falling function
 particularly at the edge of the CJC acceptance for the current jet�
An extension of the precise F� measurement towards very low y using the ) method will
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Figure ���� Vertex e�ciency in function of ye �a� and y� �b�� The full points� solid and
dashed line correspond respectively to the e�ciencies obtained using the CIP
method applied to the data �SV�� and from the Monte Carlo simulations with
the H� ��� and MRSD! parameterisations� The bottom plots �c� d� show the
e�ciency ratios �data overMonte Carlo� histogram and dots being respectively
for the H� ��� and MRSD! parameterisations��

require di�erent tools for understanding the vertex e�ciency� Meanwhile
 we are satis�ed
with the present level of uncertainty of the vertex e�ciency at low y
 in view of the large
errors from di�erent other sources
 dominating the F� measurement precision there�

����� Vertex e�ciency at low x � low Q�

For a small part of the kinematic plane covered by the H� measurements
 the scattered
quark is ejected backwards
 with �j approaching ���

�
 sometimes outside the CJC accep�
tance �tg�j�� � tg�e�� � y���� y�
 see also Fig ��	�b
 section ����� One could thus suspect
a decrease of the vertex e�ciency for such events� Unfortunately
 the CIP method does
not cover this part of the kinematic plane� We have thus to stick to the second method

with all underlying inconveniences and uncertainties�
Since we want to study the vertex e�ciency behaviour for events with the current jet

emitted backward
 it is natural to measure it as a function of �j � We �rst need to make
sure that the �j resolution is su�cient to observe possible local e�ects�
The quality of the �j reconstruction is summarised in Fig ���� The pronounced sys�

tematic shift was investigated earlier in section ���� The �j resolution is poor even for
y� � ��� and is � ��� as �j � ����� This is not su�cient to observe a sharp e�ect as �j
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Figure ���� Vertex e�ciency in function of y� in slices of �e� a� �����
��� b� �
���
����
and c� �
�����
��� The left column shows the results of the vertex e�ciency
measurement for the shifted vertex data using the CIP method �full points�
and the Monte Carlo simulation �H� ��� parameterisation�� The right column
shows the ratio of these results�
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approaches the CJC acceptance edges� such e�ect would however be visible as a smooth
decrease for �j � �
���
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Figure ���� Quality of the �jet reconstruction�
a� Systematic behaviour of the reconstructed �jet ��rec� with respect to the
generated �quark ��gen� in function of y�� the points are the result of Gaussian

ts in slices of y�� the error bars represent the spread �resolution�� b� As in
�a�� but in function of �jet�

The event sample is selected with the additional requirement y� � ���
 which insures
both a better �j resolution and an emphasis on the low x � low Q� part of the kinematic
plane� Fig ��
 presents the results in function of �j �left� and E

�

e �right�% the Monte Carlo
simulation is performed with the H� ��� parameterisation� There are only few non�ep
background events among the sample with a reconstructed vertex
 essentially at low E

�

e

and at high �j � The level of backgrounds �mainly non�ep background� is signi�cantly
higher in the sample with no reconstructed vertex
 and the background subtraction is
done statistically
 using pilot bunch events �see section ��	���� Statistical �uctuations in
the background subtraction can be large
 which explains that the vertex e�ciency exceeds
��� in some bins� The satellite bunch correction is not applied �it is approximately a
global factor�� The photoproduction background was not taken into account
 but one
would expect a feeble impact on vertex e�ciency�
The two upper �gures show the distribution of the selected DIS events with recon�

structed vertex in function of �j and E
�

e� Note that the sharply falling energy distribution
around �	 GeV is not correctly reproduced by the Monte Carlo simulation because of the
y� � ��� cut
 the y� method being known to su�er of a systematic calibration bias�
The next two �gures present the vertex e�ciency measurements obtained from the

data �full points� and from the Monte Carlo �solid line�� The two bottom �gures are the
e�ciency ratio �data over Monte Carlo�
 with a straight line �t superimposed� The result
of the �t is close to that obtained before �see for example Fig ����c�� Note however that
the satellite correction would bring it slightly up
 in agreement with the previous results�
It is di�cult to argue that a fall of the vertex e�ciency does not exist for �j � �
���

It still may be a matter of background subtraction or a statistical �uctuation� There is
a similar drop �while statistically less signi�cant� at low E

�

e� We thus do not exclude the
possibility of a � �� drop of the vertex e�ciency at high �j �
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A� � ���� A� � �
��

Figure ��
� Vertex e�ciency for the low Q� � low x sample ���� 
 y�� E
�

e � �� GeV�� with
the current jet dominantly emitted in the most backward direction �the CJC
acceptance is limited to � �
�� in case of the shifted vertex data�� in function
of �jet �left� and E

�

e �right�� The two upper 
gures are the distributions of the
selected events with a reconstructed vertex for the data �full points� and the
Monte Carlo simulation �H� ��� parameterisation� shaded histogram�� The
central 
gures are the vertex e�ciencies obtained with the second method�
after background subtraction using the pilot bunch events �data � full points�
Monte Carlo � histogram�� The bottom plots are the ratios of these e�ciencies
�data over Monte Carlo �full points� and a linear 
t to them �solid line��
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It would be interesting to performe a similar analysis with the nominal interaction
vertex data
 where the CJC acceptance is smaller with respect to the backward�scattered
quark and the e�ect should be more pronounced� Note however
 that the e�ect is probably
not very strong
 even for the nominal vertex
 because of the colour correlation in �normal
DIS� events between the struck quark and the proton remnant� the central � region is �lled
with hadronisation particles
 paying o� with a reconstructed vertex� This is presumably
not true for the rapidity gap events� In this case
 the e�ect may also depend on whether the
pomeron is dominantly composed of gluons or quarks� In the latter case the hadronic jet
tends to be con�ned in a small solid angle around the struck quark direction
 while in the
former case more hadrons are produced due to gluon radiation
 weakly correlated with the
struck quark direction� Tests performed with a Monte Carlo simulation ����
 for a slightly
higher Q� range �nominal vertex interactions
 Q� � � GeV�� and for y � ���
 showed that
the vertex e�ciency does not decrease if the pomeron is gluon�like
 whereas there is a ���
decrease of the vertex e�ciency if the pomeron is quark�like� Thus if rapidity gap events
represent ��� of the total DIS bulk
 the vertex e�ciency will decrease by a mere ��

yet integrated over the �j range corresponding to Q

� � � GeV� and y � ���� The latter
class of events can thus induce a measurable vertex e�ciency decrease in the kinematic
region studied here� The remaining questions then concern the size of the rapidity gap
contribution for the lowest Q� range
 and the nature of the dominant pomeron component�
The ��� SPACAL�calorimeter data analysis enlarges the kinematic plane coverage down to
Q� � ��	� GeV and x � ������
 and will require a careful investigation of this phenomenon�

����� Forward vertex e�ciency

In order to increase the global vertex e�ciency at low y
 it is interesting to include in the
sample events with only a forward reconstructed vertex �see page ��
 section �������
Fig ��� shows the proportion of events with only a forward reconstructed vertex
 com�

pared to the total amount of DIS events
 as a function of y� �a� and �e �b�� The full
points correspond to the shifted vertex data
 and the solid line to the Monte Carlo simu�
lation �H� ��� parameterisation�� As expected
 the forward vertex contribution increases
at very low y
 where the current jet is emitted outside the CJC acceptance but still inside
the forward tracker acceptance �a�� Furthermore
 relatively few events with the scattered
electron crossing the CJC have only a forward vertex �b�� The Monte Carlo simulation
tends to reproduce correctly the e�ciency of the forward vertex reconstruction
 without
any signi�cant bias�

	�� BPC hit association losses

Two di�erent aspects of the BPC hit association to the scattered electron cluster centroid
are studied here� its energy dependence and the geometrical uniformity over the BPC
volume� The BPC chamber was introduced in section 	���� and the EBPC estimator was
de�ned in section ������ To recollect
 EBPC is the distance
 in the BPC plane
 between the
cluster centroid projection onto it and the closest BPC hit� The intrinsic BPC e�ciency
�hardware and reconstruction e�ciencies� is know to be independent of the electron energy
and weakly dependent on the r�� position �for more details
 see ��	��� However
 the EBPC
e�ciency is expected to decrease at low scattered electron energy due to a worse cluster
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Figure ���� Fraction of events with only a forward reconstructed vertex�
a� in function of y� �full points� data� solid line� Monte Carlo� H� ��� param�
eterisation�� b� in function of �e�

centroid resolution
 i�e� the EBPC distribution is wide at low energy
 and a measurable
fraction of genuine DIS events can have an EBPC distance greater than � cm �our cut��
However
 an apparent EBPC ine�ciency can be observed due to photoproduction and
non�ep backgrounds �see Fig ����
 which become important at low energy� As to the
geometrical uniformity
 particular attention has to be payed at the inner and outer BEMC
and BPC edges
 i�e� at R � �� and � �� cm�
The EBPC e�ciency is estimated as�

EEBPC � NEBPC	� cm

NEBPC	� cm �Nother
� ���	�

where NEBPC	� cm is the number of events satisfying the EBPC 
 � cm requirement and
Nother is the number of events with EBPC � � cm or without any reconstructed BPC hit
in the vicinity of the identi�ed electron candidate cluster� The latter number is di�cult
to estimate because of the background contamination �both photoproduction and non�ep
backgrounds�
 particularly high at low scattered electron energy� The photoproduction
background was simulated with the PHOJET generator and normalised absolutely
 to the
integrated luminosity� When studying the energy dependence of the EBPC requirement

an additional background �lter
 based on CIP detector signals�
 was used� It allows for
an e�cient rejection of non�ep background events
 and also to reduce the photoproduction
contamination� Unfortunately
 it is limited by the CIP detector geometrical acceptance
and can not be used when studying the radius dependence of the EBPC e�ciency� How�
ever
 since the radius dependence is uncorrelated with energy
 we avoid the background
contamination by requiring E

�

e � �� GeV
 without use the CIP �lter�
Fig ��� presents the EBPC estimator e�ciency as a function of the scattered electron

energy and of the cluster centroid radius� The bottom plots �c� d� are the ratios of the

�It consists in requiring a CIP signal on the straight line between the interaction vertex and the scattered
electron impact position in the BPC �or in the BEMC if there is no reconstructed BPC signal�� For more
details see �����
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e�ciencies obtained from the data and using the Monte Carlo simulation
 with a straight�
line �t superimposed�
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Figure ���� EBPC requirement e�ciency in function of a� the scattered electron energy
E

�

e and b� the radius of the centroid position Rcog �full points� obtained from
the data� solid line� using the Monte Carlo simulation�� The bottom plots �c�
d� are the corresponding ratios �data over Monte Carlo�� with a straight�line

t superimposed onto it�

One can see that the E
�

e�dependence of the EBPC e�ciency is reproduced by the
Monte Carlo simulation with satisfactory precision in the energy range shown here� Note
however
 that the photoproduction background description by the Monte Carlo is subject
to a systematic uncertainty�
 not shown on Fig ���
 which could shift the simulated EBPC
e�ciency at low energy up or down by a few percent�

As to the R�dependence
 a visible edge e�ect is observed for Rcog 
 �� cm� This e�ect
is attributed to a poor simulation� In order to avoid corrections
 we limit the DIS selection
to Rbpc � �� cm �corresponding to Rcog � �� cm after parallax correction�� This is in fact
the main limitation to the accessible �ducial volume at low Q�� A dedicated study of the
outer BPC�BEMC edge was presented in ����� It appears that the discrepancies between
data and Monte Carlo are as high as � to �� as R approaches �� cm ��

�Using the control sample of electron tagged �p events� the uncertainty due to photoproduction back�
ground is estimated to be � ��� of the applied correction �����

�The following corrections are applied to the Monte Carlo e�ciencies� to account for discrepancies be�
tween data and Monte Carlo at the outer BPC edge ��
��
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	�� ECRA requirement losses

The ECRA estimator has been introduced in section ������ Here
 we study the ECRA
e�ciency with respect to the scattered electron energy and the geometrical uniformity�
The latter point is de�nitely less relevant than in the case of EBPC
 since ECRA is mainly
de�ned by the transversal spread of the electromagnetic shower
 which has no reason to
vary signi�cantly within the BEMC volume�
Fig ���� presents the ECRA e�ciency as obtained from the data and with the Monte

Carlo� Again
 as for EBPC
 a small decrease of the ECRA e�ciency �cut at � cm� is
observed for low electron energies �see Fig �����a�� This feature is attributed to noise
�uctuations in cells included in the BEMC cluster
 which have a larger e�ect for low
cluster energy and can thus induce an apparent widening of the cluster radius �ECRA� at
low electron energy� In addition
 the background contamination increases at low energy

and leads to an apparent decrease of the ECRA e�ciency �see Fig ��� and Fig ����b�� The
e�ect of the photoproduction background on the ECRA e�ciency is illustrated on Fig �����
a� At �� GeV
 the ECRA e�ciency compared using the Monte Carlo varies by � ���
�from ��� to ����
 depending on whether the photoproduction background �normalised
to luminosity� is included or not in the Monte Carlo sample� Taking into account this
systematic uncertainty
 the Monte Carlo simulation describes the data well �note that
only events with y 
 ��� or equivalently Ee � �� GeV are used in the present analysis�

	�� Summary

The vertex e�ciency has been studied and compared with the results of Monte Carlo
simulations� For the latter
 it is shown that the vertex e�ciency is strongly dependent on
the F� input parameterisation
 mainly through QED radiation� The pure �electron�like�
vertex e�ciency
 i�e� estimated as a function of �e and E

�

e
 is the most sensitive to the QED
radiative e�ect
 and thus appears as inappropriate to draw quantitative conclusions on the
agreement between the e�ciencies estimated from the data and using the Monte Carlo�
On the other hand
 the �mixed� kinematics vertex e�ciency
 i�e� in �e and y�
 provides
a less biased picture� It is less sensitive to radiative e�ects and provides a better context
for global quantitative estimates of the quality of the data description by the Monte Carlo
simulation� However
 it does not allow for studying possible local e�ects
 in particular at
the CJC edges
 because of the poor y� resolution� Future high precision analyses based
on SPACAL data extended towards low y at low Q� should study this matter thoroughly�
Using the CIP method to estimate the vertex e�ciency in function of �e and y�
 it was

found that there is a global agreement between the data and the Monte Carlo simulation�
At low Q�
 a 
 	� systematic di�erence was observed� We stress again that the observed
agreement is probably unsigni�cant at the CJC edges with respect to the current jet
direction
 i�e� at low y �kinematic peak� or at low x and low Q� �see Fig ��	�a� b�
 because
of the poor y� resolution�

Q� �GeV�� ���� ���� ���� ���� ���� 
���� 
����
correction 
� 
� �� ���� �� �� ��

Note that for the Q� range used in the present thesis� only relatively low y values are reached for the F�

measurement� and it is therefore equivalent to apply corrections in Q� or in �e�
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Figure ����� ECRA requirement e�ciency in function of a� the scattered electron energy
E

�

e and b� the radius of the centroid position Rcog �full points� data� solid
line� Monte Carlo including photoproduction background� dashed line� Monte
Carlo without photoproduction background�� The plots �c� d� are the corre�
sponding ratios �data over Monte Carlo including �p background� with a
straight�line 
t superimposed onto it�

An attempt has been performed to improve the understanding of the vertex e�ciency in
the latter kinematic range by estimating it as a function of the purely topological quantities�
�e and �j � The resolution of the latter quantity for �j � ���� is of � ���� Although this
resolution is not su�cient to observe clearly a possible sharp fall of the vertex e�ciency
when the current jet leaves the CJC acceptance volume
 a possible � �� disagreement
between the data and the Monte Carlo vertex e�ciencies was found for �j � �
��� The
e�ect is probably limited because of the colour correlation in �normal DIS� events between
the struck quark and the proton remnant� the central � region is �lled with hadronisation
particles
 probably giving a vertex� An eventual vertex e�ciency decrease can be attributed
to the presence in the DIS sample of the rapidity gap events� The e�ect would be more
pronounced since the dominant pomeron component is quark�like
 while the gluon�like
pomeron seems to have less or no impact on the vertex e�ciency ����� It would however
require a better understanding with increasing statistics and a study extended towards
very low Q� and x kinematic range� For instance
 the rapidity gap contribution has to be
included in the Monte Carlo event sample�

In the Monte Carlo simulation ���� the e�ects of the W limitation on the vertex ef�
�ciency was found to be small for the low Q� � low x part of the kinematic plane �less
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than �����
 while it is not negligible at low y
 and has to be investigated further for future
analyses�
The EBPC and ECRA e�ciencies were found to be correctly reproduced by the Monte

Carlo simulation�
Taking into account similar results obtained for the nominal vertex data ���
 ��
 ���


an overall �� error is assigned due to the imperfect description of the various e�ciencies
with the Monte Carlo simulation� In ���
 a larger error was added to account for the vertex
reconstruction e�ciency at low Q� �Q� 
 ��� GeV�
 up to ��� and at large x �low y
 up
to �� ���
 �����
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Chapter �

F� measurement

In the previous chapters we have presented a detailed discussion of the available data

of the Monte Carlo simulation and the detector calibrations
 resolutions
 e�ciencies and
systematic e�ects� We are now ready to present the results of the F� structure function
measurement
 together with an accurate estimate of systematic errors� We start by impair�
ing the ��nal touch� to the Monte Carlo simulation� Next
 the kinematic range in which
an F� measurement is possible is determined and the appropriate method for the kinematic
reconstruction �i�e� �electron� or )� is discussed� The results of the F� measurement are
presented and compared for di�erent kinematic reconstruction methods and for di�erent
event samples
 i�e� satellite bunch
 shifted vertex
 nominal vertex open and closed triangles
data samples� The �nal F� measurement from the ���� data ��� uses results obtained with
these di�erent data samples
 allowing for a better coverage of the kinematic plane� This
thesis contributes to the H� ��� measurement ��� in the lowest Q� part ���� 
 Q� 
 ���
GeV��
 using a combination of analyses of the satellite and the shifted vertex data sample�

��� Event samples and data to Monte Carlo comparisons

In this section we will �rst deal with the reweighting of the Monte Carlo vertex distribution

which did not reproduce with satisfactory precision the data in the original simulation�
Then the reweighting procedure of the Monte Carlo events is presented
 in view of minimis�
ing the in�uence of the choice of the input parton distribution set �originally GRV �
����
This is an essential feature of our Monte Carlo based iterative method of F� extraction�
Next
 correctness of the implementation of radiative corrections in the DJANGO Monte
Carlo simulation is veri�ed� Finally
 the achieved quality of the Monte Carlo simulation
will be demonstrated by comparing the Monte Carlo predictions for various distributions
with the data�

����� Reweighting of the z�vertex distribution

Fig 
���a presents the distribution of the z coordinate of the interaction vertex
 for the
shifted vertex data and for the original Monte Carlo simulation
 together with the corre�
sponding ratio and a straight�line �t to it �c�� The Monte Carlo simulation reproduces
poorly both the mean z�position and the width ��� of the experimental z�vertex distri�
bution� This means that the Monte Carlo simulation does not reproduce correctly the
fraction of events lost because of the BPC�BEMC acceptance limitation� When using the
Monte Carlo method for the F� measurement
 it appears that even a shift of a few cm
of the z�vertex distribution in the Monte Carlo leads to a measurable modi�cation of F�
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�mostly at low Q�
 where the bins are strongly a�ected by the acceptance limitation
 see
for example Fig 
����
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z � �
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z � 	��

Figure 
��� The z�vertex distribution for the shifted vertex data �full points� and Monte
Carlo simulation �solid line� DIS �DJANGO�� shaded histogram� photopro�
duction �PHOJET�� a� before and b� after reweighting �absolute normalisa�
tion to the total integrated luminosity�� The bottom plots �c� d� show the
ratio of the z�vertex distributions for the data and as obtained from the Monte
Carlo� together with a straight�line 
t to it�

To determine correctly the mean position and the width of the z�vertex distribution

one has to take into account the BPC�BEMC geometrical acceptance e�ect
 which in�
creases in the decreasing z�direction and biases the shape of the z�vertex distribution� The
best solution would be of course to use a sample of events
 selected without using the
BPC�BEMC trigger
 as for example the e�tagger triggered �photoproduction� events� For
the time being
 this was not done for technical reasons� A less �clean� solution
 adopted
here
 is to restrict the sample of DIS events to the � range where the scattered electron
remains inside the BPC�BEMC acceptance for the whole z�vertex range of the event sam�
ple� Thus obtained �data and MC� z�vertex distributions can be reliably measured and
the estimated unbiased width and central position are used to reweight the original Monte
Carlo z�vertex distribution on an event by event basis �before the detector e�ects are in�
cluded
 i�e� generated distribution�� Technically
 each Monte Carlo event is assigned a
weight proportional to the ratio of the two Gaussian distributions describing the vertex
z�coordinate corresponding respectively to the Monte Carlo and the data� Of course
 in
order to preserve the total number of simulated Monte Carlo events
 the surface beneath
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End of run range z	 �cm� � �cm�


�	�� ����� ������

�	�� ������ ������
����� ����� ������
����� ����� ������
�	��� ����� ������
����� 
���� ������
����� 	���� ������
��	�� ����� ������
����� �	���� ���	��
��
�� 	�	�� ������
����� ��
�� ������
����� 	���� ������

����	 ������ ������
����� 
����� ������

����� ����� ������

Table 
��� H� database lookup table of the nominal z�vertex for H� run ranges
�from ������
The nominal ep interaction position and the longitudinal shape of the p�bunch
�which determines the shape of the observed z�vertex distribution� were evolv�
ing in time due to slightly di�erent HERA injection conditions�

the Gaussians must be kept constant� To be precise
 one should also take into account that
the fraction of events generated outside the BPC�BEMC acceptance and de�nitely lost

which varies depending on the generated z�vertex distribution� This is however a second
order correction
 which we discard here�

Fig 
���b presents the z�vertex distribution for Monte Carlo events
 resulting from
the procedure described above� As designed
 the Monte Carlo reproduces the data much
better� The reasons for the minor disagreement in the tails are the following� �rst
 the
z�vertex distribution is not exactly Gaussian �see subsection �FToF data analysis�
 sec�
tion ��	���% second
 the remaining non�ep background
 not included in the Monte Carlo
 is
approximately uniformly distributed along z �see Fig ��
�a�
 producing an excess of events
at the edges of the z�vertex distribution� The slightly di�erent Monte Carlo normalisation
after reweighting �see �t parameters
 Fig 
���c� d� can be understood in view of the Q�

cut used here to select the data and the Monte Carlo event samples �Q� � 	�� GeV��

which induces more losses when the z�vertex distribution is shifted towards the BEMC
�decreasing z�direction
 i�e� before reweighting��

The z�vertex distribution is tuned in a similar way in the case of the satellite bunch
data sample and in the case of the nominal vertex data sample� The latter was performed
separately for data taking periods characterised by similar HERA injection parameters

re�ecting in a similar width and mean position of the interaction region ����� Table 
�� ����
summarises the evolution of the z�vertex distribution over the whole ��� data taking period�
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����� Reweighting of the input F� parameterisation

In the iterative procedure of the F� determination
 the experimental F� measurement is
introduced as an input of a new Monte Carlo simulation� However
 it is not possible to
resimulate the whole set of Monte Carlo �les �� � M events�
 once the F� measurement is
available� A di�erent solution has been adopted here
 consisting in reweighting the already
simulatedMonte Carlo set on an event by event basis
 according to the F� parameterisation
obtained from the latest obtained F� measurement�
To a good approximation the event weight is�

Weight�FMC
� �x�Q��� FMEAS

� �x�Q��� �
FMEAS
� �x�Q��

FMC
� �x�Q��

� �
���

where FMC
� �x�Q�� is the original Monte Carlo simulation structure function �in our case

obtained from the GRV parameterisation �
��� and FMEAS
� �x�Q�� is the measured �new�

structure function� This is su�ciently precise if y is not too high� At high y
 however
 the
FL contribution becomes signi�cant
 modifying the �x�Q

�� event distribution and thereby
the DIS cross section� We discuss this in the following�
The DJANGO Monte Carlo program ���� uses the program HERACLES ���� to gener�

ate events at the parton level
 which in turn are fragmented and hadronised using DJANGO
routines based on LEPTO ��
� and JETSET� The cross�section for deep inelastic scattering
is de�ned in the one�boson exchange approximation and takes into account higher�order
QCD corrections only in the leading order approximation �LO��

d��

dxdy

LO

�
��	�

xyQ�
�Y
F��x�Q

�� � Y�F��x�Q
���� �
���

with
Y� � �� ��� y��� �
�	�

Non�logarithmic O�	s� corrections are to be taken into account explicitely� in the DIS
scheme
 these corrections show up as a non�zero longitudinal structure function FL� The
longitudinal structure function is taken into account in the calculation of the cross section
by HERACLES� The corrected DIS cross section is�

d��

dxdy

O

s�

�
d��

dxdy

LO

� ��	
�

xyQ�
y�FL�x�Q

��� �
���

The inclusion of FL a�ects the �x�Q
�� distribution and thereby the cross section
 but not

the generation of the hadronic part of the event� The e�ect is up to ��� at high y in the
lowest Q� bins� It can be de�ned as ��
��

FL � FQCD
L �x�Q�� � FTM

L �x�Q�� � FHT
L �x�Q��� �
���

where FQCD
L 
 FTM

L and FHT
L are respectively the QCD contribution
 the target mass

correction and the higher twist contribution� The QCD contribution �leading twist� is to
order 	s given by ����

F
QCD
L �x�Q�� �

�	s�Q
��

	�
x�
Z �

x

dy

y
F��x�Q

�� �
�	s�Q

��

�

X
f

e�fx
�
Z �

x

dy

y�
��� x

y
�yg�y�Q���

�
���
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where the sum runs over the quark �avours
 and g�y�Q�� is the gluon density estimated
from a QCD �t to the data� The �rst term originates from the gluon radiation diagram
and the second from the photon�gluon fusion� FQCD

L gives an important contribution at
small x
 where the gluon term dominates� The target mass correction to O�m�

p�Q
�� is

given by ���
 ���

FTM
L �x�Q�� � �

m�
p

Q�
x�
Z �

x

dy

y�
F��y�Q

��� �m
�
p

Q�
x�F��x�Q

��� �
�
�

Finally the �dynamical� higher twist contribution to O���Q�� can be written as ���
 ���

FHT
L �x�Q�� � �

��

Q�
F��x�Q

��� �
���

In the kinematic range studied here only FQCD
L contributes signi�cantly
 and the two

other contributions can be safely disregarded ����� The longitudinal structure function can
thus be parameterised using expression 
�� and using the F� measurement and the gluon
density g estimated from a QCD �t to the data�

FMEAS
L �x�Q�� � FQCD

L �FMEAS
� �x�Q��� g�x�Q���� �
���

The Monte Carlo event weight including the FL e�ect is �nnaly taken as�

Weight�FMC
� � FMC

L � FMEAS
� � g� x� Q�� �

d��MEAS�dxdy

d��MC�dxdy
� �
����

where the di�erential cross section is calculated according to expressions 
�� and 
��
 and
x
 Q� values are calculated at the hadronic vertex ��
This procedure is equivalent to resimulate Monte Carlo �les with a new input parton

distribution set and is applied on�line
 when running over Monte Carlo event �les�� Fig 
��
presents the scattered electron energy distribution from the data �shifted vertex� and that
obtained using the Monte Carlo simulations �a� using the original GRV parameterisation%
b� reweighted according to the new parameterisation based on the H� ��� measurements

according to the procedure described above�

�The di�erential cross section calculated using the hadronic vertex kinematics is in a good approximation
the Born cross section since the radiative corrections on the hadronic side are small� Furthermore� these
radiative corrections do not depend on the structure function choice� as do the radiative corrections on the
leptonic side�

�A powerful possibility is provided by the latest PAW ��
� development � the dynamic shared libraries
interface � allowing for subsequent calls to the external program libraries from inside a PAW interactive
session� The Monte Carlo input structure function reweighting is thus done interactively� inside PAW
sessions�
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Figure 
��� Distribution of the scattered electron energy E
�

e for the data �shifted vertex�
points� and obtained from the Monte Carlo simulation �histogram� a� before
and b� after reweighting of the Monte Carlo input structure function �origi�
nally based on the GRV parton distribution set �
	��� reweighted on an event
by event basis to the H� ��� QCD 
t ��� 	�� 
�� and including the FL e�ect� the
normalisation is performed to the integrated luminosity� The lower range 
g�
ures are the corresponding ratios �data over Monte Carlo� with a straight�line

t superimposed�
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����	 Implementation of the electroweak radiative corrections

The HERACLES ���� Monte Carlo generator includes O�	� QED corrections due to photon
radiation from both the lepton and the quark
 as well as the complete one�loop virtual
corrections� The accuracy of the implementation of radiative corrections in DJANGO was
checked by comparing with the HECTOR ���� analytical calculations� The latter describe
QED corrections up to order O�	�� in the leading logarithmic approximation �LLA��
Fig 
�	�a presents a comparison of the radiative corrections to the DIS Born cross

section �� � �� as obtained using the DJANGO Monte Carlo simulation �points� and the
HECTOR package �lines�
 in function of y for three di�erent Q� values� Q� � �
 ��
and 	� GeV�� Fig 
�	�b � d are the corresponding di�erences ��Django � �Hector� with
a straight�line �t superimposed� The kinematics used are computed with the �electron�
method and detector e�ects are not included� The HECTOR radiative corrections were
calculated here only to order O�	� for consistency with DJANGO� Note however
 that in
the kinematic range studied here the di�erence between calculations of orders O�	� and
O�	�� is insigni�cant�
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Figure 
�	� a� Electroweak radiative corrections as obtained using the DJANGO Monte
Carlo simulation �points� and the HECTOR analytical program �lines� in
function of y for three di�erent Q� values �Q� � �� �� and �� GeV��� b�d�
Corresponding di�erences between DJANGO and HECTOR radiative correc�
tions� together with a straight�line 
t superimposed �from ������

The obtained ratios of the total cross section to the DIS Born cross section are given for
information in Table 
��� The precision of the comparison presented here is limited by the
amount of generated �but not simulated� DJANGO events �more than �� M events ������
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The DJANGO statistical error is typically � �� �� ����� events per point��
DJANGO and HECTOR agree to a few percent level
 with a possible systematic e�ect

increasing towards largerQ� values� An error of �� was assigned to the DJANGO radiative
corrections
 in order to take into account a possible systematic e�ect in the total DIS cross
section description �����

����� Final Monte Carlo to data comparisons

Fig 
�� presents the distributions of various quantities as obtained from the shifted vertex
data �full points�
 and using the Monte Carlo simulation �the solid line represents the
total DIS �DJANGO� � photoproduction �PHOJET� predictions
 the shaded histogram
the photoproduction alone�� The distributions of the following quantities are shown� a�
the scattered electron energy
 b� the scattered electron polar angle �e% c� the current jet
polar angle �hadrons % d� the z�coordinate of the interaction point% e� y� and f� ye� The event
sample is restricted to the Q� range Q� � 	�� GeV�
 i�e� to the so�called �golden� region
in case of the shifted vertex data� For Q� � 	�� GeV�
 events mainly originate from the
region deep inside the BEMC inner triangles
 undergoing an important edge e�ect
 which
is di�cult to reproduce by Monte Carlo� The Monte Carlo description is therefore slightly
worse for this part of the kinematic plane� Note that this is included in the systematic
errors ��� to ��� for the Q� � ��� and ��� GeV� bins��
In general the Monte Carlo simulation describes the data well
 except at the BPC�

BEMC edges �inner and outer edges�
 where the agreement is slightly worse �for Q� � 	
GeV� and Q� � ��� GeV��� The disagreement between Monte Carlo and data for ye � ���
�see Fig 
���f� is due to the high level of non�ep backgrounds �see also Fig ���� not
subtracted here�
It is interesting to note some features of the distributions shown here and allowing for

the localisation of di�erent systematic e�ects� For example
 the background contamination
�both photoproduction and non�ep� is enhanced in the high ye part of the corresponding
distribution
 while it is smeared over a large range in the y� and E

�

e distributions� In
general
 the y� distribution is less sensitive to variations of the Monte Carlo simulation
parameters
 i�e� energy calibration
 input parameterisation
 etc� Furthermore
 in spite of
an important y� miscalibration
 known not to be reproduced by Monte Carlo and studied
earlier in section �y� reconstruction and bias� �see also Fig �����
 Fig 
���e does not give
any hint of a problem� It should be noted that Fig 
���a � c contain most interesting
information as to the quality of the Monte Carlo simulation� The E

�

e distribution not only
allows for an �integrated� control over the whole selection scheme
 i�e� z�vertex e�ciency

�ducial y limitation
 etc�
 but also controls the energy smearing description by the Monte
Carlo �energy reconstruction and radiative e�ects�
 mostly by its shape in the kinematic
peak region� The �e distribution is sensitive to the detector simulation implementation in
general
 and particularly to the z�vertex distribution simulation� Finally
 the shape of the
�hadrons distribution at low y �not emphasised here% the Fig 
���c distribution is performed
for the �electron� selection
 i�e� for y � ����� suggests that there may be some hadronic
reconstruction miscalibration�
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Figure 
��� a� Distribution of the scattered electron energy as obtained from the shifted
vertex data �points� and using the Monte Carlo simulation �solid line� DIS
�DJANGO� � photoproduction �PHOJET�� shaded histogram� photoproduc�
tion alone�� b� the scattered electron polar angle �e� c� the current jet polar
angle �hadrons � d� the z coordinate of the interaction position� e� y� and f� ye�
Absolute normalisation to the integrated luminosity�
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��� Kinematic plane coverage

����� Binning of the x � Q� kinematic plane

The following considerations are taken into account when choosing the bin size� �i� the
relative ��Q��Q� and �x�x� kinematic resolutions are known to be approximately constant
over more then 	 decades in x and two decades in Q�� The binning is therefore chosen
logarithmically equidistant
 for simplicity% �ii� the kinematic resolution ��Q� 
 �x� has to
remain well below the bin size
 so that the bin to bin correlations remain small% �iii�
statistics have to be reasonably high� This leads to the following choice of bin boundaries�

Q�� ��		� ��

� ��	
� 	���� ����
 ����	 
���� �����
�	�	� �
�
� �	�
� 	���� ����
 ����	 
���� �����
�		�� �

�� �	
�� 	���� ����
 ����	 
���� �����

x� �������� �����	�� ������	�
������� ������� ������� ����	�� �����	�
������ ������ ������ ���	�� ����	�
����� ����� ����� ��	�� ���	�
���� ���� ����

The di�erential cross sections and therefor the F� structure function are measured for
a discrete set of �x�Q�� values� These �bin centre� values xc
 Q

�
c are chosen to be�

Q�
c � ��� ��� ��� 	�� � ��� ��� ��

�� �� �� 	� �� �� �� ���
��� ��� ��� 	�� ��� ��� ��� ����

xc� �����	� ������ ������
�����	 ����� ����	� ����� �����
����	 ���� ���	� ���� ����
���	� ��� ��	� ��� ���
��	� ��

This choice of xc
 Q
�
c is mainly dictated by the possibility of easy comparisons with other

experiments �in particular ZEUS�
 as well as with earlier H� measurements�
Fig 
�� presents the binning of the low Q� part of the �x�Q�� kinematic plane ��elec�

tron� method of kinematic reconstruction�� The numbers of observed DIS candidate events
for the shifted vertex data are indicated for bins where a signi�cant DIS cross�section
measurement is performed
 together with the estimated background contamination �in
brackets�� The shaded area corresponds to the part of the kinematic plane a�ected by
the BPC�BEMC acceptance limitation
 which progressively deteriorates as �e approaches
�
�����
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Figure 
��� Binning of the kinematic plane used for the H� ��� structure function F� mea�
surement� The shaded area corresponds to the region with reduced 
ducial
volume because of the BPC detector acceptance limitation� The numbers of
observed DIS candidates are indicated for bins where the DIS cross�section
measurement is performed using the shifted vertex data ��electron� kinemat�
ics�� In these bins� the number of background events is given in brackets
�photoproduction �PHOJET� � non�ep background �from pilot bunches���
when not given� this number is � ��
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����� Kinematic measurement resolution and systematic bias

The x and Q� resolutions were de�ned in section ��� for the �electron� and the ) methods
of kinematic reconstruction
 as a function of the scattered electron energy and of the polar
angle resolutions� Here an estimate of the kinematic resolution is presented
 including
e�ects of the full detector simulation
 i�e� various inhomogeneities in the scattered electron
and hadronic �nal state reconstructions� The estimate is performed separately for the
shifted and for the nominal vertex Monte Carlo simulations� The electroweak radiative
events are excluded from the Monte Carlo event sample used here� The statistics per bin
is of the order of � �������� unweighted entries in case of the shifted vertex Monte Carlo
simulation and approximately twice as high for the nominal vertex�
Fig 
�� presents the x and Q� resolutions as obtained using the shifted vertex Monte

Carlo simulation for the �electron� method of kinematic reconstruction� Full points cor�
respond to the bins where the F� structure function measurement is performed using the
�electron� method �the �electron��) separation passes approximately at y � ���� ������
The horizontal and vertical error bars correspond respectively to one sigma of the Q� and
x resolutions ��Q� 
 �x�� The �bin centres�
 as de�ned in section 
����
 are indicated with
small points� The error bars are made to cross at a point displaced with respect to the bin
centre by the average systematic bias in the bin
 due to the kinematic reconstruction�
As expected the Q� resolution in the case of the �electron� method is excellent
 even

at low Q� �Q� � ��� GeV��� The x resolution is slightly worse
 while still very good for
y � ����� For high y bins
 corresponding to the lowest x values at �xed Q�
 the half�bin size
corresponds to � �� of the x and Q� resolutions
 meaning that the bin by bin correlations
remain small� The �electron� method reconstruction appears to be little biased�
Fig 
�
 presents similar results for the ) method� Both the Q� and x resolutions are

signi�cantly worse than in the case of the �electron� method and the x and Q� reconstruc�
tions present an important systematic bias
 particularly when the current jet is emitted
backward
 in the BEMC direction �see Fig ��	�� The �x�Q�� binning is clearly too �ne

even for ���� 
 y 
 ���
 where the ) method is ordinarily used� In order to reduce the bin
by bin correlations
 we have grouped bins two by two in x
 while the Q� binning is kept
untouched� The following new bins and �bin centres� are de�ned�

Q� � 	�� GeV � � 	�		����	�		��� 	�		����	�		���� �z �
������

Q� � ��� GeV � � 	�		����	�		��� 	�		����	�		���� �z �
�����

Q� � ��� GeV � � 	�		����	�		��� 	�		����	�		���� �z �
������

	�		����	�		��� 	�		����	�	�� �z �
������

The lower x bins �for y � ���� were kept untouched as the �electron� method is used
there� For higher Q� values
 the F� structure function measurement is performed using
the nominal vertex data�
Fig 
��
 
��
 
��� and 
��� present results of a similar study using the nominal vertex

Monte Carlo simulation� The x and Q� resolutions of the �electron� method are very close
to that obtained for the shifted vertex interactions �see Fig 
���� No bias is visible in the
high y part of the kinematic plane �see Fig 
����� The ) method resolution is slightly
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Figure 
��� Resolution and systematic bias for the shifted vertex events� using the �elec�
tron� method of kinematic reconstruction�
The full points correspond to bins where the DIS cross�section is reliably mea�
sured using the �electron� method� The horizontal and the vertical error bars
correspond respectively to one sigma of the Q� and x resolutions ��Q� � �x��
The �bin centres�� as de
ned in section 
����� are indicated with small points�
The error bars are made to cross at a point displaced with respect to the
bin centre by the average systematic bias in the bin� due to the kinematic
reconstruction�
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Figure 
�
� Resolution and systematic bias for the shifted vertex events� using the )
method of kinematic reconstruction�
The full points correspond to bins where the DIS cross�section is reliably
measured using the ) method� The horizontal and the vertical error bars
correspond respectively to one sigma of the Q� and x resolutions ��Q� � �x��
The �bin centres�� as de
ned in section 
��� are indicated with small points�
The error bars are made to cross at a point displaced with respect to the
bin centre by the average systematic bias in the bin� due to the kinematic
reconstruction�
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better than in the case of the shifted vertex interaction position
 which is understandable
since the hadronic �nal state reconstruction was tuned for the nominal interaction position
�see Fig 
���� Similar to the SV data
 a strong systematic bias exists at high y
 where
this method is not used in any case �see Fig 
�� and Fig 
����� It is interesting to note
that no ) measurement is possible for �e � ���� �the BPC acceptance edge�� This is
probably related to the particular way the ) kinematics is de�ned there� We did not try
to investigate further this phenomena�
Similar to the shifted vertex data
 the binning adopted is clearly too �ne� One can

thus argue that all ) bins have to be grouped two by two in x� This was however not done
in ����

����	 Smeared acceptance� purity and stability

Apart from resolutions
 several other parameters can be de�ned
 providing information for
each bin on the size of event migrations� Among them are�

� The smeared acceptance Asmear�

Asmear �
jNgen� x� Q�� �Nin� x� Q���Nout� x� Q��j

Nrec� x� Q��
� �
����

where Ngen
 Nin
 Nout and Nrec are respectively the number of events generated
in the bin
 migrating into the bin
 out of the bin and the total number of events
reconstructed in the bin%

� The purity P �
P �

Nstay� x� Q��

Nrec� x� Q��
� �
����

where Nstay is the number of events generated and reconstructed in the same bin%

� The stability S�
S �

Nstay� x� Q��

Ngen� x� Q��
� �
��	�

where Ngen is the number of events generated in the bin and reconstructed somewhere
inside the kinematic plane after applying �ducial cuts �y
 �e and E

�

e��

Fig 
��� presents the stability S for the �electron� and ) methods
 for the shifted
vertex interactions� In ���
 a bin was accepted for the F� measurement if Selectron � ���
or S� � ��	� Similar studies have been performed using the nominal vertex Monte Carlo
sample �����
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Figure 
��� Resolution and systematic bias for the nominal vertex events� using the �elec�
tron� method of kinematic reconstruction�
The full points correspond to bins where the DIS cross�section is reliably mea�
sured using the �electron� method� The horizontal and the vertical error bars
correspond respectively to one sigma of the Q� and x resolutions ��Q� � �x��
The �bin centres�� as de
ned in section 
��� are indicated with small points�
The error bars are made to cross at a point displaced with respect to the
bin centre by the average systematic bias in the bin� due to the kinematic
reconstruction �from ������
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Figure 
��� Resolution and systematic bias for the nominal vertex events� using the )
method of kinematic reconstruction�
The full points correspond to bins where the DIS cross�section is reliably
measured using the ) method� The horizontal and the vertical error bars
correspond respectively to one sigma of the Q� and x resolutions ��Q� � �x��
The �bin centres�� as de
ned in section 
��� are indicated with small points�
The error bars are made to cross at a point displaced with respect to the
bin centre by the average systematic bias in the bin� due to the kinematic
reconstruction �from ������



��� Chapter �� F� measurement

10
-5

10
-4

10
-3

10
-2

10
-1

1 10 10
2

Q2 (GeV2)

x

Kinematical lim
it y

 = 1y = 0.6

y = 0.1

y = 0.01

Θ
e=

17
5.

Θ
e=

16
2

Figure 
���� Systematic bias for the nominal vertex events� using the �electron� method
of kinematic reconstruction�
The arrow size and direction correspond to the direction and the size of the av�
erage systematic bias in the bin� due to the kinematic reconstruction �nominal
vertex��
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���� Systematic bias for the nominal vertex events� using the ) method of kine�
matic reconstruction�
The arrow size and direction correspond to the direction and the size of the av�
erage systematic bias in the bin� due to the kinematic reconstruction �nominal
vertex��
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Figure 
���� Bin stability for the shifted vertex interactions� using a� the �electron� and
b� the ) method of kinematic reconstruction �Monte Carlo statistical error
bars are not shown�� Note� that for the high x points at Q� � ���� � and 	��
GeV� in case of the ) method of kinematic reconstruction �bins grouped in
x two by two�� the values indicated correspond to the average stability over
two bins before grouping� The actual values for the joint bins are of course
higher� with S � ��	� Lower x bins in case of the ) method were not grouped
as the �electron� method is used there�
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��� F� measurement results

In this section the measurement of the structure function F��x�Q
�� is presented
 using the

Monte Carlo based method of extraction�

��	�� Systematic errors

The F� structure function analysis was based on the shifted vertex
 satellite bunch and
the nominal vertex data samples with the scattered electron detected in the BEMC�
The following sources of systematic uncertainties were considered�

� The uncertainty in the BEMC electron energy scale� �� �see section ������%

� An uncertainty of � mrad for the electron polar angle �see section ��	���� An extra
systematic uncertainty is included for the nominal vertex data
 accounting for the bad
implementation of the dead material in Monte Carlo simulation �see section ��	�	�
and leading to local distortions of �e reconstruction%

� The uncertainty in the hadronic energy scale� the detailed study of yh�ye and of
pT�h�pT�e �pT is the momentum transverse to the beam axis� led to the assignment
of a �� error on the hadronic energy deposited in the LAC calorimeter
 a ��� error
on the same quantity in the BEMC
 and a 	� error on the yh fraction carried by the
tracks� These errors take into account the intrinsic energy scale uncertainty of each
detector and the uncertainty of the sharing of the total hadronic �nal state energy
between these subdetectors� These numbers also include uncertainties due to the
treatment of the electronic noise in the LAC calorimeter and the BEMC ���
 ����
An extra ��� systematic uncertainty to yh is added in case of the shifted vertex
interactions �see section ����%

� An overall error of �� was assigned due to the imperfect description of the various
e�ciencies �see chapter ��� A larger error was added to account for the variation
of the vertex reconstruction e�ciency at small y �y 
 ����
 ��� where jets get
closer to the beam pipe in the forward direction ���
 ���
 and at small x and large �
�Q� 
 ��� GeV�
 ��� where H� had no further tracking device besides the BPC �see
section ����%

� An error of �� in the radiative correction was assigned based on comparisons of the
HECTOR ���� calculation with the DJANGO ���� Monte Carlo simulation results�
The agreement �to the few percent level� between the structure function results
obtained with the �electron� and the ) methods is an additional cross check for the
control of the radiative corrections�

� The structure function dependence of the Monte Carlo based F� measurement was
kept below �� by performing a two step iterative analysis �see section 
�����%

� Based on the control data sample of electron tagged �p events the uncertainty due to
photoproduction background was estimated to be smaller than 	�� of the correction
applied ��	�%
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Table 
�� summarises the values of systematic errors due to the di�erent sources� Sta�
tistical errors of the Monte Carlo simulation are added quadratically to the systematic
error� The systematic errors are given point by point� However
 some of them are strongly
correlated over a large kinematic range� The systematic uncertainty for the shifted inter�
action position data samples is typically below ���
 and �� for measurements obtained
using the nominal vertex sample� It should be noticed that compared with the analysis of
the ���	 data ���
 many uncertainties have been reduced�

��	�� Structure function F� measurement from the SV and satellite bunch
data samples

Fig 
��	 and 
��� present the results of the structure function F��x�Q�� measurement
using the shifted vertex �a� and the satellite bunch �b� data samples� The H� ��� QCD
�t ��
 ��
 
�� is superimposed as a solid line� The inner error bar is the statistical error

the outer corresponds to the full error resulting from adding quadratically the statistical
and systematic error� The normalisation uncertainty
 not included in the systematic error
shown
 is 	��� for the shifted vertex data sample and 
��� for the satellite bunch data
sample �see section ��	��

The kinematic range covered is�

Shifted vertex� �electron� � Q� � ���� ���� GeV �% x � 	�� � ���� � 	�� � ����%
Satellite bunch� �electron� � Q� � ���� ���� GeV �% x � 	�� � ���� � 	�� � ����%
SV and satellite bunch� � � Q� � 	��� ���� GeV �% x � ��	 � ���� � ��� � �����

The satellite bunch data do not allow the DIS cross�section measurement at Q� � ���
GeV� because of the trigger limitation�� The available statistics become poor as Q� � ��
GeV�� The ) method measurements at Q� � ��� � ��� GeV� are not shown because of
the dramatic increase of the systematic uncertainties as Q� decreases�

It is interesting to note that the measurements using the shifted vertex and using the
satellite bunch data have a similar systematic behaviour �see for example Fig 
��	
 Q� �
��� GeV��� This behaviour is mostly determined by the inhomogeneities of the detector
response and thereby has to be similar
 since at a given �x�Q��
 the SV and satellite bunch
events enter the same detector parts� In addition
 the same Monte Carlo sample is used
for both analyses�

The relative normalisation of the F� measurement using the satellite bunch sample with
respect to the F� measurement using the shifted vertex sample appears to be hF sat

� �F svx
� i �

����� ���� for the �electron� method and is ����� ���� for the ) method� These values
are consistent with an extra �� luminosity uncertainty in case of the satellite bunch data
sample
 compared to the SV data sample �see section ��	��
 Table ����� No systematic
structure is observed for the F sat

� �F svx
� ratio plotted in function of x at �xed Q� �not

shown here��

�The satellite bunch data sample is selected from data with the so�called closed triangle trigger con�g�
uration �see page ����
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Figure 
��	� F� structure function measurement� as obtained using the shifted vertex �a�
and the satellite bunch �b� data samples and the electron method of kinematic
reconstruction� The H� ��� QCD 
t ��� 	�� 
�� is superimposed as a solid
line� The inner error bar is the statistical error� the outer corresponds to
the full error resulting from adding the statistical and systematic errors in
quadrature� The normalisation uncertainty� not included in the systematic
error� is 	��� for the shifted vertex data sample and 
��� for the satellite
bunch data sample�
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Figure 
���� F� structure function measurement� as obtained using the shifted vertex �a�
and the satellite bunch �b� data samples and the ) method of kinematic
reconstruction� The H� ��� QCD 
t ��� 	�� 
�� is superimposed as a solid
line� The inner error bar is the statistical error� the outer corresponds to
the full error resulting from adding the statistical and systematic errors in
quadrature� The normalisation uncertainty� not included in the systematic
error� is 	��� for the shifted vertex data sample and 
��� for the satellite
bunch data sample� Note that only the ) bins used for the 
nal combined
�electron��) measurement are grouped two by two �the highest x bins at
Q� � 	��� � and 	�� GeV���
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��	�	 Combining the SV and satellite bunch data samples

Since both the SV and the satellite bunch data samples undergo the same systematic e�ects
and have approximately the same integrated luminosity �Lsvx � �
�� nb��
 Lsat � �
��
nb���
 it is worth combining them
 in order to increase the statistical signi�cance of the
F� measurement at low Q�� However
 the event selection and the background subtraction
are slightly di�erent� Therefore
 we combine directly the results of the DIS cross�section
�or F�� measurement� The combined F� is determined as a bin by bin average of F

svx
� and

F sat
� 
 weighted with the statistical uncertainties  F svx

� and  F sat
� � The only additional

systematic error of the satellite bunch sample with respect to the SV sample � a �� extra
luminosity normalisation uncertainty � is included in the statistical errors when combining�

F combined
� �

F svx
� �� F svx

� �� � F sat
� ��� F sat

� �� � ����� � F sat
� ���

���� F svx
� �� � ����� F sat

� �� � ����� � F sat
� ���

�
����

The statistical error is de�ned as�

 F combined
� �

s
��

� F svx
� ��

�
��

� F sat
� �� � ����� � F sat

� ��
�
����

Tables 
��
 
�	 and Fig 
����a� b summarise the structure function F��x�Q�� obtained in
this way with respectively the �electron� and the ) methods of kinematic reconstruction�
The full error results from adding the statistical and systematic errors �see section 
�	���
in quadrature� The normalisation uncertainty is not included in the systematic error�
The combined F� measurement is shown on Fig 
��� �full points� and compared with

the F� measurement using the nominal interaction position data �open circles% Q� � ���
GeV�� open triangle data sample% Q� � ��� GeV�� close triangle sample�� The inner error
bar is the statistical error
 the outer corresponds to the full error� Note that the statistical
errors in the case of the nominal vertex measurement are not visible �the statistical error
does not exceed 	� for Q� 
 	��� GeV��� Both measurements nicely agree within errors�
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Table 
��� F� measurement �electron method of kinematic reconstruction�� combining the
results of measurement with the shifted vertex and the satellite bunch data
samples� The full error results from adding the statistical and systematic errors
in quadrature� The normalisation uncertainty� not included in the systematic
error� is 	��� �the additional ���� normalisation uncertainty for the satellite
bunch data sample is included in the satellite bunch statistical error when
averaging��
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Table 
�	� F� measurement �) method of kinematic reconstruction�� combining the re�
sults of measurement with the shifted vertex and the satellite bunch data sam�
ples� The full error results from adding the statistical and systematic errors
in quadrature� The normalisation uncertainty� not included in the systematic
error� is 	��� �the additional ���� normalisation uncertainty for the satellite
bunch data sample is included in the satellite bunch statistical error when
averaging��
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Figure 
���� F� structure function measurement� as obtained by combining the results of
the F� measurement using the SV and the satellite bunch data samples� a�
electron method� b� ) method� The inner error bar is the statistical error� the
outer corresponds to the full error resulting from adding the statistical and
systematic error in quadrature� The normalisation uncertainty� not included
in the systematic error� is 	����
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Figure 
���� F� structure function measurement� as obtained by combining the results from
the SV and the satellite bunch data samples �full points� and compared to
the F� measurement from the nominal vertex data sample �open circles�� For
all Q� bins the �electron� method is used for the lowest x bins �y � ����� and
the ) method for the high x bins�
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��	�� Final F��x�Q�� measurement results using the full combined ����
data samples

Fig 
��
 presents the fullQ� range H� ��� F��x�Q
�� measurement
 as recently published ���


using the �electron� �full points� and ) �open squares� method� This analysis contributes
the measurement with Q� 
 ��� GeV�
 except high x points at Q� � ��� and ��� GeV�

obtained from the radiative sample analysis ���
 �
�% the Q� range ��� 
 Q� 
 ���� GeV�

corresponds to the so�called �high Q�� DIS event selection
 with the scattered electron
detected in the LAC calorimeter� The inner error bar is the statistical error
 the outer
corresponds to the full error resulting from adding the statistical and systematic errors in
quadrature� This comparison is intended to demonstrate that the systematic e�ects are
estimated correctly
 as the �electron� and ) methods have di�erent systematic behaviours
and radiative corrections� A good mutual normalisation of both methods at low x �high y�
is a cross�check of correctness of the radiative e�ect treatment for the �electron� method�

Fig 
��� and 
��� present the full H� ��� measurement �full points� �electron� and )
combined�
 respectively as a function of x at �xed Q� �Fig 
���� and as a function of Q� at
�xed x �Fig 
����
 together with results taken from the recent publication of the NMC ����
�open circles� and BCDMS ���� �open squares� Collaboration� The curves represent a NLO
QCD �t ��
 ��
 
��
 which includes data for Q� � � GeV�� The extension of the curves
below � GeV� represents the backward evolution of the �t �from �����

Compared to the previous H� analysis ��� the F� measurement has been extended to
lower and higher Q� �from ���� ���� GeV� to ���� ���� GeV��
 and to lower and higher
x �from ��� � ���� 
 x 
 ���	 to 	 � ���� 
 x 
 ��	���

��	�� Discussion

Fig 
��

 
��� and 
��� clearly demonstrate the rise of F� with decreasing x� In Fig 
��� the
data from the eight lowest Q� bins are shown �this analysis contributes the measurement
with Q� 
 ��� GeV�
 except high x points at Q� � ��� and ��� GeV�
 obtained from the
radiative sample analysis ���
 �
� �closed triangles�� They are compared with recent data
�open squares� ZEUS ��	�% open circles� E��� ����% open triangles� NMC ������ The rise
of F� towards low x is also present in the low Q� region� The measurement is in good
agreement with the data from the ZEUS experiment and matches well with the data from
�xed target experiments at higher x values�

The curves denoted MRSA�
 MRSG �
��
 CTEQ	M �
�� and GRV �
�� are obtained
from parton distribution parameterisations� The MRS and CTEQ distributions assume
an x�� behaviour for x � � at Q�

	 ��� GeV
�� They were determined using also the ���	

HERA structure function data�

The GRV calculation assumes that all parton distributions at very low Q�
	 � ��	�

GeV� have a valence like shape
 i�e� vanish for x � �� Assuming that the DGLAP
equations can be used to evolve the parton distributions from this low Q�

	 scale to larger
Q� values
 they predicted that the structure function F� should rise towards low x even
for low values of Q� � � GeV� �
��� The determination of the shape parameters of the
distributions at the starting scale uses only data from �xed target experiments and not
much freedom is left for further adjustments in the kinematic range of the HERA data�
Small variations are connected with changes still possible in the starting Q�

	 and the value
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of the QCD parameter +� Fig 
��� shows that the GRV distributions describe the data
well
 indicating that in this kinematic regime the sea quark distributions can be produced
by QCD dynamics� The GRV and MRSA� parameterisations give a good description of
the data in the range shown
 with the possible exception of the �rst Q� bin for the latter�
The MRSG and CTEQ	 distributions
 which are not available for the lowest Q� values

describe the higher Q� data well�
Parameterisations motivated by Regge theory relate the structure function to Reggeon

exchange phenomena which successfully describe the slow rise of the total cross section with
the centre of mass system energy in hadron�hadron and �p interactions� Regge inspired
models DOLA �
�� and CKMT �
�� lie below the data for Q� � � GeV at low x�
The �nal H� ��� measurement results are tabulated in Table 
�� �from ����
 providing

the F��x�Q
�� values together with statistical and systematic errors and the R values as

used in the Monte Carlo simulation �see section 
�������

�The R ratio and the longitudinal structure function FL are related by R � FL��xF� and FL �
F� � �xF��
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Figure 
��
� Measurement of the structure function by H� with the electron �full points�
and the ) method� This analysis contributes to the points with Q� 
 ���
GeV�� except the high x points at Q� � ��� and ��� GeV�� obtained from
the radiative sample analysis �		� 	
�� the Q� range ��� 
 Q� 
 ���� GeV�

corresponds to the so�called �high Q�� DIS event sample� with the scattered
electron detected in the LAC calorimeter� The inner error bar is the statis�
tical error� the outer corresponds to the full error resulting from adding the
statistical and systematic error in quadrature� The normalisation uncertainty�
not included in the systematic error� is 	��� for Q� 
 ��� GeV� and ���� for
Q� � ��� GeV� �from �����
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Figure 
���� Measurement of the structure function F��x�Q�� by H� in function of x at

xed Q�� The full points are the results of the H� ��� measurement� the open
circles are results taken from the recent publication of the NMC �	�� and the
open squares results from BCDMS �	��� The H� normalisation uncertainty�
not included in the error� is 	��� for Q� 
 ��� GeV� and ���� for Q� � ���
GeV�� The curves represent a NLO QCD 
t ��� 	�� 
��� which includes all
data for Q� � � GeV�� The curves below � GeV� represent the backward
evolution of the 
t �from �����
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Figure 
���� Same as for Fig 
��� but as a function of Q� at 
xed x� The F� values are
plotted in a linear scale adding a constant c�x� � ����i� ���� where i is the x
bin number starting at i � � from x � ��	� �from �����
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Figure 
���� F��x�Q
�� measurement in the low Q� region by H� �closed circles� non�

radiative events� closed triangles� radiative events �		��� together with results
from ZEUS �	�� �open squares�� E		� �	�� �open circles� and NMC �	�� �open
triangles� experiments� Di�erent parameterisations for F� are compared to
the data� The DOLA �
�� and CKMT �
�� curves are only shown for the
upper row of Q� bins� CTEQ�M �
�� and MRSG �
�� are shown for the lower
row� GRV �
	� and MRSA� �
�� are shown for the full Q� range �from �����
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Table 
��� Measurement of the proton structure function F��x�Q
��� with statistical and

systematic errors� The normalisation uncertainty� not included in the system�
atic error� is 	��� for Q� 
 ��� GeV� and ���� for Q� � ��� GeV� �from �����
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Table 
��� Main sources of systematic errors to the F��x�Q�� structure function
measurement�

Starting from the left are shown�
� event kinematics� Q�� x and y� Measurements obtained using the �electron�
and the ) method of kinematic reconstruction are separated by a horisonatal
line for each Q��
� F� measurement results obtained from the following data samples� ��� 
 Q� 

��� GeV� � shifted vertex and satellite bunch data samples� Q� � ��� � nominal
vertex open triangle and ���� 
 Q� 
 ����� GeV� � close triangle data samples�
They are separated with a double horizontal line�
� ratio of the radiative to the Born DIS cross�sections �� � ��� as obtained us�
ing the DJANGO Monte Carlo program and the HECTOR analitical package�
Radiative corrections are given for the �electron� points only�
� �stat� statistical error�
� �E � �� and �hadE � F� modi
cation �in �� resulting from a systematic displace�
ment of the scattered electron energy scale ������ of the scattered electron
polar angle ��� mrad� and of the hadronic energy scale �only ) measurement
is a�ected��
� �bg � systematic error of the background subtraction�
� �mc

stat� statistical error of Monte Carlo simulation�



��	

Conclusions and Outlook

The analysis presented here has been performed at DESY
 in the frame of the H� collab�
oration
 composed of more than ��� scientists from �� countries throughout the world�
A large particle detector is operated by H� in the North Hall of the HERA accelerator

for studying collisions between �
�� GeV electrons and ��� GeV protons� At HERA
 the
internal structure of the proton is being investigated with unprecedent accuracy by two
experiments� H� and ZEUS�

Deep Inelastic Scattering is a fundamental process for measuring quark and gluon
densities in the proton and to make quantitative test of perturbative QCD� Compared to
previous �xed�target experiments
 the measured kinematic range is extended by two orders
of magnitude at low x and high Q�� In this new domain
 it is possible on one side to resolve
structures down to ����� m �high Q��
 and on the other side to analyse a region of high
parton density �low x�
 which is of special signi�cance for the investigation of QCD e�ects�
The latter domain is the subject of many speculations among theorists and appropriate
experimental data are needed�

In deep�inelastic experiments the low x region is correlated
 because of the overall
limitation of the available energy
 with low values of Q�� Thus the low x phenomenology
cannot avoid investigating the transition from the structure function F� at small x to the
photoproduction cross section at high energies� The interest is thus on the W �dependence
at lowQ�
 since on one side forQ� � � the non�perturbative regime is successfully described
by the Regge�inspired models
 and on the other side for �nite Q�
 perturbative QCD
predictions are given by the evolution equations�

A measurement has been presented here of the proton structure function F��x�Q
��

based on data taken by the H� experiment during the year ����� The integrated luminosity
is ��
 pb��
 which represents a tenfold increase in statistics compared to previous analysis
based on the ���	 data� Low Q� values are reached using data with the ep interaction
vertex shifted from the nominal position in special data taking period �SV data�
 and with
the �satellite bunch� data sample� The data cover a kinematic range for Q� between ���
and ��� GeV� and x between 	�� � ���� and ��	�� The systematic e�ects a�ecting the
F� measurement were in the focus of the present analysis
 since statistical uncertainties
become insigni�cant� The detailed technical studies presented here were aimed to backing
the F� analysis results as recently published by H� ����

In order to increase the statistical signi�cance of the low Q� F� measurement a special
�proton satellite bunch� data sample was analysed here� This satellite bunch is a known
feature of the HERA proton acceleration chain and is observed in the H� detector at
z � �
� cm with respect to the nominal interaction point
 i�e� at the same position as
the SV data sample� The total integrated luminosity of this satellite bunch for the ����
e
p collisions was estimated to be 
	�� � ��� nb��� The relatively small uncertainty on
the integrated luminosity measurement for the satellite bunch ��Lsat � 
���
 compared to
�Lsv � 	��� for the shifted vertex data sample� made it possible to use these events for the
F� measurement on a comparable basis as the SV data sample� Combining the satellite
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luminosity estimate with an analysis of the Forward Time of Flight �FToF� scintillator
data
 a correction to the H� luminosity accounting for the total satellite bunch e�ect was
also provided�
The experimental method used for measurement of the DIS cross�section and the struc�

ture function F��x�Q
�� is based on a comparison of the data with the results of a Monte

Carlo simulation� The �electron� method of measuring the DIS event kinematics is known
to be the best at high y and
 in particular
 at low x � low Q�� The kinematic range is
extended at low y using the �)� method of kinematic reconstruction� The background
contamination restricts the covered kinematic domain at high y to y 
 ���� The DIS event
selection used here is based on the identi�cation of the scattered electron in the backward
calorimeter BEMC� The quality of the event selection was veri�ed by measuring the rela�
tive event yield for each particular data sample for individual detector runs� Several runs
were rejected due to known trigger
 detector or reconstruction problems� ��� ��� events
were �nally selected for the intermediate Q� values ���� 
 Q� 
 ��� GeV�� and � �� ���
events for the low Q� range ���� 
 Q� � ��� GeV��
 corresponding respectively to an
integrated luminosity of � ��� and ��� nb���
Among the systematic e�ects a�ecting the F� measurement at low Q�
 the scattered

electron energy and angle measurement uncertainties are undoubtedly the most important�
The quality of the space point measurement in the BEMC was �rst investigated and
improved� The BEMC energy calibration was then studied using the �double angle�
method for the energy reconstruction� An essential improvement of the BEMC energy
reconstruction could be achieved for the innermost triangular stacks and the crack region
separating the inner triangles and the �rst quadratic stack� Global corrections to the
BEMC energy scale were worked out for the outer BEMC stacks� The BEMC energy scale
uncertainty is reduced to �� after applying the corrections mentioned above
 which is a
substantial improvement compared to the ��
� achieved for the ���	 data� The global
quality of the determination of the polar angle �e was studied next� The �e resolution was
found to be described with satisfactory precision by the Monte Carlo simulation� Taking
into account the global BPC alignment uncertainty
 � mrad was taken as the systematic
error of the �e measurement� The �e measurement quality was found to be degradated
locally by� �i� a systematic bias in the distribution of the reconstructed z�coordinate of
the interaction vertex in the particular case of vertex �ts obtained only from the scattered
electron track and �ii� a systematic bias in the BPC hit reconstruction due to preshowering
in the cables between the CJC and the BPC� The former e�ect is found to a�ect the
Q� � �� GeV� kinematic range and only the SV data sample� At variance with the �rst
e�ect the second one is not negligible in case of the nominal interaction point collisions

while it has few or no impact on the SV data sample� It should be noted that a better dead
material description by the Monte Carlo simulation will be needed in the backward region
for future high precision measurements at very low Q�� Finally
 the hadronic �nal state
reconstruction is found to be biased in case of the shifted vertex interactions
 leading to a
��� systematic shift of y�
 not reproduced by Monte Carlo� Here again
 an appropriate
calibration has to be performed if more data are taken in the future�
The selection e�ciencies were found to be globally reproduced by the Monte Carlo

simulation with satisfactory precision� Among them
 a particular attention was paid to
the study of the vertex reconstruction e�ciency
 which is undoubtedly the faintest ef�
fect to understand and to handle
 crystallising all the conceptual di�culties of the F�
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measurement� Comparing the vertex e�ciency estimated directly from the data with the
predictions of the Monte Carlo simulation
 it was shown for the latter that the vertex
e�ciency is strongly dependent on the input F� parameterisation
 mainly through QED
radiation� The vertex e�ciency �mixed� kinematics estimate
 i�e� expressed in function
of �e and y� is proved to provide a better context for the vertex e�ciency measurement
than the pure �electron�like� vertex e�ciency� Using the CIP method to estimate the
vertex e�ciency in function of �e and y�
 a global agreement between the data and the
Monte Carlo simulation was found� At low Q�
 a 
 	� systematic di�erence was observed�
However
 due to its poor resolution
 the �mixed� kinematics does not allow local e�ects to
be resolved
 in particular at the CJC edges
 i�e� for the low Q� � low x kinematic domain�
An attempt was performed to improve the understanding of the vertex e�ciency in the
latter kinematic range by estimating it as a function of the purely topological quantities�
�e and �j � A possible � �� disagreement between the data and the Monte Carlo vertex
e�ciencies was found for �j � �
��� When larger statistics will be available and"or lower
Q� and x kinematic domain will be reached
 a better understanding of this e�ciency will
be needed� The e�ects of the W limitation in the Monte Carlo simulation on the vertex
e�ciency was found to be small for the low Q� � low x part of the kinematic plane �less
than �����
 while it is not negligible at low y
 and has to be investigated further for future
analyses� The EBPC and ECRA e�ciencies were found to be correctly reproduced by the
Monte Carlo simulation�
A correct description of the detector acceptance e�ects requires the Monte Carlo z�

vertex distribution and input parton distribution set to be reweighted according to the
experimental results� In order to de�ne the kinematic range where the F� measurement
is possible
 the resolution and stability of the �electron� and ) methods of kinematic
reconstruction were estimated using the full detector simulation� The �electron� method is
used at high y ����� 
 y 
 ����
 complemented by the ) method at low y ����� 
 y � ������
The adopted binning was found to be well suited for the �electron� method
 while the
binning is too �ne in x for the ) method of kinematic reconstruction� The ) bins were
thus grouped in x two by two
 but only in case of the SV and satellite bunch data samples�
No bins were grouped in case of the nominal vertex data sample analysis
 and this should be
done in the future� The results of the F� structure function measurements for di�erent data
samples
 i�e� satellite bunch
 shifted vertex
 nominal vertex �open� and �closed triangles�
data samples
 were compared and the agreement between them was found good� The �nal
F� measurement from the ���� data is based on these di�erent data samples
 allowing for
a better coverage of the kinematic plane� This thesis contributes directly to the H� ���
measurement in the lowest Q� part ���� 
 Q� 
 ��� GeV��
 from a combination of the
satellite and the shifted vertex data sample analyses� The errors are decreased by a factor
two as compared to the ���	 analysis�
The H� measurement is found to be in good agreement with the one of the ZEUS

experiment and matches well with the data from �xed target experiments at higher x
values� The strong rise of F� at low x is con�rmed
 down to the lowest Q� values
 Q� �
��� GeV�� The conventional DGLAP�based parameterisations �GRV and MRSA parton
distribution sets� give a good description of the data for the whole kinematic range �with
the possible exception of the �rst Q� bin for the latter�
 while parameterisations motivated
by Regge theory lie below the data for Q� � � GeV at low x�
By the time this thesis was �nalised
 preliminary results on a measurement of the
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structure function F� were reported by H� �

� for momentum transfers down to Q
� � ��	�

GeV� and for Bjorken x values down to � ������ This extension in kinematic reach to lower
x and Q� values has been achieved thanks to the ���� upgrading of both the backward
calorimeter and drift chamber� The angular acceptance of the new detectors is � �

���

for collisions at the nominal vertex
 increasing to �
���� for collisions where the interaction
vertex is shifted by 
� cm in the proton direction�� The rise of F� observed at the smallest
values reached for Q� is close to the one expected fromRegge�motivated predictions� Hence
these data cover the transition region from DIS to photoproduction�
Finally
 a few words should be said about the future prospects which were discussed

during the ���� HERA Physics Workshop �
��� A challenging scenario of running HERA
for many years has been developed� A luminosity of� ������ cm��s�� is expected resulting
in � ��� pb�� per year of HERA delivered integrated luminosity �corresponding to � ���
pb�� of H� physics luminosity�� The envisaged increase of luminosity will allow for further
improvement of the detector calibrations and thus for reducing the systematic errors to
the level of a few per cent �
 	�� in almost the full accessible kinematic range� On the
basis of these data high precision studies of QCD in the region of very small x and very
large Q� can be carried out�
For instance� �i� for Q� � ��� GeV� and both electron and positron beams running

two neutral current and two charged current reactions can be measured
 which will permit
to extract various structure functions and combinations of parton densities� All these
measurements require highest luminosities
 L � ��� pb��
 about equally shared between
electron and positron runs% �ii� by using deuterons instead of protons in HERA the neutron
structure functions can be measured and the up�down quark di�erence estimated% �iii�
reducing the electron beam energy would permit to reach very low values of Q� � � GeV�%
�iv� lowering Ep is also a necessity for measuring the longitudinal structure function FL

which indeed requires a set of about four di�erent proton beam energies with luminosities
around �� �� pb�� per energy setting% �v� �nally
 with a luminosity of several ��� pb��

the charm structure function will be measurable with an estimated accuracy of ���� This
will permit a detailed determination of the gluon distribution�

�The e�ective angular acceptance of the previous BPC�BEMC detector was 	 
��� for collisions at the
nominal vertex and 	 
����� for the shifted interaction vertex position�
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