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Deep Inelastic Scattering

Neutral current scattering Charged current scattering

�ep!eX = fp!i ⌦ �̂ei!eX

�pp!X = fp!i ⌦ �̂i,j!X ⌦ fp!jUse factorisation in pp collisions at LHC:

Factorisation in ep collisions:

Signature 
Isolated electron/positron 
pT balanced with hadronic system X

Signature 
No detected lepton (neutrino) 
pT imbalanced for hadronic system X

xfp→i = quark / gluon momentum  
 density in proton: 
 parton density function (PDFs)

PDFs are not observables - only structure functions are  
Measuring these cross sections allows indirect access to the universal PDFs xfp→i 
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DIS tests space-like 4-momentum transfer 
Complementary to time-like tests (LHC/LEP)
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Structure Functions

The NC reduced cross section defined as:
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The CC reduced cross section defined as:

neutral current

charged current
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HERA data cover wide region of x,Q2 

NC Measurements  
F2 dominates most of Q2 reach 
xF3 contributes in EW regime 
FL contributes only at highest y 

CC Measurements 
W2 and xW3 contribute equally 
WL only at high y

Kinematic Range
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EW Couplings at LO

Pe = lepton beam polarisation
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2 = F2 � (ve ± Peae)�
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pure photon piece interference piece pure weak piece

interference piece pure weak piece
ve is small ~0.05 
⇒ terms contribute little

Within the SM framework the masses of the W and Z bosons and the couplings of the light
quarks are determined. Potential modifications from physics beyond the SM are explored. EW
parameters are tested in DIS at space-like four-momentum transfer. Therefore, the studies pre-
sented here are complementary to measurements of EW parameters at e+e� or pp colliders,
which are performed in the time-like regime for example at the Z pole or at the WW threshold.

2 Theoretical framework

NC interactions in the process e±p ! e±X are mediated by a virtual photon (�) or Z boson in
the t-channel, and the cross section is expressed in terms of generalised structure functions F̃±2 ,
xF̃±3 and F̃±L at EW leading order (LO) as
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2⇡↵2

xQ4

h
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i
, (1)

where ↵ is the fine structure constant and x denotes the Bjorken scaling variable (see e.g. [38]).
The helicity dependence of the interaction is contained in the terms Y± = 1 ± (1 � y)2 with y
being the inelasticity of the process. The generalised structure functions can be separated into
contributions from pure �- and Z-exchange and their interference [39],
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and similarly for F̃L. The variables ge
A and ge

V stand for the axial-vector and vector couplings
of the lepton e± to the Z boson, respectively. The degree of longitudinal polarisation of the
incoming lepton is denoted as Pe.

The Q2-dependent coe�cient {Z accounts for the Z-boson propagator,
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It can be normalised using the weak mixing angle, sin2✓W = 1 � m2
W/m

2
Z, i.e. using the W

and Z boson masses, mW and mZ, or the Fermi coupling constant GF, which is measured with
high precision in muon-decay experiments [13]. The structure functions are related to linear
combinations of the quark and anti-quark momentum distributions, xq and xq̄. For instance, the
F2 and xF3 structure functions in the naive quark-parton model, i.e. at LO in QCD, are:
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The axial-vector and vector couplings of the quarks q to the Z boson, gq
A and gq

V , depend on the
electric charge, Qq, in units of the positron charge, and on the third component of the weak-
isospin of the quarks, I3

L,q. In terms of sin2✓W , they are given by the standard EW theory:

gq
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L,q , (7)
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F2ɣZ → main vq constraint

F2Z → main constraint on aq / vq correlation

xF3Z → main aq constraint
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W±
L ≡ 0, the structure functions W±

2 and xW±
3 may be expressed as the sum and difference of

the quark and anti-quark momentum distributions, xq(x, Q2) and xq(x, Q2):

W−
2 = x(u + c + d + s) , W+

2 = x(u + c + d + s) , (2)
xW−

3 = x(u + c − d − s) , xW+
3 = x(d + s − u − c) (3)

The total cross section, σtot
CC, is defined as the integrated cross section in the kinematic region

Q2 > 400 GeV2 and y < 0.9. From Eq.(1) it can be seen that the cross section has a linear
dependence on the polarisation of the electron beam Pe. For a fully right handed electron beam,
Pe = 1, or a fully left handed positron beam the cross section is identically zero in the Standard
Model.

3 Experimental Technique

At HERA transverse polarisation of the lepton beam arises naturally through synchrotron ra-
diation via the Sokolov-Ternov effect [10]. In 2000 a pair of spin rotators was installed in
the beamline on either side of the H1 detector, allowing transversely polarised leptons to be
rotated into longitudinally polarised states and back again. The degree of polarisation is con-
stant around the HERA ring and is continuously measured using two independent polarimeters
LPOL [11] and TPOL [12]. The polarimeters are situated in beamline sections in which the
beam leptons have longitudinal and transverse polarisations respectively. Both measurements
rely on an asymmetry in the energy spectrum of left and right handed circularly polarised pho-
tons undergoing Compton scattering with the lepton beam. The TPOL measurement uses in
addition a spatial asymmetry. The LPOL polarimeter measurements are used when available
and TPOL measurements otherwise. The polarisation profile weighted by the luminosity values
is shown in Fig. 1.

The H1 detector components most relevant to this analysis are the liquid argon (LAr) calorime-
ter, which measures the positions and energies of charged and neutral particles over the polar1
angular range 4◦ < θ < 154◦, and the inner tracking detectors, which measure the angles and
momenta of charged particles over the range 7◦ < θ < 165◦. A full description of the detector
can be found in [13].

Simulated DIS events are used in order to determine acceptance corrections. DIS processes are
generated using the DJANGO [14] Monte Carlo (MC) simulation program, which is based on
LEPTO [15] for the hard interaction and HERACLES [16] for single photon emission and vir-
tual EW corrections. LEPTO combines O(αs) matrix elements with higher order QCD effects
using the colour dipole model as implemented in ARIADNE [17]. The JETSET program [18]
is used to simulate the hadronisation process. In the event generation the DIS cross section is
calculated using the H1 PDF 2009 [8] parametrisation for the proton PDFs.

The dominant ep background contribution arises from photoproduction processes. These are
simulated using the PYTHIA [19] MC with leading order PDFs for the proton taken from
CTEQ [20] and for the photon from GRV [21]. Further backgrounds from NC DIS, QED-
Compton scattering, lepton pair production, prompt photon production and heavy gauge boson

1The polar angle θ is defined with respect to the positive z axis, the direction of the incident proton beam.

2

NC data constrain:  
- singlet quarks / gluon PDFs 
- non-singlet valence quark PDFs at high Q2 
But, flavour sensitivity is weak

CC data enable flavour decomposition of proton:

Requires e+ and e- scattering data
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CC e+ data provide strong dv constraint at high x 
(y ~ 0)

Structure Functions

For polarised lepton beams CC cross section 
scales linearly with Pe:  
σCC(e-p) = 0 for Pe= +1 
σCC(e+p) = 0 for Pe= -1
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 EW quark couplings 
eq  , aq , vq

�r = �r(↵,mW ,mZ ,mt,mh, ...)

sin2 ✓W = 1� m2
W

m2
Z

The ρNC,q and 𝜅NC,q are form factors — universal (fermion independent) functions  
of Q2 and encapsulate HO EW loop effects, 

ae =
p
⇢NC I3L,f

ve =
p
⇢NC (I3L,f � 2eqNC,q sin

2 ✓W )

GF =
⇡↵p
2m2

W

1

sin2 ✓W

1

(1��r)

In on-shell scheme

Higher Order EW Corrections

⇢CC,q , ⇢CC,q̄ are inserted for quarks and anti-quarks in the above formulae 
account for HO EW effects (mainly loop effects) 

one-loop corrections are very small, i.e. ⇢CC,eq/eq̄ deviate from 1 by a few per mille.

Many extensions of the SM predict modifications of the weak NC couplings. They can be
described conveniently by introducing additional parameters ⇢0NC and 0NC, thus modifying the
SM corrections. Also for charged current cross sections, similar ⇢0CC parameters describing
non-standard modifications of the CC couplings can be introduced. The ⇢0NC, 0NC and ⇢0CC are
introduced through the following replacements in equations (9), (10), (15) and (16):

⇢NC ! ⇢0NC⇢NC , (18)
NC ! 0NCNC , (19)
⇢CC ! ⇢0CC⇢CC . (20)

In the SM, the parameters ⇢0NC, 0NC and ⇢0CC are defined to be 1. Various models with physics
beyond the SM predict typical flavour-dependent deviations from 1 and therefore distinct para-
meters for quarks (⇢0NC,q and 0NC,q) and for leptons (⇢0NC,e and 0NC,e) are considered. These para-
meters may also depend on the energy scale. Precision EW measurements on the Z resonance
are sensitive to the NC couplings at mZ [19], while DIS is also probing their Q2 dependence. For
CC there could be independent modifications (⇢0CC) for the lepton and quark couplings for each
generation. However, only the product of lepton times quark couplings appears in the final ex-
pression for the cross section and therefore the same non-standard coupling for all generations
is assumed here. Nonetheless, new 4-fermion operators can introduce a di↵erence between
electron-quark and electron-antiquark scattering, and thus two distinct parameters ⇢0CC,eq and
⇢0CC,eq̄ are considered. These possibly scale-dependent parameters allow for additional tests of
the SM couplings.

3 H1 inclusive DIS cross section data

This study is based on the entire set of measurements of inclusive NC and CC DIS cross sections
by the H1 Collaboration, using data samples for e+p and e�p taken in HERA-I and HERA-
II. The measurements are subdivided into two kinematic ranges, corresponding to di↵erent
subdetectors where the leptons with small and large scattering angles are identified: low- and
medium-Q2 for values of Q2 typically smaller than 150 GeV2 and high-Q2 for larger values up
to 50 000 GeV2. A summary of the data sets used is given in table 1.

The low- and medium-Q2 data sets (data sets 1 and 2) [56] are combined data sets, and they
represent all corresponding NC DIS measurements at di↵erent beam energies and during di↵er-
ent data taking periods published by H1 [56,60–63]. For these data photon exchange dominates
over electroweak e↵ects, but they are important in this analysis to constrain the proton PDFs
with high precision.

Cross section measurements at high Q2 are published separately for the individual data taking
periods (data sets: 3–4 [32], 5–7 [33, 57], 8–9 [57], 10–19 [58]). The HERA-II data1 were
taken with longitudinally polarised lepton beams and exhibit smaller statistical uncertainties
due to the increased integrated luminosity, as compared to HERA-I. The high-Q2 data provide

1The numerical values of the HERA-II cross sections [58] are corrected to the luminosity measurement erra-
tum [59], by applying the factor 1.018.

8

In SM extensions, form factors can be modified

Can test for deviations beyond the SM

The same formulae also apply to the lepton couplings ge
A/V .

Universal higher-order corrections, to be discussed below, can be taken into account by intro-
ducing Q2-dependent form factors ⇢NC,q and NC,q [40], replacing equations (7) and (8) by

gq
A =
p
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L,q , (9)

gq
V =
p
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⌘
. (10)

The CC cross section at LO is written as
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.

(11)
In the quark-parton model, W±

L = 0, and the structure functions W±
2 and xW±

3 are obtained
from the parton distribution functions. For electron scattering, only positively charged quarks
contribute:

W�
2 = x

⇣
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⌘
, xW�

3 = x
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U � D

⌘
, (12)

while negatively charged quarks contribute to positron scattering:
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⌘
, xW+

3 = x
⇣
D � U

⌘
. (13)

Below the top-quark threshold, one has

U = u + c , U = ū + c̄ , D = d + s , D = d̄ + s̄ . (14)

Higher-order EW corrections are collected in form factors ⇢CC,eq/eq̄. They modify the LO ex-
pressions equations (12) and (13) as

W�
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CC,eqU + ⇢2
CC,eq̄D
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, xW�

3 = x
⇣
⇢2
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In the on-shell (OS) scheme [41, 42], the independent parameters of the SM EW theory are
determined by the fine structure constant ↵ and the masses of the gauge bosons, the Higgs
boson mH, and the fermions mf . The weak mixing angle is then fixed, and GF is a prediction,
given by

GF =
⇡↵p
2m2

W

1
sin2✓W

1
(1 � �r)

, (17)

where higher-order corrections enter through the quantity �r = �r(↵,mW ,mZ,mH,mt, . . .) [41],
which describes corrections to the muon decay beyond the tree-level [43, 44].

The ⇢NC, NC and ⇢CC parameters are introduced to cover the universal higher-order EW cor-
rections described by loop insertions in the boson propagators. The ⇢NC parameters absorb
Z-boson propagator corrections combined with higher-order corrections entering the GF-mW-
sin2✓W relation, equation (17), while the NC parameters absorb one-loop �Z mixing propagator
corrections. In addition, there are higher-order corrections to the photon propagator which can
be taken into account by using the running fine structure constant. Non-universal corrections
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U = u + c , U = ū + c̄ , D = d + s , D = d̄ + s̄ . (14)

Higher-order EW corrections are collected in form factors ⇢CC,eq/eq̄. They modify the LO ex-
pressions equations (12) and (13) as

W�
2 = x

⇣
⇢2

CC,eqU + ⇢2
CC,eq̄D

⌘
, xW�

3 = x
⇣
⇢2

CC,eqU � ⇢2
CC,eq̄D

⌘
, (15)

W+
2 = x

⇣
⇢2

CC,eqU + ⇢2
CC,eq̄D

⌘
, xW+

3 = x
⇣
⇢2

CC,eq̄D � ⇢2
CC,eqU

⌘
. (16)

In the on-shell (OS) scheme [41, 42], the independent parameters of the SM EW theory are
determined by the fine structure constant ↵ and the masses of the gauge bosons, the Higgs
boson mH, and the fermions mf . The weak mixing angle is then fixed, and GF is a prediction,
given by

GF =
⇡↵p
2m2

W

1
sin2✓W

1
(1 � �r)

, (17)

where higher-order corrections enter through the quantity �r = �r(↵,mW ,mZ,mH,mt, . . .) [41],
which describes corrections to the muon decay beyond the tree-level [43, 44].

The ⇢NC, NC and ⇢CC parameters are introduced to cover the universal higher-order EW cor-
rections described by loop insertions in the boson propagators. The ⇢NC parameters absorb
Z-boson propagator corrections combined with higher-order corrections entering the GF-mW-
sin2✓W relation, equation (17), while the NC parameters absorb one-loop �Z mixing propagator
corrections. In addition, there are higher-order corrections to the photon propagator which can
be taken into account by using the running fine structure constant. Non-universal corrections

6
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Neutral current event selection: 

High PT isolated scattered lepton 
Suppress huge photo-production background by  
imposing longitudinal energy-momentum 
conservation 

Kinematics may be reconstructed in many ways: 
 energy/angle of hadrons & scattered lepton 
 provides excellent tools for sys cross checks 

Removal of scattered lepton provides a  
 high stats “pseudo-charged current sample” 
 Excellent tool to cross check CC analysis 

Final selection: ~105 events per sample at high Q2 
  ~107 events for 10 < Q2 < 100 GeV2

Charged current event selection: 

Large missing transverse momentum (neutrino) 

Suppress huge photo-production background 

Topological finders to remove cosmic muons 

Kinematics reconstructed from hadrons 

Final selection: ~103 events per sample  

H1 Detector / Selections

 Q**2 = 21475   y = 0.55   M = 198 

 Q**2 = 21475   y = 0.55   M = 198 
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Ee = 27.6 GeV 
Ep = 820 / 920 GeV 
∫L ~ 110 pb-1

HERA-II operation 2003-2007 
Ee = 27.6 GeV 
Ep = 920 GeV  
∫L ~ 330 pb-1 
Longitudinally polarised leptons

Low Energy Run 2007 
Ee = 27.6 GeV 
Ep = 575 & 460 GeV 
Dedicated FL measurement

HERA Operation

First EW analysis performed on HERA-I data 
This analysis includes:  

full HERA-1 and HERA-II dataset 
longitudinal lepton polarisation to enhance sensitivity 
factor 10 increase in e-  & factor 3 increase in e+ luminosity 
much improved systematic uncertainties
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1 Introduction

Precision measurements of proton structure in neutral current (NC) and charged current (CC)
deep inelastic scattering (DIS) with polarised lepton beams provide a critical stress-test of
our understanding of parton dynamics and QCD as well as allowing the chiral structure of
electroweak (EW) interactions to be simultaneously probed at the highest energies and four-
momentum transfers, Q. Previously published measurements [1–7] have already provided
unique constraints [3, 8–10] on the parton density functions (PDFs) of the proton as well as
the axial and vector couplings of the light quarks to the Z0 boson [11].

In this paper we present the final H1 measurements of inclusive charged and neutral current
cross sections at high Q2. The precision measurements utilise the complete HERA-II data set
of 329.1 pb�1 delivered with longitudinally polarised electron and positron beams. Inclusive
neutral current interactions are defined as the process ep ⌅ eX mediated via �/Z0 exchange,
whereas inclusive charged current interactions are defined as ep ⌅ ⇥X and are purely weak
processes mediated via W exchange only and yield complementary information on the QCD
and EW parts of the Standard Model.

The data reach a precision of ⇤ 2% in the NC channel and cover the Q2 range from 100 to
30 000 GeV2. Together with previous H1 measurements at lower Q2 down to ⇤ 1 GeV2 [5, 7]
the data cover an impressive 4 orders of magnitude in kinematic reach: from the transition re-
gion between phenomenological models and pertubatively stable fixed order QCD calculations,
through the heavy quark production threshold region, to the kinematic domain of scattering me-
diated by the electroweak bosons. In particular the high Q2 NC and CC data presented here give
stringent constraints on the proton PDFs for Bjorken x in the range 0.001 < x < 0.65 which
is of direct relevance to all predicitions for pp scattering at centre-of-mass energy of 7 TeV and
higher at the LHC [12]. Production cross sections of new high mass states in the LHC kinematic
domain are very sensitive to the high x PDFs constrained by the HERA DIS data.

The inclusive NC and CC single differential cross sections, d⇤/dQ2 and the reduced cross
sections ⇤̃(x,Q2) are presented for e+p and e�p scattering. The data were taken with an incident
lepton beam energy of 27.5GeV, whilst the unpolarised proton beam energy was 920GeV,
yielding a centre-of-mass energy of

⌃
s = 318GeV. Both data sets are further subdivided into

samples of left handed and right handed longitudinal polarisation, Pe = (NR�NL)/(NR+NL),
where NR (NL) is the number of right (left) handed leptons in the beam. The corresponding
data sets are termed the R and L data sets respectively. The luminosity and longitudinal lepton
beam polarisation for each data set is given in Tab. 1 below.

R L

e�p
L = 45.9 pb�1 L = 103.2 pb�1

Pe = (+36.9± 2.3)% Pe = (�26.1± 1.0)%

e+p
L = 98.1 pb�1 L = 81.9 pb�1

Pe = (+32.5± 1.2)% Pe = (�37.6± 1.4)%

Table 1: Table of integrated luminosities, L, and luminosity weighted longitudinal lepton beam
polarisation, Pe for the data sets presented here.

1
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Data set Q2-range
p

s L No. of Polarisation Ref.
[GeV2] [GeV] [pb�1] data points [%]

1 e+ combined low-Q2 (0.5) 8.5 – 150 301,319 20, 22, 97.6 94 (262) – [56]
2 e+ combined low-Ep (1.5) 8.5 – 90 225,252 12.2, 5.9 132 (136) – [56]
3 e+ NC 94–97 150 – 30 000 301 35.6 130 – [32]
4 e+ CC 94–97 300 – 15 000 301 35.6 25 – [32]
5 e� NC 98–99 150 – 30 000 319 16.4 126 – [33]
6 e� CC 98–99 300 – 15 000 319 16.4 28 – [33]
7 e� NC 98–99 high-y 100 – 800 319 16.4 13 – [57]
8 e+ NC 99–00 150 – 30 000 319 65.2 147 – [57]
9 e+ CC 99–00 300 – 15 000 319 65.2 28 – [57]

10 e+ NC L HERA-II 120 – 30 000 319 80.7 136 �37.0 ± 1.0 [58, 59]
11 e+ CC L HERA-II 300 – 15 000 319 80.7 28 �37.0 ± 1.0 [58, 59]
12 e+ NC R HERA-II 120 – 30 000 319 101.3 138 +32.5 ± 0.7 [58, 59]
13 e+ CC R HERA-II 300 – 15 000 319 101.3 29 +32.5 ± 0.7 [58, 59]
14 e� NC L HERA-II 120 – 50 000 319 104.4 139 �25.8 ± 0.7 [58, 59]
15 e� CC L HERA-II 300 – 30 000 319 104.4 29 �25.8 ± 0.7 [58, 59]
16 e� NC R HERA-II 120 – 30 000 319 47.3 138 +36.0 ± 0.7 [58, 59]
17 e� CC R HERA-II 300 – 15 000 319 47.3 28 +36.0 ± 0.7 [58, 59]
18 e+ NC HERA-II high-y 60 – 800 319 182.0 11 – [58, 59]
19 e� NC HERA-II high-y 60 – 800 319 151.7 11 – [58, 59]

Table 1: Data sets used in the combined EW and QCD fits. For each of the data sets, the corresponding
range in Q2, the centre-of-mass energy

p
s, the corresponding integrated luminosity values, the number

of measured data points, and the average longitudinal polarisation values of the lepton beam are given.
During the HERA-I running period data were taken with unpolarised lepton beams. The numbers in
brackets denote the respective quantities for the full data set, i.e. without the selection of Q2 � 8.5 GeV2.
The low- and medium-Q2 data sets for

p
s = 319, 301, 252 and 225 GeV are combined into two common

data sets as described in ref. [56]. The data sets include electron and positron beams as well as neutral
current (NC) and charged current (CC) cross sections. The data sets 10–17 are updated following the
discussions in section 3 and in appendix A.

highest sensitivity for the determination of the EW parameters. The availability of longitudi-
nally polarised lepton beams at HERA-II further improves the sensitivity to the vector couplings
gq

V , as compared to unpolarised data. The data are restricted to Q2 � 8.5 GeV2, for which quark
mass e↵ects are expected to be small, and NNLO QCD predictions [64, 65] are expected to
provide a good description of the data [66, 67].

All the data samples (data sets 1–19) had been corrected for higher-order QED e↵ects due to
the emission of photons from the lepton line, photonic lepton vertex corrections, self-energy
contributions at the external lepton lines, and fermionic contributions to the running of the fine
structure constant (c.f. ref. [32]). QED radiative corrections due to the exchange of two or more
photons between the lepton and the quark lines are small compared to the quoted errors of the
QED corrections and had been neglected (c.f. ref. [33]). In the case of CC cross sections, the
data had been corrected for O(↵) QED e↵ects at the lepton line (c.f. ref. [32]).

9

Datasets Used

HERA-I

HERA-II

Low Q2 data constrain PDFs
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Combination of high Q2 data 
HERA-I and HERA-II 

Larger HERA-II luminosity  
→ improved precision at high x / Q2 

Data well described by NLO QCD in this  
case H1PDF2012 — qualitatively  
similar to HERAPDF

Unpolarised High Q2 NC Cross Sections

H1 precision 1.5% for Q2 < 500 GeV2 
⇒ factor 2 reduction in error wrt HERA-I 

Statistics limited at higher Q2 and high x 

Extended reach at high x
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Figure 14. Combined HERA I+II unpolarised NC reduced cross sections σ̃NC for e−p (solid triangles),
e+p (solid squares) and low Q2 (solid points) data shown for various fixed x as a function of Q2. The inner
and outer error bars represent the statistical and total errors, respectively. The curves show the corresponding
expectations from H1PDF 2012. Also shown in open squares are the fixed target data from BCDMS [95].
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This x region is the ‘sweet spot’ 
High precision with long Q2 lever arm 
x-range relevant for Higgs production
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H1 combination of high Q2 CC data (HERA-I+II) 
Improvement of total uncertainty 
Dominated by statistical errors  
Provide important flavour decomposition information

Unpolarised High Q2 CC Cross Sections

  

d 2σCC
−

dxdQ2 =
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2

2π
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MW
2 + Q2
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2π
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⎛

⎝
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⎞

⎠
⎟

2
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CC e+ data provide strong dv constraint at high x 
Precision limited by statistics: typically 5-10% 
HERA-I  precision of 10-15% for e+p 

Electron scattering Positron scattering

p
r
o
o
f
s
 
J
H
E
P
_
2
3
9
P
_
0
6
1
2

0

1

2

3 2 = 300 GeV2Q 2 = 300 GeV2Q 2 = 300 GeV2Q

0

1

2

3 2 = 500 GeV2Q 2 = 500 GeV2Q 2 = 500 GeV2Q

0

1

2

3 2 = 1000 GeV2Q 2 = 1000 GeV2Q 2 = 1000 GeV2Q

0

0.5

1

1.5 2 = 2000 GeV2Q 2 = 2000 GeV2Q 2 = 2000 GeV2Q

0

0.5

1

1.5 2 = 3000 GeV2Q 2 = 3000 GeV2Q 2 = 3000 GeV2Q

0

0.5

1

1.5 2 = 5000 GeV2Q 2 = 5000 GeV2Q 2 = 5000 GeV2Q

0

0.5

1 2 = 8000 GeV2Q 2 = 8000 GeV2Q 2 = 8000 GeV2Q

0

0.5

1 2 = 15000 GeV2Q 2 = 15000 GeV2Q 2 = 15000 GeV2Q

0

0.5

1 2 = 30000 GeV2Q 2 = 30000 GeV2Q 2 = 30000 GeV2Q

 

0

1

2

3

 

0

0.5

1

1.5

 

0

0.5

1

x
-210 -110

x
-210 -110

x
-210 -110

H1 Collaboration

H
E

R
A

  I
 +

 II

ccs~

 = 0
e

p, PæH1 CC e
H1PDF 2012
x(u+c)

Figure 15. Combined HERA I+II unpolarised CC reduced cross sections σ̃CC for e−p data shown for
various fixed Q2 as a function of x in comparison with the expectation from H1PDF 2012. The inner and
outer error bars represent the statistical and total errors, respectively. The dominant contribution x(u+ c) is
also shown.
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Figure 16. Combined HERA I+II unpolarised CC reduced cross sections σ̃CC for e+p data shown for
various fixed Q2 as a function of x in comparison with the expectation from H1PDF 2012. The inner and
outer error bars represent the statistical and total errors, respectively. The contribution (1 − y)2x(d + s) is
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Fit Methodology - NNLO QCD ⊗ NLO EW Fit

Zhiqing Zhang (LAL, Orsay) /15ICHEP 2018, Seoul, July 4-11, 2018

❒ 5 sets of PDFs parameterised at starting scale Q02=1.9 GeV2 

Momentum sum rule and quark counting rules applied to constrain 

Other constraints applied:  

❒ DGLAP evolution & cross section calculations in NNLO QCD 
and in NLO EW

Fit Strategy

!9

AŪ = AD̄, BŪ = BD̄

xg(x) = Agx
Bg (1� x)Cg �A

0
gx

B0
g (1� x)C

0
g
,

xuv(x) = Auvx
Buv (1� x)Cuv (1 + Euvx

2) ,

xdv(x) = Advx
Bdv (1� x)Cdv

,

xŪ(x) = AŪx
BŪ (1� x)CŪ

,

xD̄(x) = AD̄x

BD̄ (1� x)CD̄

Ag, Auv , Adv (C
0
g fixed to 25)

xf (x,Q0
2 ) = A ⋅ xB ⋅ (1− x)C ⋅ (1+ Dx + Ex2 )

xg
xuv  
xdv
xU  
xD

Dedicated PDF fit required to avoid bias (EW params used in PDF fits) 
Combine NC and CC HERA-I data from H1 
Complete MSbar NNLO QCD fit 
αs = 0.1176  (fixed in fit)

Apply momentum/counting sum rules:

dx ⋅uv = 2
0

1

∫         dx ⋅dv = 1
0

1

∫

dx ⋅ (xuv + xdv + xU + xD + xg) = 1
0

1

∫

Parameter constraints: 
AUbar = ADbar 
BUbar = BDbar 
sea = 2 x (Ubar +Dbar) 
C’g = 25 (fixed)

Q02 = 1.9 GeV2  (below mc)

Q2  > 8.5 GeV2

2 x 10-4 < x < 0.65 
Fits performed using ZM-VFNS

Each PDF parameterised by form 

• Combined QCD / EW fit accounts 
for correlations in uncertainties 

• Fits constructed very similar to 
HERAPDF2.0 at NNLO QCD

13 free PDF params. + 4 polarisation params. 
1410 measurements + 4 polarisation measurements

work [58, 66, 68], which is the successor of the H1Fitter framework [63]. The structure func-
tions are obtained in the zero-mass variable-flavour-number-scheme at NNLO in QCD using the
QCDNUM code [69, 70]. The one-loop EW corrections are included in an updated version of
the EPRC code [51], while the data have already been corrected for higher-order QED radiative
e↵ects, as outlined in section 3.

The goodness of fit, �2, is derived from a likelihood function assuming the quantitites to be
normal distributed in terms of relative uncertainties [67, 71], which is equivalent to log-normal
distributed quantities in terms of absolute uncertainties. The log-normal distribution is strictly
positive and a good approximation of a Poisson distribution. The latter is important, since in
the kinematic domain where the data exhibit the highest sensitivity to the EW parameters, the
statistical uncertainties may become sizeable and dominating. The �2 is calculated as

�2 =
X

i j

log &i�̃i
V�1

i j log & j

�̃ j
, (21)

where the sum runs over all data points with measured cross sections &i and the corresponding
theory predictions, �̃i. The covariance matrix Vi j is constructed from all relative uncertainties,
taking also correlated uncertainties between the data sets into account [58]. The beam polar-
isation measurements provide four additional data points, included in the vector &, with their
uncertainties [72] and four corresponding parameters in the fit.

The PDF fit alone, i.e. all EW parameters set to their SM values [40], yields a fit quality of
�2/ndof = 1432/(1414�17) = 1.03, where the number of degrees of freedom, ndof, is calculated
from 1410 cross section data points plus 4 measurements of the polarisation, and considering
13 PDF and 4 fit polarisation parameters. This indicates an overall good description of the data
by the employed model. More detailed studies of the QCD analysis with the given data samples
have been presented previously [58, 67].

5 Results

This section reports the results of di↵erent fits, starting with mass determinations in section 5.1,
followed by weak NC coupling determinations in section 5.2 and the study of ⇢0NC, 0NC and ⇢0CC
parameters in section 5.3.

5.1 Mass determinations

The masses of the W and Z bosons, as well as the top-quark mass are determined using di↵erent
prescriptions to fix the fit parameters of the EW theory in the OS scheme. The di↵erent prescrip-
tions lead to di↵erent sensitivities of the measured cross sections to the EW parameters [73].
The results are summarised in table 2.

In the combined mW+PDF fit, where ↵, mZ, mt, mH and mf are taken as external input val-
ues [40], the EW parameter mW is determined to be

mW = 80.520 ± 0.070stat ± 0.055syst ± 0.074PDF = 80.520 ± 0.115tot GeV . (22)

11

Excellent consistency of data allows standard 
statistical error definition: Δχ2 = 1



QCD@LHC − Dresden − 27th August 2018Eram Rizvi 14

Zhiqing Zhang (LAL, Orsay) /15ICHEP 2018, Seoul, July 4-11, 2018
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ATLAS 
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W-boson mass

H1

Determination performed in on-shell scheme: 

    to be compared with HERA-I result: 

⇒ A factor ~2 improvement! 

 

Determination of W Boson Mass

!10

• The dominant sensitivity (~120 MeV) 
comes from the normalisation of the 
CC cross sections 

• The quark and electron couplings to Z 
boson in the NC cross sections 
provides additional sensitivity of ~225 
MeV 

• The W propagator term in CC cross 
sections provides a sensitivity of ~800 
MeV

mW = 80.520± 0.070
stat

± 0.055
syst

± 0.074
PDF

[±0.115
total

]GeV

mW = 80.786± 0.205(exp)+0.063
�0.098(th) GeV

Perform fit to W mass - sensitivity mainly from CC cross section normalisation (i.e. via GF )
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Figure 2: Value of the W-boson mass compared to results obtained by the ATLAS, ALEPH, CDF,
D0, DELPHI, L3 and OPAL experiments, and the world average value. The inner error bars indicate
statistical uncertainties and the outer error bars full uncertainties.

m(GF,mW )
W = 82.05 ± 0.77 GeV. The value is consistent at about 2 standard deviations with the

world average value and with the result of the mW+PDF fit above. The larger uncertainty com-
pared to the fit described above is expected. This indirect determination of the W-boson mass
assumes the validity of the SM [38].

A simultaneous determination of mW and mZ is also performed. The 68 % and 95 % confidence
level contours of that mW+mZ+PDF fit are displayed in figure 3 (left). Sizeable uncertainties
�mW = 1.4 GeV and �mZ = 1.3 GeV with a very strong correlation are observed. A less strong
correlation is found when displaying sin2✓W = 1 � m2

W/m
2
Z instead of mZ (figure 3, right). A

mild tension of less than 3 standard deviations between the world average values for mW and mZ

and the fit result is observed. The very strong correlation prevents a meaningful simultaneous
determination of the two boson masses from the H1 data alone.

In such a simultaneous determination of two mass parameters, the precise measurement of GF

can be taken as additional input. Due to its great precision it e↵ectively behaves like a constraint,
as was proposed earlier [54,86]. The 68% confidence level contours of the mW+mZ+PDF fit with
GF as one additional input data [13], is further displayed in figure 3. As expected, the resulting
value of mW is equivalent to the value obtained in the m(GF,mW )

W +PDF fit. The 68% confidence
level contour is very shallow due to the high precision of GF. The mild tension with the world
average values of mW and mZ is reduced in comparison to the fit without GF constraint. In the
mW-mZ plane the GF constraint corresponds to a thin band. The orientation of the mW+mZ+PDF
contour is similar to the slope of the GF band, because the predominant sensitivity to mW and
mZ of the H1 data arises through terms proportional to GF and sin2✓W rather than the propagator
terms. This explains the large uncertainty observed in the m(GF,mW )

W +PDF fit as compared to the
nominal mW+PDF fit.

The value of mZ is determined in the mZ+PDF fit to mZ = 91.08 ± 0.11 GeV, to be compared
with the measurements at the Z pole of mZ = 91.1876± 0.0021 GeV [19]. The precision is very

13

mW Fit

Indirect measurement of mW, or equivalently sin2θW: 
sin2θW = 0.022029 ± 0.002233 

in on-shell scheme

Can also test the space-like charged current propagator mass = 80.62 ± 0.79 GeV
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Figure 4: Results for the weak neutral-current couplings of the u- and d-type quarks at the 68% confi-
dence level (C.L.) obtained with the gu

A+gu
V+gd

A+gd
V+PDF fit. The left panel shows a comparison with

results from the D0, LEP and SLD experiments (the mirror solutions are not shown). The 68% C.L.
contours of the H1 results correspond to ��2 = 2.3, where at the contour all other fit parameters are
minimised. The SM expectation is displayed as a star. The right panel shows a comparison of results
from fits where the couplings of one quark type are fit parameters, and the couplings of the other quark
type are fixed, i.e. the gu

A+gu
V+PDF and gd

A+gd
V+PDF fits.

Fit parameters Result Correlation
⇢0NC,u+

0
NC,u+PDF ⇢0NC,u = 1.23 ± 0.17 0NC,u = 0.88 ± 0.12 0.61

⇢0NC,d+
0
NC,d+PDF ⇢0NC,d = 1.54 ± 0.55 0NC,d = 0.74 ± 0.85 0.92

⇢0NC,e+
0
NC,e+PDF ⇢0NC,e = 1.22 ± 0.13 0NC,e = 0.98 ± 0.06 0.74

⇢0NC,d+
0
NC,d+⇢

0
NC,u+

0
NC,u+PDF see appendix B

⇢0NC,q+
0
NC,q+PDF ⇢0NC,q = 1.20 ± 0.13 0NC,q = 0.93 ± 0.11 0.69

⇢0NC,q+
0
NC,q+⇢

0
NC,e+

0
NC,e+PDF see appendix B

⇢0NC, f+
0
NC, f+PDF ⇢0NC, f = 1.09 ± 0.07 0NC, f = 0.98 ± 0.05 0.83

Table 4: Results for ⇢0NC and 0NC parameters and their correlation coe�cients. The parameters ↵,
mW , mZ , mt, mH and m f are set to their SM values. The uncertainties quoted correspond to the total
uncertainties.

mined for u- and d-type quarks and for electrons in ⇢0NC,d+
0
NC,d+PDF, ⇢0NC,u+

0
NC,u+PDF and

⇢0NC,e+
0
NC,e+PDF fits, respectively. In these fits, the other ⇢0NC and 0NC parameters are set to

one. The results are presented in table 4 and the 68% confidence level contours for the indi-
vidual light quarks and for electrons are shown in figure 5. The results are compatible with
the SM expectation at 1–2 standard deviations. The parameters of the d-type quarks exhibit
larger uncertainties than those of the u-type quarks. This is due to the small electric charge of
the d quark in the leading �Z-interference term (see equations (5) and (6)), and also in gd

V (see
equation 10). Furthermore, the d-valence component of the PDF is smaller than the u-valence
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Weak Couplings

Similar sensitivity to gVu and gAu as LEP and D0

2-coupling fit extracts u-type axial / vector couplings 
2-coupling fit extracts d-type axial / vector couplings

Perform 4-coupling and two 2-coupling fits: 
4-coupling fits extract u,d axial and vector couplings 

α, mW, mZ, mt, mH are taken as other input EW parameters
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Test Deviations from SM Weak Form Factors
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Figure 5: Results for the ⇢0NC, f and 0NC, f parameters for u- and d-type quarks and electrons at 68% con-
didence level (C.L.), obtained with the ⇢0NC,u+

0
NC,u+PDF, ⇢0NC,d+

0
NC,d+PDF and ⇢0NC,e+

0
NC,e+PDF fits,

respectively. The SM expectation is displayed as a star. The contour of the d-type quark is truncated due
to the limited scale of the panel. For comparison, also the result of the ⇢0NC,q+

0
NC,q+PDF fit is displayed,

where quark universality is assumed (u = d). The results of the ⇢0NC,u+
0
NC,u+PDF and ⇢0NC,d+

0
NC,d+PDF

fits are equivalent to the gu
A+gu

V+PDF and gd
A+gd

V+PDF fits, respectively, displayed in figure 4.

component.

The results of the ⇢0NC,u+
0
NC,u+PDF and ⇢0NC,d+

0
NC,d+PDF fits (table 4) are equivalent to the val-

ues determined for the NC couplings in gu
A+gu

V+PDF and gd
A+gd

V+PDF fits, as presented above.
The results can be compared to the combined results for sin2 ✓(u,d)

e↵ and ⇢(u,d) from the LEP+SLD
experiments [19]: while the uncertainties are of similar size, the present determinations consider
data from a single experiment only.

A simultaneous determination of ⇢0NC,u, ⇢0NC,d, 0NC,u and 0NC,d is performed, i.e. a
⇢0NC,u+⇢

0
NC,d+

0
NC,u+

0
NC,d+PDF fit, and the results are given in the appendix B. The results are

compatible with the SM expectation. These results exhibit sizeable uncertainties, which are
due to the very strong correlations between the EW parameters. The exception is 0NC,u, which
exhibits less strong correlations with the other EW parameters.

Assuming quark universality (⇢0NC,q = ⇢
0
NC,u = ⇢

0
NC,d and 0NC,q = 

0
NC,u = 

0
NC,d), the results of

a ⇢0NC,q+
0
NC,q+PDF fit is presented in table 4 and displayed in figure 5. These determinations

are dominated by the u-type quark couplings. The ⇢0NC,q and 0NC,q parameters can be deter-
mined together with the electron parameters ⇢0NC,e and 0NC,e in a ⇢0NC,q+

0
NC,q+⇢

0
NC,e+

0
NC,e+PDF

fit. Results are given in the appendix B and no significant deviation from the SM expectation is
observed.

Assuming the parameters ⇢0NC and 0NC to be identical for quarks and leptons, then denoted as
⇢0NC, f and 0NC, f , these parameters are determined in a ⇢0NC, f+

0
NC, f+PDF fit and results are again

listed in table 4. The values exhibit the smallest uncertainties and no significant deviation from
unity is observed as expected in the SM.
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Fit parameters Result Correlation
⇢0CC,eq+⇢

0
CC,eq̄+PDF ⇢0CC,eq = 0.983 ± 0.010 ⇢0CC,eq̄ = 1.088 ± 0.031 �0.50

⇢0NC, f+
0
NC, f+⇢

0
CC, f+PDF see appendix B

Table 5: Results for ⇢0CC parameters. The other parameters ↵, mW , mZ , mt, mH and m f are fixed to their
SM values. The uncertainties quoted correspond to the total uncertainties.

The values of the ⇢0CC,eq and ⇢0CC,eq̄ parameters of the CC cross sections are determined in a
⇢0CC,eq+⇢

0
CC,eq̄+PDF fit and results are listed in table 5. The 68% confidence level contours are

shown in figure 6. The parameters are found to be consistent with the SM expectation.
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Figure 6: Results for the ⇢0CC,eq and ⇢0CC,eq̄ parameters at the 68% confidence level (C.L.) obtained with
the ⇢0CC,eq+⇢

0
CC,eq̄+PDF fit

Setting the two parameters equal, i.e. ⇢0CC, f = ⇢
0
CC,eq = ⇢

0
CC,eq̄, a higher precision is achieved. The

parameter ⇢0CC, f is determined together with the NC parameters in a ⇢0NC, f+
0
NC, f+⇢

0
CC, f+PDF fit

to ⇢0CC, f = 1.004±0.008. The full result of that fit is listed in appendix B and all values are found
to be consistent with the SM expectations. The CC parameter has an uncertainty of 0.8% and is
only weakly correlated with the NC parameters. This indicates that the CC and NC parameters
can be tested independently of each other. The NC parameters are very similar to the ones
obtained in the ⇢0NC, f+

0
NC, f+PDF fit, as presented in table 4.

The inclusive NC and CC cross sections have been measured over a wide range of Q2 values at
HERA. This can be exploited to perform tests of models beyond the SM where scale-dependent
modifications of coupling parameters are predicted. Such tests could not be performed by the
LEP and SLD experiments [40].

In order to study the scale dependence of possible extensions of EW parameters in the NC sector
the values of 0NC and ⇢0NC are determined at di↵erent values of Q2. The data at Q2 � 500 GeV2

are subdivided into four Q2 ranges and individual ⇢0NC and 0NC parameters are assigned to each
interval. For Q2  500 GeV2 the SM expectation ⇢0NC = 1 and 0NC = 1 is used, because of the
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Neutral current Charged current

Perform 4 variants of NC fits 
u-type form factors fitted 
d-type form factors fitted 
u-type = d-type form factors 
electron form factors fitted 

All fits consistent with SM < 2 std deviations 
d-type fits have larger uncertainty  
→ lower d charge ±⅓  
→ smaller contribution to cross section 
→ smaller d density in proton

Perform 1 CC fit 
high sensitivity to ρ’eq of ~2% 
lower sensitivity to ρ’eqbar due to smaller cross section

Consistency with SM at level of ~1σ

α, mW, mZ, mt, mH fixed to SM values 
Unfitted ρ’ and 𝜅’ set to unity

one-loop corrections are very small, i.e. ⇢CC,eq/eq̄ deviate from 1 by a few per mille.

Many extensions of the SM predict modifications of the weak NC couplings. They can be
described conveniently by introducing additional parameters ⇢0NC and 0NC, thus modifying the
SM corrections. Also for charged current cross sections, similar ⇢0CC parameters describing
non-standard modifications of the CC couplings can be introduced. The ⇢0NC, 0NC and ⇢0CC are
introduced through the following replacements in equations (9), (10), (15) and (16):

⇢NC ! ⇢0NC⇢NC , (18)
NC ! 0NCNC , (19)
⇢CC ! ⇢0CC⇢CC . (20)

In the SM, the parameters ⇢0NC, 0NC and ⇢0CC are defined to be 1. Various models with physics
beyond the SM predict typical flavour-dependent deviations from 1 and therefore distinct para-
meters for quarks (⇢0NC,q and 0NC,q) and for leptons (⇢0NC,e and 0NC,e) are considered. These para-
meters may also depend on the energy scale. Precision EW measurements on the Z resonance
are sensitive to the NC couplings at mZ [19], while DIS is also probing their Q2 dependence. For
CC there could be independent modifications (⇢0CC) for the lepton and quark couplings for each
generation. However, only the product of lepton times quark couplings appears in the final ex-
pression for the cross section and therefore the same non-standard coupling for all generations
is assumed here. Nonetheless, new 4-fermion operators can introduce a di↵erence between
electron-quark and electron-antiquark scattering, and thus two distinct parameters ⇢0CC,eq and
⇢0CC,eq̄ are considered. These possibly scale-dependent parameters allow for additional tests of
the SM couplings.

3 H1 inclusive DIS cross section data

This study is based on the entire set of measurements of inclusive NC and CC DIS cross sections
by the H1 Collaboration, using data samples for e+p and e�p taken in HERA-I and HERA-
II. The measurements are subdivided into two kinematic ranges, corresponding to di↵erent
subdetectors where the leptons with small and large scattering angles are identified: low- and
medium-Q2 for values of Q2 typically smaller than 150 GeV2 and high-Q2 for larger values up
to 50 000 GeV2. A summary of the data sets used is given in table 1.

The low- and medium-Q2 data sets (data sets 1 and 2) [56] are combined data sets, and they
represent all corresponding NC DIS measurements at di↵erent beam energies and during di↵er-
ent data taking periods published by H1 [56,60–63]. For these data photon exchange dominates
over electroweak e↵ects, but they are important in this analysis to constrain the proton PDFs
with high precision.

Cross section measurements at high Q2 are published separately for the individual data taking
periods (data sets: 3–4 [32], 5–7 [33, 57], 8–9 [57], 10–19 [58]). The HERA-II data1 were
taken with longitudinally polarised lepton beams and exhibit smaller statistical uncertainties
due to the increased integrated luminosity, as compared to HERA-I. The high-Q2 data provide

1The numerical values of the HERA-II cross sections [58] are corrected to the luminosity measurement erra-
tum [59], by applying the factor 1.018.

8

The same formulae also apply to the lepton couplings ge
A/V .

Universal higher-order corrections, to be discussed below, can be taken into account by intro-
ducing Q2-dependent form factors ⇢NC,q and NC,q [40], replacing equations (7) and (8) by

gq
A =
p
⇢NC,qI3

L,q , (9)

gq
V =
p
⇢NC,q

⇣
I3
L,q � 2QqNC,qsin2✓W

⌘
. (10)

The CC cross section at LO is written as

d2�CC(e±p)
dxdQ2 = (1 ± Pe)

G2
F

4⇡x

"
m2

W

m2
W + Q2

#2 ⇣
Y+W±

2 (x,Q2) ⌥ Y�xW±
3 (x,Q2) � y2W±

L (x,Q2)
⌘
.

(11)
In the quark-parton model, W±

L = 0, and the structure functions W±
2 and xW±

3 are obtained
from the parton distribution functions. For electron scattering, only positively charged quarks
contribute:

W�
2 = x

⇣
U + D

⌘
, xW�

3 = x
⇣
U � D

⌘
, (12)

while negatively charged quarks contribute to positron scattering:

W+
2 = x

⇣
U + D

⌘
, xW+

3 = x
⇣
D � U

⌘
. (13)

Below the top-quark threshold, one has

U = u + c , U = ū + c̄ , D = d + s , D = d̄ + s̄ . (14)

Higher-order EW corrections are collected in form factors ⇢CC,eq/eq̄. They modify the LO ex-
pressions equations (12) and (13) as

W�
2 = x

⇣
⇢2

CC,eqU + ⇢2
CC,eq̄D

⌘
, xW�

3 = x
⇣
⇢2

CC,eqU � ⇢2
CC,eq̄D

⌘
, (15)

W+
2 = x

⇣
⇢2

CC,eqU + ⇢2
CC,eq̄D

⌘
, xW+

3 = x
⇣
⇢2

CC,eq̄D � ⇢2
CC,eqU

⌘
. (16)

In the on-shell (OS) scheme [41, 42], the independent parameters of the SM EW theory are
determined by the fine structure constant ↵ and the masses of the gauge bosons, the Higgs
boson mH, and the fermions mf . The weak mixing angle is then fixed, and GF is a prediction,
given by

GF =
⇡↵p
2m2

W

1
sin2✓W

1
(1 � �r)

, (17)

where higher-order corrections enter through the quantity �r = �r(↵,mW ,mZ,mH,mt, . . .) [41],
which describes corrections to the muon decay beyond the tree-level [43, 44].

The ⇢NC, NC and ⇢CC parameters are introduced to cover the universal higher-order EW cor-
rections described by loop insertions in the boson propagators. The ⇢NC parameters absorb
Z-boson propagator corrections combined with higher-order corrections entering the GF-mW-
sin2✓W relation, equation (17), while the NC parameters absorb one-loop �Z mixing propagator
corrections. In addition, there are higher-order corrections to the photon propagator which can
be taken into account by using the running fine structure constant. Non-universal corrections

6



QCD@LHC − Dresden − 27th August 2018Eram Rizvi 17

Scale Dependence of NC Weak Form Factors
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Figure 7: Values of the ⇢0NC and 0NC parameters determined for four di↵erent values of Q2. The error
bars, as well as the height of the shaded areas, indicate the total uncertainties of the measurement. The
width of the shaded areas indicates the Q2 range probed by the selected data. The values for the ⇢0NC,q,
⇢0NC,e, 0NC,q and 0NC,e parameters are horizontally displaced for better visibility.

limited HERA sensitivity to EW e↵ects at low energy scales. All parameters are determined
together with a common set of PDF parameters. Three separate fits are performed: first, for de-
termining in each Q2 range two quark parameters ⇢0NC,q and 0NC,q assuming ⇢0NC,q = ⇢

0
NC,u = ⇢

0
NC,d

and 0NC,q = 
0
NC,u = 

0
NC,d, while setting the lepton parameters to unity; second, for determining

the lepton parameters 0NC,e and ⇢0NC,e while setting the quark parameters to unity; third, for de-
termining fermion parameters 0NC, f and ⇢0NC, f common to both quarks and the lepton assuming
⇢0NC, f = ⇢

0
NC,u = ⇢

0
NC,d = ⇢

0
NC,e and 0NC, f = 

0
NC,u = 

0
NC,d = 

0
NC,e. Results for the ⇢0NC and 0NC

parameters are presented in figure 7 and are given in appendix B. The values of ⇢0NC and 0NC
in di↵erent Q2 intervals are largely uncorrelated, while the two parameters ⇢0NC and 0NC within
any given Q2 interval have strong correlations. The highest sensitivity to the 0NC f parameter of
about 6% is found at about

p
Q2 ⇠ 60 GeV. The results are found to be consistent with the SM

expectation and no significant scale dependence is observed.

The possible scale dependence of the CC couplings is studied by determining the ⇢0CC parameters
for di↵erent values of Q2. A total of three fits are performed, where either ⇢0CC,eq or ⇢0CC,eq̄ (c.f.
equation (20)) or ⇢0CC, f is scale dependent. The CC data are grouped into four Q2 intervals.
Results of the ⇢0CC parameters are presented in figure 8 and are given in the appendix B. The
parameters ⇢0CC,eq̄ have uncertainties of about 4% over a large range in Q2, and the parameters
⇢0CC,eq are determined with a precision of 1.3% to 3% over the entire kinematically accessible
range. The ⇢0CC, f parameters are determined with high precision of 1.0% to 1.8% over the entire
Q2 range. The values are found to be consistent with the SM expectation of unity. These studies
represent the first determination of the ⇢0CC parameters for separate quark flavours and also its
first scale dependence test.

19

Can repeat fits in bins of Q2 scale of DIS data: 
1. fit PDFs and quark form factors 
2. fit PDFs and electron form factors 
3. fit PDFs and common fermion form factors 

Error bars / bands show full uncertainties 
Set ρ’ and 𝜅’ = unity for Q2<500 GeV2 Best sensitivity at Q~60 GeV of ~6% 

Results consistent with SM at <1.5σ

Divide data with Q2>500 GeV2 into four Q2 bins to probe scale dependence
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Scale Dependence of CC Weak Form Factors
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Figure 8: Values of the ⇢0CC parameters determined for four di↵erent values of Q2. The error bars, as
well as the height of the shaded areas, indicate the total uncertainties of the measurement. The width of
the shaded areas indicates the Q2 range probed by the selected data. The values for the ⇢0CC,eq and ⇢0CC,eq̄
parameters are horizontally displaced for better visibility.

6 Summary

Parameters of the electroweak theory are determined from all neutral current and charged cur-
rent deep-inelastic scattering cross section measurements published by H1, using NNLO QCD
and one-loop electroweak predictions. The inclusion of the cross section data from HERA-II
with polarised lepton beams leads to a substantial improvement in precision with respect to the
previously published results based on the H1 HERA-I data only.

In combined electroweak and PDF fits, boson and fermion mass parameters entering cross
section predictions in the on-shell scheme are determined simultaneously with the parton
distribution functions. The mass of the W boson is determined from H1 data to mW =

80.520 ± 0.115 GeV, fixing mZ to the world average. Alternatively the Z-boson mass or the
top-quark mass are determined with uncertainties of 110 MeV and 26 GeV, respectively, taking
mW to the world average. Despite their moderate precision, these results are complementary to
direct measurements where particles are produced on-shell in the final state, since here the mass
parameters are determined from purely virtual particle exchange only.

The axial-vector and vector weak neutral-current couplings of u- and d-type quarks to the Z
boson are determined and consistency with the Standard Model expectation is observed. The
axial-vector and vector couplings of the u-type quark are determined with a precision of about
6% and 14%, respectively.

Potential modifications of the weak coupling parameters due to physics beyond the SM are
studied in terms of modifications of the form factors ⇢NC, NC and ⇢CC. For this purpose, multi-
plicative factors to those parameters are introduced, denoted as ⇢0NC, 0NC and ⇢0CC, respectively.
A precision as good as 7% or 5% of the ⇢0NC, f and 0NC, f parameters is achieved, respectively.

20

Repeat fits in bins of Q2 scale of DIS data: 
1. fit PDFs and eq form factors 
2. fit PDFs and eqbar form factors 
3. fit PDFs and common fermion form factors 

Error bars / bands show full uncertainties 

All CC data divided into four Q2 bins to probe scale dependence

Precision on ρ’eqbar ~ 4% 
Precision on ρ’eq ~ 1.3 — 3% 
Precision on ρ’f ~ 0.8 — 1.8%

No significant deviations from SM

First test of flavour and scale dependence of CC weak form factors
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Summary

This study completes analysis of legacy HERA polarised data 

Light quark weak couplings consistent with SM 
Analysis tests complementarity of time-like and space-like regimes 
H1 sensitivity similar to Tevatron and LEP 

Search of indirect BSM effects in weak coupling scale dependencies 
First determination of scale and flavour dependence in CC DIS 
No significant deviations from SM observed
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Figure 1: Size of the purely weak one-loop corrections for the e+p unpolarised inclusive NC DIS (left)
and CC DIS (right) cross sections at selected values of Q2 as a function of x. QED corrections due to real
and virtual photons and corrections from the vacuum polarisation (the running of ↵) are not included.
The corrections for electron scattering and for the case of non-vanishing lepton beam polarisation are all
very similar to the positron case, such that they di↵er by less than 0.01 units.

due to vertex one-loop Feynman graphs and box diagrams are added separately to the NC cross
sections. For the CC cross sections, both universal and non-universal corrections can be com-
bined into the form factors ⇢CC,eq/eq̄. The dominating corrections in this case are due to loop
insertions in the W-boson propagator.

One-loop EW corrections have been calculated in refs. [45–47] for NC and in refs. [48, 49] for
CC scattering (see also ref. [50] for a study of numerical results). The present analysis uses the
implementation of EW higher-order corrections in the program EPRC described in ref. [51].
The size of the purely weak one-loop corrections to the di↵erential cross sections is displayed
in figure 1 for selected values of Q2 for e+p scattering. It includes the ⇢NC/CC and NC form
factors, as well as contributions from vertex and box graphs. The corresponding higher order
corrections for electron scattering or for non-zero lepton beam polarisation di↵er by less than
0.01 units from the corrections shown in figure 1. Higher-order QED corrections due to real
and virtual emission of photons, as well as vacuum polarisation, i.e. the running of the fine
structure constant, also have to be taken into account [52,53]. These e↵ects, however, had been
considered for the cross section measurement and are therefore not included here.

In the OS scheme, used in this analysis, the higher-order correction factors ⇢NC, NC and ⇢CC

are calculated as a function of ↵ and the input mass values. They depend quadratically on
the top-quark mass through �⇢t ⇠ m2

t , and logarithmically on the Higgs-boson mass, �⇢H ⇠
ln
⇣
m2

H/m
2
W

⌘
. On the Z pole they amount to about 4%. For DIS at HERA they are of similar

size, but they exhibit a non-negligible Q2-dependence [54]. In a modified version of the OS
scheme [55], commonly used in QCD analyses of DIS data, the Fermi constant can be used to
fix the input parameters replacing the W-boson mass as an input parameter. In that case the

7

Size of 1-loop EW corrections for NC and CC vs Q2 (excl. vacuum polarisation & virtual photon corrections) 
Corrections vary by < 0.1% for polarised case, or for e- scattering

Higher Order EW Corrections
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sin2θW is a fundamental parameter of the SM - specifies the mixing between EM and weak fields 
Relates the Z and W couplings gZ and gW (and their masses)

sin2 ✓W = 1� g2W
g2Z

= 1� m2
W

m2
Z

Higher order EW corrections modify this 
to an effective mixing angle  
dependent on fermion flavour f

sin2 ✓fe↵ = (1� m2
W

m2
Z

) · (1 +�r)
Δr encapsulates radiative corrections 
Is EW scheme dependent

 2

sin2θW and the Standard Model

• Direct measurements of sin2θW and mW can indirectly 
predict each other 

• Precise measurements of both enable strict tests for the 
internal consistency of the SM as a probe of new physics 

• The continuing lack of experimental evidence for new 
physics at the TeV scale continually increases the value of 
precision SM measurements 

• sin2θW is a parameter of the SM representing the mixing of 
the EM and weak fields 

• Within the SM, it relates the W- and Z-boson coupling 
constants gW,Z, and therefore mW,Z 

• Radiative corrections modify this relation, yielding the 
fermion-flavor dependent effective weak mixing angle, 
sin2θfeff

sin2θW = 1 - g2W/g2Z = 1 - m2W/m2Z

EW Corr.

sin2θfeff = (1 - m2W/m2Z)*(1+Δrf)

LEP: 29 x10-5 

SLD: 26 x10-5
CDF/D0:            35 x10-5 
CMS(7TeV):    320 x10-5 
ATLAS(7TeV): 120 x10-5

Previous results on sin2θeff

Electroweak Precision Observables - sin2θeff

GFitter 2014

At leading order

Uncertainty of ± 50x10-5 in sin2θeff is equivalent to ± 25 MeV in mW

Measurement of one observable can predict the other  
mW ⇔  sin2θW  

m2
W =

⇡↵(0)p
2Gµ sin

2 ✓W

1

1��r

EW scheme dependent corrections 
incorporated into Δr → Δr(mH , mtop , new physics)

mW and  sin2θeff  allows self-consistency check of SM 
New physics may hide in the indirect higher order corrections 
Valuable in absence of direct signals

With known mh EW sector of SM is over-constrained 
• mZ = 91.1876 GeV 
• Gµ = 1.16637 x 10-5 GeV-2  
• αQED(0) = 1/137.035

https://link.springer.com/article/10.1140/epjc/s10052-014-3046-5
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Extracting sin2θeff

At LHC / Tevatron largest uncertainty ~ PDFs 
worse at LHC due to pp collisions 
worse at larger √s due to lower x (more dilution)

Typically experiments measure AFB 
→ unfold detector effects / dilution → fit for  sin2θeff  
→ or, perform detector level template fits to AFB 
→ estimate PDF uncertainties on extraction

D0 + CDF combination 2017

18

Table II: Summary of the CDF systematic uncertainties on the muon- and electron-channel combi-

nation for the electroweak-mixing parameter sin2 ✓lepte↵ .

Source sin2 ✓lepte↵

Energy scale and resolution ±0.00002

Backgrounds ±0.00003

QCD scale ±0.00006

NNPDF 3.0 PDF ±0.00016

Tables I and II. The D0 systematic uncertainties are obtained by combining the electron- and

muon-channel values in Refs. [13, 14] using the inverse-squares of the statistical uncertainties

of the measurements as weights. The CDF uncertainties are reproduced line-by-line from

the corresponding table in [10]. D0 avoids a QCD scale uncertainty by incorporating NNLO

e↵ects into the Afb templates, while CDF avoids sensitivity to lepton identification and detector

asymmetry uncertainties through the use of the event-weighting method described in Sec. II.

The PDF uncertainties are treated as 100% correlated. All other systematic uncertainties in

Tables I and II, are uncorrelated for the CDF and D0 combination. There are some correlations

from the common pythia derived backgrounds, but since the overall contribution from the

background is small and the detectors are di↵erent, the backgrounds are treated as uncorrelated.

The total uncorrelated systematic uncertainties for both CDF and D0 are ±0.00007.

The CDF and D0 measurements are combined using the “Best Linear Unbiased Estimate”

(BLUE) method [56]. The method yields a combination value for sin2 ✓lepte↵ is 0.23148±0.00027,

where the uncertainty is the combined statistical uncertainty. The combination weight for the

CDF input is 0.42, and 0.58 for the D0 input, with the combination �2 probability being 2.6%.

Table III summarizes the sources and values of the uncertainty for the combined value of the

sin2 ✓lepte↵ mixing parameter. The combination value for sin2 ✓lepte↵ is

sin2 ✓lepte↵ = 0.23148 ±0.00027 (stat.)

±0.00005 (syst.)

±0.00018 (PDF). (20)

The combined total uncertainty is ±0.00033.

CMS 7 TeV
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= 0.2308± 0.0005(stat.)± 0.0006(syst.)± 0.0009(PDF) = 0.2308± 0.0012(tot.).

The dominant uncertainty comes from knowledge of the PDFs.494

The result from the muon channel, when converted to the asymmetry parameter Aµ,495

yields496

Aµ = 0.153± 0.007(stat.)± 0.009(syst.) = 0.153± 0.012(tot.),

which is in good agreement with the best previous measurements.497
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sin

2 ✓e↵W = 0.23142± 0.00073(stat)± 0.00052(sys)± 0.00056(theo)

dominated by PDF
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compared to simulation with the ideal geometry model. We also observe a bias in the value
of sin2

qeff that is twice as large when an additional systematic distortion is introduced in the
realistic simulation, resulting in the slope of the average m value versus cos q

⇤ dependence also
becoming twice as large. From these studies, we assign a correction of +0.0007 to the fit value
of sin2

qeff due to alignment effects and a systematic uncertainty of ±0.0013 to cover the range
of possible deviations observed. In order to minimize the uncertainties from the energy scale
bias in the track reconstruction, the shift of the Z mass in the resolution function R(x) is left
free in the fit, effectively allowing the energy scale to be determined from the fit to the data.
Consistency between the fit value from the data and the expectation from the MC simulation is
found to be within 0.1 GeV.

We find very weak sensitivity to the efficiency parameterization G(Y, ŝ, cos q

⇤) across the ac-
ceptance range because the efficiency is symmetric in cos q

⇤. This leads to negligible effects
on the odd terms in the angular distribution that are sensitive to sin2

qeff. The sign of Y is de-
fined by the dimuon system direction along the counterclockwise beam and has no preferred
direction. The sign of cos q

⇤ is defined by the charge of the “forward” lepton. The cylindri-
cal symmetry of CMS, combined with the random nature of the “forward” direction, leads to
a symmetry in the efficiency function. This has been verified with a detailed GEANT4–based
simulation of the CMS detector, including calibration and alignment effects. Even in the ex-
treme case of G(Y, ŝ, cos q

⇤) being flat across the acceptance range, negligible changes in the fit
results are observed with simulated samples. We also allow parameters of the model to be free
in the fit to data. We assign a systematic uncertainty of 0.0003 due to efficiency and acceptance
parameterization, which is the level of consistency of results from these studies.

The number of background events nbkg is fixed to the expected value and is varied according
to its associated uncertainties. We assign a 50% uncertainty to the QCD rate, based on studies
with wrong-sign lepton pairs. The relative size of the sum of the EWK background processes
is expected to be reproduced by simulation to a precision of better than 20%. However, in the
mass range 80 < m < 100 GeV, the fraction of background is only 0.05%, and the fit results
are insensitive to the exact treatment of the background. The measured sin2

qeff value remains
stable within 0.0001, even when the background is removed from the model.

6 Results and Discussion
We have presented a likelihood method to analyze the Drell–Yan process at the LHC. The pro-
cess is described by the correlated dilepton rapidity, invariant mass, and decay angle distribu-
tions. The quark direction in the elementary parton collisions, which is not directly accessible in
the proton-proton collisions at the LHC, is modeled statistically using correlations between the
observables. The result of the analysis, which includes systematic uncertainties and corrections
from Table 2, is

sin2
qeff = 0.2287 ± 0.0020 (stat.) ± 0.0025 (syst.) .

This measurement of the effective weak mixing angle in the predominantly uu, dd ! g

⇤/Z !
µ

�
µ

+ processes in proton-proton collisions is consistent with measurements in other processes
[5, 7–11], as expected within the standard model.

The dominant systematic uncertainties in the measurement include modeling of the PDFs, FSR,
effects beyond the leading order in QCD, as well as detector uncertainties primarily due to
tracker alignment. With increased statistics of the Drell–Yan process at the LHC, a further
reduction of the systematic uncertainties will become critical. Understanding the tracker align-

dominated by PDF (±0.00130)

https://www-d0.fnal.gov/Run2Physics/WWW/results/prelim/EW/E44/
http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-16-007/index.html
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Fig. 2 Contours at 68 and 95 % CL obtained from scans of MW ver-
sus mt (top) and MW versus sin2θℓ

eff (bottom), for the fit including MH
(blue) and excluding MH (grey), as compared to the direct measure-
ments (vertical and horizontal green bands and ellipses). The theoretical
uncertainty of 0.5 GeV is added to the direct top-mass measurement. In
both figures, the corresponding direct measurements are excluded from
the fit. In the case of sin2θℓ

eff , all partial and full Z width measurements
are excluded as well (except in case of the orange prediction), besides
the asymmetry measurements

sin2θℓ
eff and MW . The coloured ellipses indicate: green for

the direct measurements; grey for the electroweak fit with-
out using MW , sin2θ

f
eff , MH and the Z width measurements;

orange for the fit without using MW , sin2θ
f

eff and MH ; blue
for the fit without MW , sin2θ

f
eff and the Z width measure-

ments. For both figures the observed agreement demonstrates
the consistency of the SM.

Figure 3 shows CL profiles for the observable pair sin2θℓ
eff

and MW , but with the theoretical uncertainty on the top mass
varied between 0 and 1.5 GeV, in steps of 0.5 GeV. Assuming
a value of δtheomt = 1.5 GeV, the uncertainty becomes dom-
inant. It underlines that a better assessment of the theoretical
mt uncertainty is of relevance for the fit.

2.4 Oblique parameters

If the new physics scale is significantly higher than the elec-
troweak scale, new physics effects from virtual particles in

)eff
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Fig. 3 Contours at 95 % CL obtained from scans of MW versus
sin2θℓ

eff , with the top-mass theoretical uncertainty varied between 0
and 1.5 GeV in steps of 0.5 GeV, as compared to the direct measure-
ments (vertical and horizontal green bands). The corresponding direct
measurements are excluded from the fit

loops are expected to contribute predominantly through vac-
uum polarisation corrections to the electroweak precision
observables. These terms are traditionally denoted oblique
corrections and are conveniently parametrised by the three
self-energy parameters S, T, U [50,51]. These are defined to
vanish in the SM and are closely related to the ϵ1,2,3 param-
eters [52,53].

The S and T parameters absorb possible new physics con-
tributions to the neutral and to the difference between neutral
and charged weak currents, respectively. The U parameter
is only sensitive to changes in the mass and width of the
W boson. It is very small in most new physics models and
therefore often set to zero.

Constraints on the S, T, U parameters can be derived from
the global electroweak fit by calculating the difference of
the oblique corrections as determined from the experimental
data and the corrections obtained from an SM reference point
(with fixed reference values of mt and MH ). With this def-
inition significantly non-zero S, T, U parameters represent
an unambiguous indication of new physics.

For the studies presented here we use the SM reference as
MH,ref = 125 GeV and mt,ref = 173 GeV. We find

S =0.05 ± 0.11, T =0.09 ± 0.13, U =0.01 ± 0.11,

(4)

with correlation coefficients of +0.90 between S and T ,
−0.59 (−0.83) between S and U (T and U ). Fixing U = 0
one obtains S|U=0 = 0.06±0.09 and T |U=0 = 0.10±0.07,
with a correlation coefficient of +0.91. The constraints on S
and T for a fixed value of U = 0 are shown in Fig. 4. The
propagation of the current experimental uncertainties in MH
and mt upon the SM prediction is illustrated by the small
black area at about S = T = 0.
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Electroweak Precision Observables

GFitter 2014

Direct measurements compared to EW fits and indirect constraints

https://link.springer.com/article/10.1140/epjc/s10052-014-3046-5
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Electroweak Precision Observables - mW

New ATLAS measurement of mW reaches ±19 MeV precision  arXiv:1701.07240

ATLAS approaches precision of combined  LEP + Tevatron measurement 
Theory prediction from EW fit has uncertainty ±8 MeV

https://arxiv.org/abs/1701.07240

