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QCD and Precision

The Strong Coupling αs

Solution of the Renormalisation Group 
Equation (RGE) leads to the β-function
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QCD

Non-abelian gauge theory with SU(3) symmetry, describes the interaction 
between coloured particles (quarks and gluons).

The Feynman rules can be derived from the QCD Lagrangian

Covariant derivative:

Field strength tensor for spin-1 gluons:

Very similar to the QED Lagrangian, except for the additional summation 
over a, which are the 8 colour degree of freedoms (SU(3) instead of U(1))

Non-abelian term, different from QED. Leads to gluon self-interaction.
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with βn known up to 4 loops (T. van Ritbergen et al., Phys. Lett. B400, 379 (1997))

→ Test universality and energy behaviour of αs
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Figure 1.12: Average over measurements of the hadronic cross-sections (top) and of the muon
forward-backward asymmetry (bottom) by the four experiments, as a function of centre-of-mass
energy. The full line represents the results of model-independent fits to the measurements, as
outlined in Section 1.5. Correcting for QED photonic effects yields the dashed curves, which
define the Z parameters described in the text.
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αs(MZ) from Z→hadrons
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‣ Fit of electroweak precision observables

‣ Input mostly from LEP data from the Z-peak

‣ Determination of αs: most sensitivity 
through total hadronic cross section at the 
Z-pole and the partial leptonic width

The total cross-section arising from the cos θ-symmetric Z production term can also be
written in terms of the partial decay widths of the initial and final states, Γee and Γff ,

σZ
ff = σpeak

ff

sΓ2
Z

(s − m2
Z)2 + s2Γ2

Z/m
2
Z

, (1.40)

where

σpeak

ff
=

1

RQED
σ0

ff (1.41)

and

σ0
ff =

12π

m2
Z

ΓeeΓff

Γ2
Z

. (1.42)

The term 1/RQED removes the final state QED correction included in the definition of Γee.
The overall hadronic cross-section is parametrised in terms of the hadronic width given by

the sum over all quark final states,

Γhad =
∑

q!=t

Γqq. (1.43)

The invisible width from Z decays to neutrinos, Γinv = NνΓνν , where Nν is the number of light
neutrino species, is determined from the measurements of the decay widths to all visible final
states and the total width,

ΓZ = Γee + Γµµ + Γττ + Γhad + Γinv. (1.44)

Because the measured cross-sections depend on products of the partial widths and also on
the total width, the widths constitute a highly correlated parameter set. In order to reduce
correlations among the fit parameters, an experimentally-motivated set of six parameters is
used to describe the total hadronic and leptonic cross-sections around the Z peak. These are

• the mass of the Z, mZ;

• the Z total width, ΓZ;

• the “hadronic pole cross-section”,

σ0
had ≡

12π

m2
Z

ΓeeΓhad

Γ2
Z

; (1.45)

• the three ratios

R0
e ≡ Γhad/Γee, R0

µ ≡ Γhad/Γµµ and R0
τ ≡ Γhad/Γττ . (1.46)

If lepton universality is assumed, the last three ratios reduce to a single parameter:

R0
# ≡ Γhad/Γ##, (1.47)

where Γ## is the partial width of the Z into one massless charged lepton flavour. (Due to
the mass of the tau lepton, even with the assumption of lepton universality, Γττ differs
from Γ## by about δτ = −0.23%.)
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obtained from the four LEP experiments, 17 
million Z decays

Improvement in precision only with ILC/GigaZ expected

The LEP and SLD EWWGs, 
Phys. Rept. 427, 257 (2006)
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Gfitter Group, EPJ C72, 2003 (2012)

Complete O(αs4) calculation available:
P. Baikov et al., Phys. Rev. Lett. 108, 222003 (2012)

Gfitter:

↵s(MZ) = 0.1191 ± 0.0028 (exp.) ± 0.0001 (theo.)
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Jet Production in DIS

Direct sensitivity to αs  and gluon PDF 

Boost to Breit frame, 2xP + q = 0

Momentum fraction of struck parton (in LO): � = x
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Precision Jet Measurements at HERA
HERA-2 jet measurements

H1

High statistics

Excellent control over systematic uncertainties

electron measurement:  0.5 – 1% scale uncertainty

jet energy scale: 1% uncertainty!
effect on jet cross sections: 3 – 10%

trigger: 1 – 2% normalisation uncertainty

acceptance correction: 
4 – 5% uncertainty

luminosity: 2 – 2.5% normalisation uncertainty

Days of running
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Jet Algorithms in DIS
ZEUS, Phys. Lett. B691, 127 (2010)

‣No pile-up subtraction or corrections for the underlying event

‣Differences very small, within uncertainties

‣HERA provides a very clean environment to study QCD
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HERA Jet Data in PDF Fits
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Multijet Cross Sections At Low Q²
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Inc Jets
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Trijet

•Data well described by NLO,
theoretical uncertainties dominated by missing 
higher orders: 
30% at low Q2, PT and 10% at high Q2, PT

µr = �PT �•choice of                   disfavoured by data

PT [GeV]
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�PT � [GeV]

•Double-differential inclusive jet, dijet and trijet 
measurement, small experimental uncertainties 
of 6 – 10 %

µr =
�

(Q2 + P 2
T )/2

• Simultaneous αs(MZ) fit to 62 data points:

�s(MZ) = 0.1160 ± 0.0014(exp.)+0.0093
�0.0077(th.) ± 0.0016(pdf)

�s(MZ) = 0.1160 ± 0.0014(exp.)+0.0093
�0.0077(th.) ± 0.0016(pdf)

H1, EPJ C67, 1 (2010)
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Multijet Cross Sections At High Q²

 H1-Prelim-11-032
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•Double-differential inclusive jet, dijet and trijet measurement at 
150 < Q2 < 15000 GeV2

•Reduced scale dependence compared to low Q2 measurement

•Data are well described by NLO calculations, 
independent test of HERAPDF 1.5

•Determination of αs(MZ) from individual observables 
with ~2% experimental and ~3.5% theoretical uncertainty
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Unfolding of Multijet Cross Sections

28. Februar 2012 Daniel Britzger - DIS 2012 13
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Correlation Matrix

 Types of Correlations
 Correlations resulting 
from unfolding

 Intrinsic physical 
correlations

 - Between measurements

 - Within Inclusive Jet

 Useful for
 Normalized cross sections

 Jet / NC

 Combined fit to all jet 
data

Correlation
Neighboring PT bins

Correlation
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H1 Preliminary

Correlation Matrix
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Take correlations 
between observables 
into account

Full, partly anti-
correlated, covariance 
matrix available after 
unfolding

Normalisation of 
individual 
measurements 
possible using full 
error propagation

Valuable information 
for QCD fits
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Normalised Multijet Cross Sections
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Normalized Multijet cross sections
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Determination of αs(MZ)

28. Februar 2012 Daniel Britzger - DIS 2012 17

s Fits to Individual Measurements

 Combined Fit

 s = 0.1177 +/- 0.0008 (exp)
 2 / ndf = 104.608 / 64 =  1.634

 Reasonable 2/ndf for each fit

 Large tension between Incl. Jet and Dijet

 Similar in previous H1 and ZEUS analyses

 Normalized Inclusive Jet

 s = 0.1197  ± 0.0008 (exp)  ± 0.0014 (PDF)  ± 0.0011 (had) ± 0.0053 (theo)
 2 / ndf = 28.7/23 = 1.24

 Normalized Dijet

 s = 0.1142 ± 0.0010 (exp) ± 0.0016 (PDF)  ± 0.0009 (had)  ± 0.0048 (theo)
 2 / ndf = 27.0/23 = 1.17

 Normalized Trijet

 s = 0.1185 ± 0.0018 (exp) ± 0.0013 (PDF) ± 0.0016 (had)  ± 0.0042 (theo)
 2 / ndf = 12.0/16 = 0.75

 Fit Quality Multijets
 Very bad 2/ndf for combined fit

 Because of tension between Incl. Jet and Dijet

Good χ2/ndf for each individual observable

Tension between αs from dijets and inclusive/trijets observed, but αs values 
well within theoretical uncertainties

Fit to all data points
Relatively large χ2/ndf
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s Fits to Multijet Measurements

 Combined fit to
 Normalized Inclusive Jet, Normalized Dijet, Normalized Trijet

 Higher orders
 k-factor can be interpreted as indicator for higher orders

 Inclusive Jets are more sensitive in pQCD than Dijets

 Multijets: 1.05 < k < 1.45

 Cut on k-factor
 Demanding NLO corrections < 30%

 Trade-off between #bins and fast convergence of perturbative series

 Keeping 42 out of 65 bins

 Normalized Multijet (k-factor < 1.3)

 s = 0.1163 ± 0.0011 (exp)  ± 0.0014 (PDF)  ± 0.0008 (had)  ± 0.0039 (theo)

 2 / ndf = 53.2 / 41 = 1.30 

LONLO
k σσ /=

Largest benefit is from a combined fit
simultaneous fit to normalised inclusive jet, dijet and trijet cross sections

Sensitivity to higher orders
theoretical uncertainty estimated by variation of scale, use k-factor as 
indicator for higher order contributions

range of k-factor: 1.05 < k < 1.45

Restrict analysis to k < 1.3
faster convergence of perturbative series
trade-off between number of data points and smaller theoretical uncertainty

much better χ2/ndf: 53.2 / 41 = 1.30
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k = �NLO/�LO

1% 3%

THEO

1% 3%

EXP

Normalised Multijets with k < 1.3
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Jet Production in Photoproduction
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Jet Production in Photoproduction
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Fig. 8. The measured differential cross-sections dσ/dE
jet
T based on the kT jet algorithm for inclusive-jet photoproduction

with E
jet
T > 17 GeV in different regions of ηjet (dots) in the kinematic region given by Q2 < 1 GeV2 and 142 < Wγp <

293 GeV. Each cross section has been multiplied by the scale factor indicated in brackets to aid visibility. Other details
as in the caption to Fig. 2.

dσ/dE
jet
T cross sections exhibit a steep fall-off of over four orders of magnitude in the E

jet
T

measured range. The measured dσ/dηjet cross sections display a maximum around ηjet ≈ 1. The
measured cross sections using the three jet algorithms have a similar shape, normalisation and
precision.

The NLO QCD predictions are compared to the data in Fig. 13. The hadronisation correction
factors applied to the calculations and their uncertainties are also shown. It is seen that the hadro-
nisation correction factors are closest to (farthest from) unity for the kT (SIScone) jet algorithm
(see also Tables 6 and 7). The ratios of the measured cross sections to the NLO QCD calcula-
tions are shown in Fig. 14 separately for each jet algorithm. The measured cross sections are well
reproduced by the calculations, except at high ηjet.

The ratios of the cross sections anti-kT /kT , SIScone/kT and anti-kT /SIScone were studied
to compare the jet algorithms in more detail. These ratios allow, in particular, a stringent test
of the description of the differences between jet algorithms in terms of parton radiation due to
the partial cancellation of experimental and theoretical uncertainties. The measured ratios are
shown in Fig. 15. In these ratios, the statistical correlations among the event samples as well as
those among the jets in the same event were taken into account in the estimation of the statistical
uncertainties; most of the systematic uncertainties, including that due to the jet energy scale,

ZEUS, Nucl. Phys. B, 864, 1 (2012)
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Fig. 10. The relative differences between the measured differential cross sections dσ/dE
jet
T presented in Fig. 8 and the

NLO QCD calculations (dots). The relative differences between the predictions based on the calculations including an
estimation of non-perturbative effects (see text) and the NLO QCD calculation are also shown. Other details as in the
caption to Fig. 2.

partons in the final state to account adequately for the differences between the SIScone and the
kT or anti-kT jet algorithms.

9.4. Determination of αs(MZ)

The measured single-differential cross sections dσ/dE
jet
T based on the three jet algorithms

were used to determine values of αs(MZ) using the method presented previously [2]. The NLO
QCD calculations were performed using five different sets of the ZEUS-S proton PDFs which
were determined from global fits assuming different values of αs(MZ), namely αs(MZ) = 0.115,
0.117, 0.119, 0.121 and 0.123. The GRV-HO set was used as default for the photon PDFs. The
value of αs(MZ) used in each calculation was that associated with the corresponding set of proton
PDFs.

The αs(MZ) dependence of the predicted cross sections in each bin i of E
jet
T was parame-

terised according to
[
dσ/dE

jet
T

(
αs(MZ)

)]
i
= Ci

1αs(MZ) + Ci
2α

2
s (MZ),

Double differential measurement in PT and η
‣ Higher PT reach than in the DIS case
‣ Differences between data and NLO at low PT/large η could be from 

photon PDFs or non-perturbative effects



Jet Production in Photoproduction
ZEUS, Nucl. Phys. B, 864, 1 (2012)
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Fig. 16. Extracted αs (MZ) value from this analysis (upper dot). For comparison, determinations from other experiments
and reactions, the HERA average 2004, the HERA combination 2007 and the world average 2009 are also shown. The
horizontal error bars represent the experimental and theoretical uncertainties added in quadrature. The shaded band
represents the uncertainty of the world average.

Fig. 17. The αs values determined in each 〈Ejet
T 〉 value from the analysis of the measured dσ/dE

jet
T cross section based

on the kT jet algorithm (dots). The error bars represent the uncorrelated experimental uncertainties; the shaded area
represents the correlated experimental uncertainties and the hatched area represents the correlated experimental and
theoretical uncertainties added in quadrature. The solid line indicates the renormalisation-group prediction at two loops
obtained from the corresponding αs (MZ) value determined in this analysis.

20
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Fig. 7. The measured differential cross sections (a) dσ/dE
jet
T and (b) dσ/dηjet based on the kT jet algorithm for

inclusive-jet photoproduction with E
jet
T > 17 GeV and −1 < ηjet < 2.5 (dots) in the kinematic region given by

Q2 < 1 GeV2 and 142 < Wγp < 293 GeV. For comparison, the NLO QCD calculations using different parameteri-
sations of the proton PDFs are also shown. Other details as in the caption to Fig. 2.

for ηjet > 1. The predictions based on HERAPDF1.5 are lower than those based on ZEUS-S in
most of the phase-space region.

As discussed in Section 8, the theoretical uncertainties are dominated by the contribution from
higher orders. This uncertainty decreases as E

jet
T increases. The contribution from the proton PDF

uncertainty is significant and approximately constant for E
jet
T > 30 GeV; at high E

jet
T values, the

proton PDF uncertainty is of the same order as that coming from higher orders. In these regions,
in which the gluon-induced contribution is still substantial and the possible presence of non-
perturbative effects is expected to be minimised, the data have the potential to constrain the gluon
density in the proton. The uncertainty coming from the photon PDFs is largest at low E

jet
T and

high ηjet and approximately of the same order as that coming from higher-order terms. Therefore,
these high-precision measurements also have the potential to constrain the photon PDFs in these
regions of phase space.

9.3. Single-differential cross sections based on different jet algorithms

The measurements of the inclusive-jet cross sections based on the anti-kT and SIScone jet
algorithms as functions of E

jet
T and ηjet are presented in Fig. 13, together with those based on

the kT algorithm. The measured cross sections are also given in Tables 6 and 7. The measured

32
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Table 8
Experimental, theoretical and total uncertainties in the determination of αs (MZ) from the kT , anti-kT and SIScone
analyses.

kT anti-kT SIScone

Experimental uncertainties

jet energy scale +1.8
−1.7% +1.8

−1.8% +1.7
−1.6%

luminosity ±0.6% ±0.6% ±0.6%

uncorrelated +0.3
−0.4% +0.3

−0.4% +0.3
−0.4%

statistical ±0.2% ±0.2% ±0.2%

Theoretical uncertainties

terms beyond NLO +2.4
−2.5% +2.3

−2.4% +3.2
−3.3%

photon PDFs +2.3
−0.9% +2.2

−0.9% +1.9
−0.9%

proton PDFs ±1.0% ±1.0% ±1.0%

hadronisation ±0.4% ±0.4% ±0.2%

Total uncertainty

+4.0
−3.4% +3.9

−3.4% +4.2
−4.0%

Table 9
The αs values determined in each 〈Ejet

T 〉 value from the analysis of the measured dσ/dE
jet
T cross section based on the kT

jet algorithm. The uncorrelated (δuncorr) and correlated (δcorr) experimental and theoretical (δth) uncertainties are listed
separately.

〈Ejet
T 〉 (GeV) αs δuncorr δcorr δth

22.7 0.1561 ±0.0011 +0.0035
−0.0048

+0.0106
−0.0089

26.7 0.1493 ±0.0007 +0.0033
−0.0034

+0.0083
−0.0070

31.4 0.1443 ±0.0005 +0.0035
−0.0030

+0.0069
−0.0059

37.5 0.1396 ±0.0007 +0.0032
−0.0031

+0.0057
−0.0051

43.6 0.1359 ±0.0011 +0.0032
−0.0030

+0.0051
−0.0047

50.2 0.1328 ±0.0014 +0.0037
−0.0034

+0.0047
−0.0045

60.3 0.1283 ±0.0024 +0.0040
−0.0036

+0.0041
−0.0041

of the cross sections based on the different jet algorithms were also presented. The measured
ratios are well reproduced by the O(α2

s ) predictions, demonstrating the ability of the pQCD
calculations including up to three partons in the final state to account adequately for the details
of the differences between the SIScone and the kT or anti-kT jet algorithms.

The measured cross sections were used to determine values of αs(MZ). QCD fits to the cross
section dσ/dE

jet
T for 21 < E

jet
T < 71 GeV based on the kT jet algorithm yielded

αs(MZ) = 0.1206 +0.0023
−0.0022 (exp.)+0.0042

−0.0035 (th.).

1% 3%

THEO

1% 3%

EXP

Determination of αs

‣ restricted PT region of 21 < PT < 71 GeV
to reduce non-perturbative effects and 
dependence on proton PDF

‣ similar values obtained of kT, anti-kT and 
SISCone algorithms

‣ reduced uncertainty due to missing higher 
orders, but uncertainty due to photon 
PDFs non-negligible
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Use event shapes at μ ≠ MZ

‣ -ln(y3), the two-to-three jet transition 
‣ BT and BW, the total and wide jet broadening
‣ C, the C-parameter derived from the 

linearised momentum tensor
‣ MH, the heavy jet mass
‣ T, thrust
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Figure 6. The measurements of the strong coupling constant αs for the six event shapes, at√
s = MZ, when using QCD predictions at different approximations in perturbation theory. The

shaded area corresponds to the total uncertainty, as in figure 5.

variable T −lny3 MH C BW BT

lnR(µ) 0.0017 0.0028 0.0025 0.0030 0.0031 0.0025

lnR 0.0047 0.0029 0.0033 0.0049 0.0045 0.0053

Table 9. Comparison of the theoretical systematic uncertainties for the lnR and lnR(µ) matching
schemes. Only the uncertainty for missing higher orders as obtained from the uncertainty band
method are included, using αs(MZ)=0.1224. The total perturbative uncertainty also accounts for
the mass corrections, the latter are the same for both matching schemes.

6.2 Normalisation and quark mass effects

In our nominal analysis the theoretical prediction is normalised to the total hadronic cross

section, taking properly into account the production of massive b-quarks. Furthermore,

mass corrections are applied for the fixed-order coefficients at leading and next-to-leading

order. In order to study the impact of different normalisation and mass correction schemes

the analysis has been repeated with alternative options, as summarised in table 11 for the

LEP1 data. The observed differences when using either the massive or massless hadronic

cross section as normalisation are rather minor (first and second row in table 11). The

alternative approach to applying the exact correction σ0/σhad, namely expanding this ratio
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data set LEP1 + LEP2 LEP2

αs(MZ) 0.1224 0.1224

stat. error 0.0009 0.0011

exp. error 0.0009 0.0010

pert. error 0.0035 0.0034

hadr. error 0.0012 0.0011

total error 0.0039 0.0039

Table 4. Weighted average of combined measurements for αs(MZ) obtained at energies from
91.2GeV to 206GeV and the average without the point at

√
s = MZ using NNLO+NLLA predic-

tions.

Ecm [GeV]

χ2/Ndof = 6.0 / 7

 uncorrelated error

total error

pQCD

α
s(E
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)
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0.135
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Figure 5. The measurements of the strong coupling constant αs between 91.2 and 206GeV.
The results using the six different event-shape variables are combined with correlations taken into
account. The inner error bars exclude the perturbative uncertainty, which is expected to be highly
correlated between the measurements. The outer error bars indicate the total error. A fit of the
three-loop evolution formula using the uncorrelated errors is shown. The shaded area corresponds
to the uncertainty in the fit parameter Λ(5)

MS
= 284 ± 14MeV of the three-loop formula, eq. (2.3).

• for a given observable and energy, the same fit ranges (given in tables 1 and 2) are

applied to different theoretical predictions;

• a small transcription error in the fit program used in [27] when calculating the NNLO

term for −lny3 is corrected;
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αs(MZ) T C MH BW BT −lny3

PYTHIA 0.1266 0.1252 0.1211 0.1196 0.1268 0.1186

χ2/Ndof 0.16 0.47 4.4 4.4 0.84 1.89

ARIADNE 0.1285 0.1268 0.1234 0.1212 0.1258 0.1202

χ2/Ndof 0.96 0.52 2.5 3.1 2.15 1.41

HERWIG 0.1256 0.1242 0.1253 0.1203 0.1258 0.1203

χ2/Ndof 0.5 0.65 4.4 2.0 2.15 0.8

HW++ 0.1242 0.1228 0.1299 0.1212 0.1238 0.1168

χ2/Ndof 6.6 3.2 3.3 1.33 2.65 0.56

HW++ MCNLO 0.1234 0.1220 0.1292 0.1220 0.1232 0.1175

χ2/Ndof 10.7 4.2 2.2 1.1 5.7 0.69

HW++ POWHEG 0.1189 0.1179 0.1236 0.1169 0.1224 0.1142

χ2/Ndof 1.46 2.55 3.8 3.9 1.54 0.56

Table 15. Fit results for αs(MZ) using LEP1 data and NLLO+NLLA but different hadronisation
corrections. In all cases the same detector corrections, obtained from a full detector simulation
using PYTHIA as generator is applied. The statistical errors are essentially unaltered compared to
those in table 3.

7 Discussion and conclusions

We have performed a determination of the strong coupling constant αs from event-shape

data measured by the ALEPH collaboration [1], based on the perturbative QCD results

at next-to-next-to-leading order (NNLO) matched to resummation in the next-to-leading-

logarithmic approximation (NLLA) [24].

Comparing our results to both the fit using purely fixed-order NNLO predictions [27]

and the fits based on earlier NLLA+NLO calculations [1], we make the following observa-

tions:

• The central value obtained by combining the results for six event-shape variables and

the LEP1 and LEP2 centre-of-mass energies,

αs(MZ) = 0.1224 ± 0.0009 (stat) ± 0.0009 (exp) ± 0.0012 (had) ± 0.0035 (theo),

is slightly lower than the central value of 0.1228 obtained from fixed-order NNLO

only, and slightly larger than the NLO+NLLA results. We note that in this analysis

an improved normalisation to the total hadronic cross section has been used, which

leads to minor deviations to previously reported results.

The fact that the central value is almost identical to the purely fixed-order NNLO

result could be anticipated from the findings in ref. [24]. There it is shown that in the

three-jet region, which provides the bulk of the fit range, the matched NLLA+NNLO

prediction is very close to the fixed-order NNLO calculation.

• The dominant theoretical uncertainty on αs(MZ), as estimated from scale variations,

is reduced by 20% compared to NLO+NLLA. However, compared to the fit based
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7 Discussion and conclusions

We have performed a determination of the strong coupling constant αs from event-shape

data measured by the ALEPH collaboration [1], based on the perturbative QCD results
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Comparing our results to both the fit using purely fixed-order NNLO predictions [27]

and the fits based on earlier NLLA+NLO calculations [1], we make the following observa-
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• The central value obtained by combining the results for six event-shape variables and
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αs(MZ) = 0.1224 ± 0.0009 (stat) ± 0.0009 (exp) ± 0.0012 (had) ± 0.0035 (theo),

is slightly lower than the central value of 0.1228 obtained from fixed-order NNLO

only, and slightly larger than the NLO+NLLA results. We note that in this analysis

an improved normalisation to the total hadronic cross section has been used, which

leads to minor deviations to previously reported results.

The fact that the central value is almost identical to the purely fixed-order NNLO

result could be anticipated from the findings in ref. [24]. There it is shown that in the

three-jet region, which provides the bulk of the fit range, the matched NLLA+NNLO

prediction is very close to the fixed-order NNLO calculation.

• The dominant theoretical uncertainty on αs(MZ), as estimated from scale variations,

is reduced by 20% compared to NLO+NLLA. However, compared to the fit based
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1% 3%
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1% 3%

EXP

NNLO Calculations have been performed
‣ Resummation of leading logs due to soft gluon radiation 

essential
‣ Partial re-introduction of scale dependence
‣ Running of αs probed up to μ = 204 GeV

G. Dissertori et al., JHEP 08, 036 (2009)
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found to decrease from 13% at pT ! 50 GeV to 7% at
pT ! 400 GeV in both the CC and the EC. The resolution
in the ICR is 16% at pT ! 50 GeV decreasing to 11% at
pT ! 400 GeV. The method to unfold the data uses a four-
parameter ansatz function [11] to parametrize the pT de-
pendence of the jet cross section convoluted with the
measured pT resolution and fitted to the experimental data.

The unfolding corrections vary between 20% at a jet
pT ! 50 GeV and 40% at 400 GeV in the CC. In the EC
and the ICR, the corrections are less than 20% at pT !
50 GeV, but increase to 80% at the largest pT and y. Bin

sizes in pT and y are chosen to minimize migration cor-
rections due to the experimental resolution. The y resolu-
tion is better than 0.05 (0.01) for jets with pT ! 50 GeV
(400 GeV), and leads to a migration correction less than
2% in most bins, and 10% in the highest y bin.

The results of the inclusive jet cross section measure-
ment corrected to the particle level are displayed in Fig. 1
in six jyj bins as a function of pT . The cross section extends
over more than 8 orders of magnitude from pT " 50 GeV
to pT > 600 GeV. Perturbative QCD predictions to next-
to-leading order (NLO) in !S, computed using the
FASTNLO program [12] (based on NLOJET++ [13]) and the
PDFs from CTEQ6.5M [14], are compared to the data. The
renormalization and factorization scales ("R and "F) are
set to the individual jet pT . The theoretical uncertainty,
determined by changing "R and "F between pT=2 and
2pT , is of the order of 10% in all bins. The predictions are
corrected for nonperturbative contributions due to the
underlying event and hadronization computed by PYTHIA
with the CTEQ6.5M PDFs, the QW tune [15], and the two-
loop formula for !S. These nonperturbative corrections to
theory extend from #10% to #20% at pT ! 50 GeV
between jyj< 0:4 and 2:0< jyj< 2:4. The corrections
are of order #5% for pT ! 100 GeV, and smaller than
#2% above 200 GeV.

The ratio of the data to the theory is shown in Fig. 2. The
dashed lines show the uncertainties due to the different
PDFs coming from the CTEQ6.5 parametrizations. The
predictions from MRST2004 [16] are displayed by the
large dashed line. In all y regions, the predictions agree
well with the data. There is a tendency for the data to be
lower than the central CTEQ prediction—particularly at
very large pT —but they lie mostly within the CTEQ PDF
uncertainty band. The pT dependence of the data is well
reproduced by the MRST parametrization whose system-
atic uncertainty is slightly smaller than that from the CTEQ
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FIG. 1 (color online). The inclusive jet cross section as a
function of jet pT in six jyj bins. The data points are multiplied
by 2, 4, 8, 16, and 32 for the bins 1:6< jyj< 2:0, 1:2< jyj<
1:6, 0:8< jyj< 1:2, 0:4< jyj< 0:8, and jyj< 0:4, respectively.
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FIG. 2. Measured data divided by theory for the inclusive jet cross section as a function of jet pT in six jyj bins. The data systematic
uncertainties are displayed by the full shaded band. NLO pQCD calculations, with renormalization and factorization scales set to jet
pT using the CTEQ6.5M PDFs and including nonperturbative corrections, are compared to the data. The CTEQ6.5 PDF uncertainties
are shown as small dashed lines and the predictions with MRST2004 PDFs as large dashed lines. The theoretical scale uncertainty,
obtained by varying the factorization and renormalization scales between "R " "F " pT=2 and "R " "F " 2pT , is typically 10%–
15%.
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‣ Jet PT measured up to 600 GeV 

‣ Good description over full η and PT 

range by NLO calculations

‣ Potential bias: data are input for PDF 
fits and influence gluon density at 
x > 0.2

‣ Extraction of αs restricted to 
x1, x2 < 0.25, only 22 bins left at 
relatively small PT

‣ threshold corrections available: 
reduction of theoretical uncertainty

Extending the Reach: pp̄

↵s(MZ) = 0.1161+0.0034
�0.0033 (exp.)

+0.0029
�0.0035 (theo.)
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FIG. 1: (Color online.) The measurement of R∆R as a function of inclusive jet pT for three different intervals in ∆R and for
four different requirements of pnbrTmin. The inner uncertainty bars indicate the statistical uncertainties, and the total uncertainty
bars display the quadratic sum of the statistical and systematic uncertainties. The theory predictions are shown with their
uncertainties.

The jet four-momenta reconstructed from calorimeter
energy depositions are then corrected, on average, for the
response of the calorimeter, the net energy flow through
the jet cone, additional energy from previous beam cross-
ings, and multiple pp̄ interactions in the same event, but
not for muons and neutrinos [14, 18, 19]. The absolute
energy calibration is determined from Z → e+e− events
and the pT imbalance in γ + jet events in the region
|y| < 0.4. The extension to larger rapidities is derived
from dijet events using a similar data-driven method. In
addition, corrections in the range (2–4)% are applied that
take into account the difference in calorimeter response
due to the difference in the fractional contributions of
quark and gluon-initiated jets in the dijet and the γ +
jet event samples. These corrections are determined us-
ing jets simulated with the pythia event generator [20]
that have been passed through a geant-based detector
simulation [21]. The total corrections of the jet four-
momenta vary between 50% and 20% for jet pT between
50 and 400GeV. An additional correction is applied for
systematic shifts in |y| due to detector effects [14, 18].
These corrections adjust the reconstructed jet energy to
the energy of the stable particles that enter the calorime-
ter except for muons and neutrinos.

The differential distributions R∆R(pT ,∆R, pnbrTmin) are
corrected for experimental effects. Particle-level events
are generated with sherpa [22] with MSTW2008LO
PDFs [23] and with pythia [20] with CTEQ6.6
PDFs [24] and tune QW [25]. The jets from these events
are processed by a fast simulation of the D0 detector re-
sponse. The simulation is based on parametrizations of
jet pT resolutions and jet reconstruction efficiencies de-

termined from data and of resolutions of the polar and
azimuthal angles of jets, which are obtained from a de-
tailed simulation of the detector using geant.

The pT resolution for jets is about 15% at 40 GeV,
decreasing to less than 10% at 400 GeV. To use the
fast simulation to correct for experimental effects, the
simulation must describe all relevant distributions, in-
cluding the pT , y and ∆R distributions for the inclusive
jets and the neighboring jets. The generated events are
reweighted, based on the properties of the generated jets,
to match these distributions in data. To minimize mi-
grations between inclusive jet pT bins due to resolution
effects, we use the simulation to obtain a rescaling func-
tion in reconstructed pT that optimizes the correlation
between the reconstructed and true values. The bin sizes
in the pT distributions are chosen to be approximately
twice the pT resolution. The bin purity after pT rescal-
ing, defined as the fraction of all reconstructed events
that were generated in the same bin, is above 50% for
all bins. We then use the simulation to determine bin
correction factors for experimental effects for all analy-
sis bins. The correction factors are computed bin-by-bin
as the ratio of R∆R without and with simulation of the
detector response. These also include corrections for the
energies of unreconstructed muons and neutrinos inside
the jets. The total correction factors for R∆R using the
reweighted pythia and sherpa simulations agree typi-
cally within 2%. The average factors, used to correct the
data, are typically between 0.98 and 1.01, but never be-
low 0.93 or above 1.03. The difference between the aver-
age and the individual corrections is taken into account as
an uncertainty which is split into two contributions. One

Extending the Reach: pp̄
Normalised jet cross sections at the Tevatron

4

Parisi (DGLAP) evolution equations [7–9] which use αs

and the RGE as input. The αs results from inclusive
jet cross section data at high momentum transfers can
therefore not be regarded as tests of the RGE, since they
are derived assuming its validity.
In this Letter a new observable for hadron-hadron col-

lisions is introduced and its average value is measured. It
is related to the angular correlations of jets. In pQCD,
this quantity is computed as a ratio of jet cross sections,
which is proportional to αs. Since PDF dependencies
largely cancel in the ratio, the extracted αs results are
almost independent of initial assumptions on the RGE.
Values of αs are extracted for momentum transfers be-
tween 50 and 400GeV. These provide the first test of the
RGE at momentum transfers above 208GeV.
The analysis presented in this Letter studies the prop-

erties of multi-jet production based on an inclusive jet
sample in pp̄ collisions at

√
s = 1.96TeV. While pQCD

predictions for any cross section at a hadron collider de-
pend on the PDFs, quantities with significantly reduced
PDF sensitivity can be constructed. One class of such
quantities is ratios of three-jet and dijet cross sections.
Based on such ratios, one can exploit the high energy
reach at hadron colliders to determine αs and to test the
predictions of the RGE at previously unexplored momen-
tum scales. A new observable is introduced, which probes
the angular correlations of jets in the plane of rapidity
y [10] and azimuthal angle φ. This observable measures
the number of neighboring jets that accompany a given
jet with transverse momentum (pT ) with respect to the
beam axis. The measured quantity R∆R is the ensemble
average over all jets in an inclusive jet sample of this ob-
servable. The inclusive jet sample consists of all jets in a
given data set, and these jets are hereafter referred to as
“inclusive jets”. The measured quantity is given by

R∆R(pT ,∆R, pnbrTmin) =

∑Njet(pT )
i=1 N (i)

nbr(∆R, pnbrTmin)

Njet(pT )
(1)

where Njet(pT ) is the number of inclusive jets in a given

inclusive jet pT bin, and N (i)
nbr(∆R, pnbrTmin) is the number

of neighboring jets with transverse momenta greater than
pnbrTmin, separated from the i-th inclusive jet by a distance
∆R within a specified interval ∆Rmin < ∆R < ∆Rmax

with ∆R ≡
√

(∆y)2 + (∆φ)2. For ∆R < π, only topolo-
gies with at least three jets contribute to the numerator
of Eq. (1), in pQCD, and R∆R is computed at lowest or-
der as a ratio of three-jet (O(α3

s)) and inclusive jet cross
sections (O(α2

s)). This ratio is proportional to αs.
This measurement is based on a data set correspond-

ing to an integrated luminosity of 0.7 fb−1 collected
with the D0 detector at the Fermilab Tevatron Collider.
R∆R(pT ,∆R, pnbrTmin) is measured in an inclusive jet sam-
ple at central rapidities |y| < 1 for pT > 50GeV, de-
fined by the Run II midpoint cone jet algorithm [11]
with a cone of radius Rcone = 0.7 in y and φ. It is

measured triple differentially, as a function of inclusive
jet pT , for different pnbrTmin, and in different ∆R regions.
The pnbrTmin requirements are 30, 50, 70, or 90GeV, respec-
tively, and the different∆R intervals are 1.4 < ∆R < 1.8,
1.8 < ∆R < 2.2, and 2.2 < ∆R < 2.6. For jets with
Rcone = 0.7, the lower limit of ∆R > 1.4 ensures that a
jet does not overlap with its neighboring jets. The upper
limit on∆R is smaller than π, so that contributing neigh-
boring jets stem only from three- (or more) jet topolo-
gies. The lowest pnbrTmin requirement is chosen to ensure
that the jet energy calibration and the jet pT resolutions
are well understood. The trigger efficiencies are high for
jets with pT > 50GeV in the inclusive jet sample. The
requirement of |y| < 1 implies that (|y|+∆R) < 3.6 over
the whole analysis phase space. In this rapidity region
jets are well-measured in the D0 detector. The data are
corrected for experimental effects and are presented at
the “particle level,” which includes all stable particles as
defined in Ref. [12].
A detailed description of the D0 detector can be found

in Ref. [13]. The event selection, jet reconstruction, and
jet energy and momentum correction follow closely those
used in recent D0 measurements of inclusive jet, dijet and
three-jet production rates [14–18]. Jets are reconstructed
in the finely segmented liquid-argon/uranium calorime-
ter which covers most of the solid angle for polar angles
of 1.7◦ ! θ ! 178.3◦ [13]. For this measurement, events
are triggered by jet triggers. Trigger efficiencies are stud-
ied as a function of jet pT by comparing the inclusive jet
cross section in data sets obtained by triggers with differ-
ent pT thresholds in regions where the trigger with lower
threshold is fully efficient. The trigger with lowest pT
threshold is shown to be fully efficient by studying an
event sample obtained independently with a muon trig-
ger. In each inclusive jet pT bin, events are taken from a
single trigger which has an efficiency higher than 99%.
The position of the pp̄ interaction is determined from

the tracks reconstructed using data from the silicon de-
tector and scintillating fiber tracker located inside a 2T
solenoidal magnet [13]. The position is required to be
within 50 cm of the detector center in the coordinate
along the beam axis, with at least three tracks pointing to
it. These requirements discard (7–9)% of the events, de-
pending on the trigger used. Contributions from cosmic
ray events are suppressed by requiring the missing trans-
verse momentum in an event to be less than 70% (50%)
of the uncorrected leading jet pT if the latter is below
(above) 100GeV. The efficiency of this requirement for
signal is found to be > 99.5% [14, 18]. Requirements on
the characteristics of calorimeter shower shapes are used
to suppress the remaining background due to electrons,
photons, and detector noise that would otherwise mimic
jets. The efficiency for the shower shape requirements
is above 97.5%, and the fraction of background events is
below 0.1% for all pT , as determined from distributions
in signal and in background-enriched event samples.
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jet does not overlap with its neighboring jets. The upper
limit on∆R is smaller than π, so that contributing neigh-
boring jets stem only from three- (or more) jet topolo-
gies. The lowest pnbrTmin requirement is chosen to ensure
that the jet energy calibration and the jet pT resolutions
are well understood. The trigger efficiencies are high for
jets with pT > 50GeV in the inclusive jet sample. The
requirement of |y| < 1 implies that (|y|+∆R) < 3.6 over
the whole analysis phase space. In this rapidity region
jets are well-measured in the D0 detector. The data are
corrected for experimental effects and are presented at
the “particle level,” which includes all stable particles as
defined in Ref. [12].
A detailed description of the D0 detector can be found

in Ref. [13]. The event selection, jet reconstruction, and
jet energy and momentum correction follow closely those
used in recent D0 measurements of inclusive jet, dijet and
three-jet production rates [14–18]. Jets are reconstructed
in the finely segmented liquid-argon/uranium calorime-
ter which covers most of the solid angle for polar angles
of 1.7◦ ! θ ! 178.3◦ [13]. For this measurement, events
are triggered by jet triggers. Trigger efficiencies are stud-
ied as a function of jet pT by comparing the inclusive jet
cross section in data sets obtained by triggers with differ-
ent pT thresholds in regions where the trigger with lower
threshold is fully efficient. The trigger with lowest pT
threshold is shown to be fully efficient by studying an
event sample obtained independently with a muon trig-
ger. In each inclusive jet pT bin, events are taken from a
single trigger which has an efficiency higher than 99%.
The position of the pp̄ interaction is determined from

the tracks reconstructed using data from the silicon de-
tector and scintillating fiber tracker located inside a 2T
solenoidal magnet [13]. The position is required to be
within 50 cm of the detector center in the coordinate
along the beam axis, with at least three tracks pointing to
it. These requirements discard (7–9)% of the events, de-
pending on the trigger used. Contributions from cosmic
ray events are suppressed by requiring the missing trans-
verse momentum in an event to be less than 70% (50%)
of the uncorrected leading jet pT if the latter is below
(above) 100GeV. The efficiency of this requirement for
signal is found to be > 99.5% [14, 18]. Requirements on
the characteristics of calorimeter shower shapes are used
to suppress the remaining background due to electrons,
photons, and detector noise that would otherwise mimic
jets. The efficiency for the shower shape requirements
is above 97.5%, and the fraction of background events is
below 0.1% for all pT , as determined from distributions
in signal and in background-enriched event samples.

‣ Measure of hardness of neighbouring jets within ΔR

‣ Small sensitivity to proton PDFs 

‣ Small experimental uncertainty due to partial cancellations

‣ Probing of scales up to 400 GeV, but large theoretical 
uncertainty (only NLO calculations available)
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FIG. 3: (Color online.) The strong coupling αs at large mo-
mentum transfers, Q, presented as αs(Q) (a) and evolved to
MZ using the RGE (b). The uncertainty bars indicate the
total uncertainty, including the experimental and theoretical
contributions. The new αs results from R∆R are compared
to previous results obtained from inclusive jet cross section
data [36] and from event shape data [40]. The αs(MZ) result
from the combined fit to all selected data points (b) and the
corresponding RGE prediction (a) are also shown.

for the first time.

In summary, a measurement has been presented of
a new quantity R∆R which probes the angular correla-
tions of jets. R∆R is measured as a function of inclusive
jet pT in different annular regions of ∆R between a jet
and its neighboring jets and for different requirements on
the minimal transverse momentum of the neighboring jet
pnbrTmin. The data for pT > 50GeV are well-described by
pQCD calculations in NLO in αs with non-perturbative
corrections applied. Results for αs(pT ) are extracted us-
ing the data with pnbrTmin ≥ 50GeV, integrated over ∆R.
The extracted αs(pT ) results from R∆R are, to good ap-
proximation, independent of the PDFs and thus inde-
pendent of assumptions on the RGE. Therefore, these
αs results are the first to provide a test of the RGE at
momentum transfers beyond 208GeV. The results are in
good agreement with previous and consistent with the
RGE predictions for the running of αs for momentum
transfers up to 400GeV. The combined αs(MZ) result,
obtained using the data with pnbrTmin ≥ 50GeV (integrated
over ∆R and pT ), is αs(MZ) = 0.1191+0.0048

−0.0071, in good
agreement with the world average value [4].
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Jet measurements at the LHC are gaining in precision
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FIG. 12. Ratios of inclusive jet double-differential cross section to the theoretical prediction obtained using NLOJET++ with
the CT10 PDF set. The ratios are shown as a function of jet pT in different regions of |y| for jets identified using the anti-kt
algorithm with R = 0.4 (upper plots) and R = 0.6 (lower plots). The theoretical error bands obtained by using NLOJET++
with different PDF sets (CT10, MSTW 2008, NNPDF 2.1, HERAPDF 1.5) are shown. Statistically insignificant data points
at large pT are omitted in the ratio.
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ATLAS, Phys. Rev. D86, 014022 (2012) ‣ Jet data available with scales up to 
1-2 TeV

‣ Full unfolding of experimental effects of 
ATLAS inclusive jet data

‣ Experimental uncertainties of 10-20%

‣ Non-negligible non-perturbative 
corrections

‣ First determination of αs at scales up to 
600 GeV 

‣ Large uncertainty due to disagreement 
between R=0.4 and R=0.6

↵s(MZ) = 0.1151 ± 0.0077 (exp.)+0.0051
�0.0040 (theo.)

B. Malaescu, P Starovoitov, EPJC 72, 2041 (2012)
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Summary

The Strong Coupling αs 

‣ Allows for stringent tests of QCD

‣ Universality impressively demonstrated by determination from very 
different processes at very different scales

‣ Deviations from the RGE could hint at new physics - precision needed!

Experimental Data

‣ HERA jet data among the most precise data for precision tests of QCD

‣ New normalised Tevatron jet measurement with exp. uncertainty ~1%

‣ Probe highest scales with LHC jet data

22Roman Kogler Precision Tests of QCD

We are not there yet!

Theory

‣ Missing higher orders often the dominating 
source of uncertainty



Additional Material
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Jet Observables
Inclusive Jets 
each jet above a given PT requirement contributes to the cross 
section: large statistics, calculation needs contributions from higher-
order configurations 

Dijets 
events with at least two jets above a certain PT contribute: reduced 
statistics but NLO calculations have smaller scale dependence 

Trijets 
events with at least three jets above a certain PT contribute: smaller 
statistics and slightly larger experimental uncertainties but high 
sensitivity to αs (O(αs2) at LO)

Normalised Jet Cross Sections
benefit from partial cancellations of experimental and theoretical 
uncertainties by measurement of σjet/σNC
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Multijet Measurement in DIS

H1e’
jet

jet

jet

Physical correlations 
individual jet measurements are correlated: correlations between 
individual jets in the inclusive jet sample, dijet events are a subsample 
of inclusive jets, trijet and dijet events...

Experimental effects
correlations may change due to the detector resolution: introduces 
migrations between different jet samples
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Regularised Unfolding

m = A · x

Migration matrix A describes the detector response

m:	

measured distribution (detector level)
x:	

 true distribution (particle level)

Perform unfolding by analytic minimisation of 

�2 =
1
2

(m�Ax)TV�1(m�Ax)T+�2 · L
TUnfold (S. Schmitt), arXiv:1205.6201

Regularisation parameter τ suppresses large fluctuations

Correlation of datasets contained in covariance matrix V
Possibility to unfold four measurements at once: 
NC DIS, inclusive jet, dijet and trijet cross sections
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Unfolding of Jet Multiplicities

28. Februar 2012 Daniel Britzger - DIS 2012 10

Full Schematic Migration Matrix
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v
e
l

x

J3

J1
Incl. Jet
pT, Q2, y, ()

J2
Dijet

Q2, <pT>2, y, 
Dijet-cuts

J3
Trijet

Q2, <pT>3, y, 

Trijet-cuts

J

J2

m

B1E
DIS-

Events
(Q2, y)

Detector level

Reconstructed 
jets without match 
to generator level B2

Reconstructed 

Dijet events which 
are not generated 

as Dijet event B3
Reconstructed 

Trijet events 
which are not 
generated as 
Trijet event

E

-1

-2

-3

Migration Matrix

Matrix dimension: 2205 × 671 Entries

Covariance Matrix: 2205 x 2205 Entries

Migration Matrix

Multidimensional 
unfolding in Q2, PT and y

Full treatment of 
migrations between jet 
observables 

Normalisation preserved 
with inclusive NC DIS 
events

Detector response 
obtained from simulation

Dimension:
about 600 x 2200 bins
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MC Test
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Monte Carlo Test

 Pull distributions
 Corrected vs. true distribution

 Two Incl. DIS Models
 Rapgap (MEPS)

 Django (CDM)

 Statistically independent samples

 Checking
 Unfolding with same model

 Unfolding with 'other' model

 Compare
 Bin-by-bin

 Based on bin-wise correction 
factors 

 Regularized unfolding

i

true

i

Unfold

i
i

x

xx
P

Δ

−
=

Pi =
xunfold

i � xtrue
i

�unfold
i

Pull distribution:

Two theo. models:
Djangoh (CDM)
Rapgap (MEPS)

Performance test:
Test unfolded result w.r.t.
MC truth

Comparison:
Unfolded results with 
results obtained bin-wise 
derived correction factors
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Comparison to “bin-by-bin”

28. Februar 2012 Daniel Britzger - DIS 2012 12

Data unfolding

Comparison to bin-by-bin method

 H1 Data

 AUnfold = ARapgap + ADjango

 Bias also in data

 Uncertainties are larger

 -> But knowledge of correlations

Unfoldxδ ) / i
Bin-by-bin - xi

Unfold
( x
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Inclusive Jet

Dijet

Trijet

Pull between two Correction Methods

H1 Preliminary

H1-Prel-12-031

Performance on data
‣ bin-by-bin result gives slightly higher 

cross section (~0.8σ)
‣ larger stat. error - but full covariance 

matrix available
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Determination of αs(MZ)
NLO calculation depends on PDF and αs(MZ)

Keep PDF fixed and fit αs(MZ)              ⇒

Hessian method: Minimise �2(�s) αs

• Experimental uncertainty obtained by χ2 = χ2min +1

• Theoretical uncertainty obtained by offset method:

‣ Repeat fit for µr and µf varied by a factor of 1/2 and 2

• PDF uncertainty calculated with PDF eigenvalues

• Consistency with PDF sets with varied αs(MZ) checked

�2(�s) = uT V �1u +
�

k

�2k

ui = �exp
i � �theo

i (�s,pdf)

�
1�

�

k

�ik�k

�
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