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• Differential cross section:

• Diffractive reduced cross-section (related to structure functions):

Diffractive DIS
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                Diffractive DISDiffractive DIS

● diffractive reduced cross section
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• The uncertainty in the FPS track reconstruction efficiency results in the normalisation
uncertainty of 2%.

• A further normalisation uncertainty of 3.7% arises from the luminosity measurement.

• The extrapolation in t from the measured FPS range of 0.1 < |t| < 0.7 GeV2 to the region
|tmin| < |t| < 1 GeV2 covered by the LRG data [5] results in an additional normalisation
error of 4% for the σD(3)

r data (section 5.5).

The systematic errors shown in the figures are obtained by adding in quadrature all contributions
except the normalisation uncertainty, leading to an average uncertainty of 8% for the data. The
overall normalisation uncertainties are of 4.3% and 6% for the σD(4)

r and σD(3)
r measurements,

respectively.

5 Results

5.1 The reduced cross section σD(4)
r

The dependence of diffractive DIS on β, Q2, xIP and t is studied in terms of the reduced diffrac-
tive cross section σD(4)

r . This observable is related to the measured differential cross section
by
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To a good approximation the reduced cross section is equal to the diffractive structure function
F D(4)

2 (β, Q2, xIP , t) in the region of relatively low y values covered by the current analysis.
Results for σD(4)

r are obtained in three t ranges, 0.1 ≤ |t| < 0.3 GeV2, 0.3 ≤ |t| < 0.5 GeV2

and 0.5 ≤ |t| < 0.7 GeV2, and are interpolated to the values |t| = 0.2, 0.4, 0.6 GeV2 using the
measured t dependence at each xIP , β and Q2 value. Only the high statistics medium Q2 data
are used to evaluate the four-dimensional distributions σD(4)

r .
The reduced cross section xIP σD(4)

r is presented in table 3. Figure 4 shows xIP σD(4)
r as a

function of xIP for different |t|, β and Q2 values. At medium and large β values, xIP σD(4)
r

falls or is flat as a function of xIP . Qualitatively this behaviour is consistent with a dominant
contribution of the pomeron exchange described in the Regge framework by a linear trajectory
αIP (t) = αIP (0) + α′

IP t with an intercept αIP (0) ! 1 [39]. At low β values xIPσD(4)
r rises with

xIP at the highest xIP , which can be interpreted as a contribution from a sub-leading exchange
(IR) with an intercept αIR(0) < 1. This observation is consistent with the previous H1 FPS
analysis [4].
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Diffractive DIS
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                Diffractive DISDiffractive DIS

● diffractive reduced cross section
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● diffractive reduced cross section
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Large Rapidity Gap

• Diffractive reduced cross-section:

• This analysis measures the diffractive longitudinal proton structure function.

• FLD only contributes at high values of y.

     β

xIP
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Signatures and Selection Methods 

V. Sola DIS 2012, Bonn, 26-30 March 2012 7 

Proton Spectrometer (PS) method 

p'#

e'#

hadronic''
system'

Large Rapidity Gap (LRG) method 

            near perfect acceptance 
            at low xIP 

            p-diss contribution 
            no t measurement  

p'

            direct measurement of t, xIP 
            high xIP accessible 
            no p-diss contribution 

            low statistics 

Selection of diffractive events
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Signatures and Selection Methods 

V. Sola DIS 2012, Bonn, 26-30 March 2012 7 

Proton Spectrometer (PS) method 

p'

            direct measurement of t, xIP 
            high xIP accessible 
            no p-diss contribution 

            low statistics 

• Proton spectrometers:

• Measures t
• Less statistics
• Proton tagging systematics

• Large Rapidity Gap:

• Integrates over |t| < 1 GeV2

• More statistics
• Proton dissociation needs to be controlled

• Different kinematical coverage
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Theoretical views on diffraction

• Infinite momentum frame: partons

• Factorization is assumed.

• Diffractive parton densities can be 
derived.

• Proton rest frame: dipoles

• Long-living quark pair interacts 
with the gluons from the proton.

• Direct relation to inclusive DIS.

• Incorporates saturation dynamics.

• No extra parameters for 
diffraction are needed.
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Theoretical views of Diffraction: 
Partons and Dipoles

Inclusive Measurement of Diffractive Deep Inelastic Scattering at HERA  - DIS2012 -  11

● Infinite momentum frame: partons ● Proton rest frame: dipoles 

➔ Direct relation to inclusive DIS

➔ Incorporates saturation dynamics

➔ No extra parameters used for DDIS

● An assumption: factorise (,Q2) 
and (x

IP
,t) 

➔ Derive diffractive PDFs F
2
IP

● Long-living quark pair interacts with 
gluons of the proton

[H1 Coll. EPJC28 (2006) 715] [C. Marquet PRD76 (2007) 094017]
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Tests of QCD factorization

• Diffractive dijets in DIS

• Compatible with the parton                                                            
densities from H1 2006 DPDF Fits.

• QCD factorization holds.

• Diffractive charm production

• Low statistics.

• FLD measurement

• Probes low xIP and β region inaccessible by dijets and D*.
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QCD Factorisation in DiffractionQCD Factorisation in Diffraction

● inclusive measurements constrain quarks
● gluons are constrained weakly from the scaling violations

● diffractive dijets in DIS
– compatible with the parton densities from H1 2006 DPDF Fits

– QCD factorisation holds

– Fit B preferred

● diffractive charm production
– low statistics

d r
D

d lnQ
2
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● diffractive dijets in DIS
– compatible with the parton densities from H1 2006 DPDF Fits

– QCD factorisation holds
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● diffractive charm production
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IP
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HERA Low Energy RunsHERA Low Energy Runs

● last months of HERA running were dedicated to the measurements of F
L
 and F

L

D  

 low energy runs→

– E
p
 = 460 GeV

– E
p
 = 575 GeV

● nominal proton beam energy

– E
p
 = 820 GeV

– E
p
 = 920 GeV

HERA runs
• HERA operated in 1993 - 2007, colliding electrons or positrons at 27.5 GeV 

with protons.

• Nominal proton beam energy:

• Ep = 820, 920 GeV (HERA-I phase)

• Ep = 920 GeV (HERA-II phase)

• HERA was operating at reduced proton beam energies in the last months       
of data taking.

• Ep = 460 GeV

• Ep = 575 GeV

• The low energy data serve for the purposes of the FL and FLD measurements.

6
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Precision LRG cross sections by H1

• H1 data from HERA-I and HERA-II                                                                     
are combined.                                                                                                       
[Eur. Phys. J. C72 (2012) 2074]

• Kinematical coverage:

3.5 < Q2 < 1600 GeV2

0.0017 < β < 0.8
0.0003 < xIP < 0.03

• Iterative χ2 minimization is used for the combination.

χ2/ndf = 371/320

➡ The total uncertainty of the combined results is 4% to 7%.                         
(typically factor of 1.5 − 2 improvement in precision with respect to              
the previously published results)

7

the proton remnant tagger (PRT) and the forward tagging system (FTS). The Plug enables en-
ergy measurements to be made in the pseudorapidity range 3.5 < η < 5.5. It is positioned
around the beam-pipe at z = 4.9 m. The FMD consists of a series of drift chambers covering
the range 1.9 < η < 3.7. Primary particles produced at larger η can be detected indirectly in
the FMD if they undergo a secondary scattering with the beam pipe or other adjacent material.
For the period 1999-2000, secondary particles, or the scattered proton at very high |t|, can also
be detected by the PRT, covering the range 6.5 < η < 7.5, which is located at 24 m from the
interaction point and consists of layers of scintillator surrounding the beam pipe. In the period
2004-2007, the PRT is replaced by the FTS which consists of four stations of scintillators ar-
ranged around the proton beam pipe at z = 26 m, z = 28 m, z = 53 m and z = 92 m. Only
the stations at 26 m and 28 m are used to tag proton dissociation, since further downstream
elastically scattered protons often hit the beam-pipe.

The luminosity is determined from the rate of Bethe-Heitler processes measured using a
calorimeter located close to the beam pipe at z = −103 m in the backward direction.

3.2 Data Samples

Different event samples corresponding to different Q2 ranges are analysed in this paper. For the
interval 3 ≤ Q2 ≤ 25 GeV2, a ‘minimum bias’ (MB) sample corresponding to an integrated
luminosity of 3.5 pb−1 is used, which was recorded during a special data taking period in
1999 with dedicated low Q2 electron triggers. For photon virtualities in the interval 10 ≤ Q2 ≤
105 GeV2, data taken throughout the periods 1999-2000 and 2004-2007 are used, corresponding
to a total integrated luminosity of 371 pb−1. These cross section measurements are combined
with previously published H1 LRG data [10]. All event samples are summarised in table 1.

Data Set Q2 range Proton Energy Luminosity
(GeV2) Ep (GeV) (pb−1)
New data samples

1999 MB 3 < Q2 < 25 920 3.5
1999-2000 10 < Q2 < 105 920 34.3
2004-2007 10 < Q2 < 105 920 336.6

Previously published data samples
1997 MB 3 < Q2 < 13.5 820 2.0
1997 13.5 < Q2 < 105 820 10.6
1999-2000 133 < Q2 < 1600 920 61.6

Table 1: Summary of the data samples used in the analysis.

3.3 Event Selection and Kinematic Reconstruction

DIS events are selected by requiring a localised energy deposit (cluster) in the SpaCal calorime-
ter with an energy greater than 10 GeV, ensuring a trigger efficiency close to 100%. The cluster
radius of the electron candidate is required to be less than 4 cm, as expected for an electro-
magnetic shower. In order to avoid losses of energy into the beam-pipe, the radial distance

7
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Precision LRG cross sections by H1

• Data are combined in four xIP bins: 
0.0003, 0.001, 0.003, 0.01

• At xIP = 0.03, only the HERA I 
measurements exist.
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H1 LRG measurements

• Example of β dependence compared to H1 DPDF Fit B.

• H1 2006 DPDF Fits are known to underestimate data at Q2 < 8.5 GeV2.       
[Eur. Phys. J. C48 (2006) 715-748]
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• LRG selection also accepts 
diffractive events where the  
proton dissociates into a final   
state Y which is not detected     
due to the detector acceptance 
around the beam pipe.

• LRG measurements are 
corrected to MY < 1.6 GeV  
using Monte Carlo. 

• Ratio of the LRG and the proton 
spectrometer results quantifies 
the contribution of the proton 
dissociation in LRG.

➡ No Q2 or β dependence 
observed. 
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LRG and proton spectrometer results
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4% and 7% whereas they were typically of the order of 7% and 10% in the previously published
results.

For xIP = 0.03 only the previous measurements [10] exist. They are only slightly modified
by the combination procedure. The resulting β and Q2 dependences are shown in figure 8. The
results for all xIP bins are also provided in numerical form in tables 2 to 7 and in [59]. Statistical
together with uncorrelated and point-to-point correlated systematic uncertainties are shown.

4.2 Comparisons with other measurements

The combined reduced cross section σD(3)
r can be compared with other H1 measurements ob-

tained by a direct measurement of the outgoing proton using the H1 Forward Proton Spectrome-
ter (FPS) [12]. The cross section ep → eXY measured here with the LRG data includes proton
dissociation to any system Y with a mass in the range MY < 1.6 GeV, whereas in the cross
section measured with the FPS the system Y is defined to be a proton. Since the LRG and FPS
data sets are statistically independent to a large extent and the dominant sources of systematic
errors are different, correlations between the uncertainties on the FPS and LRG data are ne-
glected. The FPS results are interpolated to the Q2, β and xIP bin centre values of the LRG
data using a parametrisation of the H1 2006 DPDF Fit B. Only FPS data with interpolation
corrections between 0.8 and 1.25 are used. The ratio of the two measurements is then formed
for each (Q2, β, xIP ) point for xIP = 0.01 and xIP = 0.03, at which both LRG and FPS data are
available. The global weighted average of the cross section ratio LRG/FPS is

σ (MY < 1.6 GeV)

σ (Y = p)
= 1.203 ± 0.019(exp.) ± 0.087(norm.) , (9)

where the experimental uncertainty is a combination of statistical and uncorrelated systematic
uncertainties on the measurements. In figure 9 the combined LRG cross section measurements
as a function of Q2 are compared with the interpolated FPS data rescaled by a factor 1.2, fol-
lowing the above determination. A good agreement between the two measurements is observed.

The combined H1 LRG cross section are also compared with the most recent measurements
by the ZEUS experiment using a similar LRG selection [14]. These ZEUS diffractive data
have been determined for identical β and xIP values, but at different Q2 values to H1. In order
to match the MY < 1.6 GeV range of the H1 data, a global factor of 0.91 ± 0.07 [14] is
applied to the ZEUS LRG data. The comparison for MY < 1.6 GeV between the H1 data
and the rescaled ZEUS data is shown in figure 10. The ZEUS data tend to remain higher than
those of H1 by ∼ 10% on average. This difference in normalisation is consistent with the
8% uncertainty on the proton-dissociation correction factor of 0.91 ± 0.07 applied to ZEUS
data combined with the normalisation uncertainties of the two data sets of 4% (H1) and 2.25%
(ZEUS). This normalisation difference is also similar to that of 0.85 ± 0.01(stat.) ± 0.03(sys.)
+0.09
−0.12(norm.) between the H1 FPS and the ZEUS LPS tagged-proton data sets [12]. Deviations
are observed between the β dependences of the two measurements at the highest and lowest β
values. However a good agreement of the Q2 dependence is observed throughout most of the
phase space.

13
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H1 and ZEUS LRG measurements

➡ Good agreement between        
H1 and ZEUS in general.

➡ ~10% normalization difference 
(within the uncertainties).

➡ H1 DPDF Fit B, obtained from     
a QCD fit to the H1 LRG 
HERA-1 data, works well            
at high Q2.

➡ Dipole model gives better 
description at low Q2 but        
fails at high Q2.
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Pomeron trajectory

• Regge fit to LRG cross section:

➡ Mean value of the pomeron intercept:

• Independent of Q2                                                                                
(within the statistical uncertainties).

• Good agreement of all HERA measurements.

• Supports the proton vertex factorization.
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4.5 Extraction of the Pomeron Trajectory

The diffractive structure function FD(3)
2 is obtained from the reduced cross section by correcting

for the small FD(3)
L contribution using the predictions of the H1 2006 DPDF Fit B, which is

in reasonable agreement with the recent direct measurement of FD(3)
L [15]. The diffractive

structure function can be investigated in the framework of Regge phenomenology and is usually
expressed as a sum of two factorised contributions corresponding to Pomeron and secondary
Reggeon trajectories

FD(3)
2 (Q2, β, xIP ) = fIP/p(xIP ) F IP

2 (Q2, β) + nIR fIR/p(xIP ) F IR
2 (Q2, β) . (12)

In this parametrisation, F IP
2 can be interpreted as the Pomeron structure function and F IR

2 as
an effective Reggeon structure function. The global normalisation of this last contribution is
denoted nIR. The Pomeron and Reggeon fluxes are assumed to follow a Regge behaviour with
linear trajectories αIP ,IR(t) = αIP ,IR(0) + α

′

IP ,IRt, such that

fIP/p,IR/p(xIP ) =

∫ tmin

tcut

eBIP ,IRt

x
2αIP ,IR(t)−1
IP

dt. (13)

In this formula, |tmin| is the minimum kinematically allowed value of |t| and tcut = −1 GeV2

is the limit of the measurement.

In equation (12), the values of F IP
2 are treated as free parameters at each β and Q2 point, to-

gether with the Pomeron intercept αIP (0) and the normalisation nIR of the sub-leading exchange.
The values of the other parameters are fixed in the fit. The parameters α

′

IP = 0.04+0.08
−0.06 GeV−2

and BIP = 5.7+0.8
−0.9 GeV−2 are taken from the last H1 FPS publication [12]. The intercept

of the sub-leading exchange αIR(0) = 0.5 ± 0.1 is taken from [4]. The parameters α
′

IR =
0.30+0.6

−0.3 GeV−2 and BIR = 1.6−1.6
+0.4 GeV−2 are obtained from a parametrisation of previously

published H1 FPS data [11]. Since the sub-leading exchange is poorly constrained by the data,
values of F IR

2 (Q2, β) are taken from a parametrisation of the pion structure function [71], with
a single free normalisation nIR. Choosing a different parametrisation for the pion structure
function [72] does not affect the results significantly.

In previous publications [4, 11, 12, 14], it has already been shown that fits of this form
provide a good description of the data. This supports the proton vertex factorisation hypothesis
whereby the xIP and t dependences are decoupled from the Q2 and β dependences for each
of the Pomeron and sub-leading contributions. This global conclusion can be refined using
the advantage of the improved statistical precision of the present analysis. In the following,
the full range in Q2 is divided into six intervals: Q2 ≤ 6.5 GeV2, 6.5 < Q2 ≤ 12 GeV2,
12 < Q2 ≤ 25 GeV2, 25 < Q2 ≤ 45 GeV2, 45 < Q2 ≤ 90 GeV2 and Q2 > 90 GeV2.
For each interval i, a free Pomeron intercept αIP (0)[Q2

i ] is introduced. Thus the factorisation
assumption can be tested differentially in Q2 by allowing for a Q2 dependence of the Pomeron
intercept in the fit procedure. In the minimisation procedure the error of each data points is
obtained by adding in quadrature the statistical and uncorrelated systematic uncertainties. The
effect of correlated uncertainties is taken into account by repeating the fit multiple times with
each correlated systematic error shifted by one standard deviation. The kinematic domain of the
fit procedure is defined asMX > 2 GeV and β < 0.8, in order to avoid resonances and potential
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higher-twist effects. This leads to 175 diffractive structure function values. The fit provides a
good description of the data (χ2 = 201). The results on the Pomeron intercept are presented in
figure 12. No significant Q2 dependence of the Pomeron intercept is observed, which supports
the proton vertex factorisation hypothesis.The average value is found to be

αIP (0) = 1.113 ± 0.002 (exp.) +0.029
−0.015 (model) , (14)

where the first error is the full experimental uncertainty and the second error expresses the
model dependent uncertainty arising dominantly from the variation of α′

IP , which is strongly
positively correlated with αIP (0). As diffractive structure function values are determined with
an assumption on FD(3)

L , the influence of neglecting the FD(3)
L contribution is also included

in the model dependent uncertainty. It gives rise to only a small effect. This is verified by
repeating the fit procedure under the condition that data points with y > 0.45 are excluded
from the minimisation procedure, in order to reduce the impact of the FD(3)

L contribution. The
number of data points is then reduced to 138 and the results are found to be the same as those
of figure 12 within the statistical precision.

As illustrated in figure 12, the average αIP (0) value obtained in this analysis together with
the absence of a Q2 dependence within the statistical precision of the measurement is in very
good agreement with previous determinations in diffractive DIS [10–12, 14]. It also agrees
within errors with a result obtained in diffractive photoproduction [74].

5 Conclusions

A measurement of the reduced inclusive diffractive cross section σD(3)
r (Q2, β, xIP ) for the pro-

cess ep → eXY withMY < 1.6 GeV and |t| < 1 GeV2 is presented. New results are obtained
using high statistics data taken from 1999 to 2007 by the H1 detector at HERA. These mea-
surements are combined with previous H1 results obtained using the same technique for the
selection of large rapidity gap events. The combined data span more than two orders of magni-
tude in Q2 from 3.5 GeV2 to 1600 GeV2 and cover the range 0.0017 ≤ β ≤ 0.8 for five fixed
values of xIP in the range 0.0003 ≤ xIP ≤ 0.03. In the best measured region for Q2 ≥ 12 GeV2,
the statistical and systematic uncertainties are at the level of 1% and 5%, respectively, with an
additional overall normalisation uncertainty of 4%. By comparing to the proton-tagged cross
section measurements, a contribution of 20% of proton dissociation is found to be present in
large rapidity gap data.

The combined H1 diffractive cross section measurements are compared with predictions
from dipole and DPDF approaches. A reasonable description of the data is achieved by both
models. The predictions of the dipole model, including saturation, can describe the low Q2

kinematic domain of the measurements better than the previous H1 DPDF fits.

The ratio of the diffractive to the inclusive ep cross section is measured as a function of x,Q2

and xIP . At fixed xIP the ratio depends only weakly on x, except at the highest x values. Proton
PDF and dipole model predictions reproduce the behaviour of the ratio. This result implies that
the ratio of quark to gluon distributions is similar in the diffractive and inclusive process when
considered at the same low x value.
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Ratio to inclusive DIS

• Assuming proton vertex 
factorization, the ratio is expected 
to be independent of Q2.

• The ratio is flat in x, apart at 
highest β.

• This trend is reproduced by both 
DPDF and dipole model 
predictions.

• Ratio of quarks and gluons is 
similar in diffractive and inclusive 
DIS.

13

=0.0003IPx =0.001IPx =0.003IPx =0.01IPx =0.03IPx

3.5

5

6.5

8.5

12

15

20

25

35

45

60

90

200

400

2Q
]2[GeV

x

 r
σ

   
 /

r
σ 

IP
) .

 x
β

(1
-

D
(3

)

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

0

0.02

-410 -310 -110 -410 -310 -110 -410 -310 -110 -410 -310 -110 -410 -310 -110

 < 1.6 GeV)
Y

H1 LRG (M
H1 2006 DPDF Fit B (extrapol. fit)
Dipole Model

Figure 11: The ratio of the diffractive to the inclusive reduced cross section, multiplied by
(1 − β)xIP . The inner and outer error bars on the data points represent the statistical and total
uncertainties, respectively. The overall normalisation uncertainty of 4% is not shown. The
curves are explained in the captions of figures 3 and 10.
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4.3 Comparison with Models

Figures 3 to 10 show the measurements compared to predictions based on the H1 2006 DPDF
Fit B. The DPDF fit assuming proton vertex factorisation used in the previous H1 analysis [10]
became unstable when data points with Q2 < 8.5 GeV2 were included. Therefore, only an
extrapolation of the DPDFs predictions to this kinematic domain is indicated as dashed lines in
these figures. In figure 10 the data are compared also with predictions of the dipole model [16].
As the dipole model predictions correspond to the process ep → eXp, they are rescaled by a
factor of 1.20 according to equation (9). Both approaches give a good overall description of
the measurements. In the low Q2 range, for Q2 < 8.5 GeV2, the dipole model, which includes
saturation effects, seems to better describe the data, whereas for larger β and for xIP = 0.01 it
tends to underestimate the measured cross section.

4.4 Ratio to Inclusive DIS

In analogy to hadronic scattering, the diffractive and the total cross sections can be related via
the generalisation of the optical theorem to virtual photon scattering [63]. Many models of low
x DIS [64–69] assume links between these quantities. Comparing the Q2 and x dynamics of
the diffractive with the inclusive cross section is therefore a powerful means of comparing the
properties of the DPDFs with their inclusive counterparts and of testing models. The evolution
of the diffractive reduced cross section with Q2 can be compared with that of the inclusive DIS
reduced cross section σr by forming the ratio

σD(3)
r (xIP , x,Q2)

σr(x,Q2)
. (1 − β) xIP , (10)

at fixed Q2, β = x/xIP and xIP . A parametrisation of σr from [70] is used. This quantity is
equivalent to the ratio of diffractive to γ∗p cross sections,

M2
X

dσD(3)
r (MX ,W,Q2)

dMX

σγ∗p
incl.(W,Q2)

, (11)

studied in [8, 9, 13] as a function of W and Q2 in ranges of MX . Assuming proton vertex fac-
torization in the DPDF approach, this ratio is expected to be independent of Q2 and depends
only weakly on β and x # Q2/W 2 for sufficiently large MX . A remaining weak x dependence
of the ratio may arise due to deviations from unity of the intercept of the Pomeron trajectory,
which are studied in the next section. The ratio (10) is shown in figure 11 as a function of x
at fixed xIP and Q2 values. The ratio of the diffractive to the inclusive cross section is found
to be approximately constant with x at fixed Q2 and xIP except towards larger x values which
correspond to large β values. This indicates that the ratio of quark to gluon distributions is sim-
ilar in the diffractive and inclusive process when considered at the same low x value. The ratio
is also larger at high values of xIP , xIP = 0.03, where the sub-leading exchange contribution
of the diffractive cross section is not negligible, but it remains approximately constant with x.
These observations are in agreement with previous similar studies [12]. The general behaviour
of the ratio, and especially its decrease towards larger x, is reproduced by both the DPDF [10]
and dipole model [16] predictions.
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an independent test of QCD factorization.

• The FLD and F2D structure functions can be 
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at different y (for fixed xIP, β, Q2).

• Data at different centre-of-mass energy are needed.

• Highest sensitivity to FLD is at high y (low β).

• Challenging measurement due to                                                               
high level of photoproduction background.

FLD measurement
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Figure 6: The diffractive reduced cross section σD
r multiplied by xIP as a function of y2/Y+ at

fixed Q2, xIP and β. The inner error bars represent the statistical uncertaint ies on the measure-
ment, the outer error bars represent the statistical and total systematic uncertainties added in
quadrature. The normalisation uncertainty is not shown. Up to four beam energies are shown,
where the lowest y2/Y+ point is given by the 820 GeV data for Q2 = 4 GeV2 and by the
920 GeV data at higherQ2. The linear fits to the data are also shown as a solid line, the slope of
which gives the value of FD

L . The predictions and extrapolated predictions of H1 2006 DPDF
Fit B are shown as dashed and dotted lines, respectively.

30

FLD extraction

• The following data sets are used:
Ep = 820 GeV	

	

 13 pb-1

Ep = 920 GeV	

	

 127 pb-1

Ep = 460 GeV	

	

 9 pb-1

Ep = 575 GeV	

	

 5 pb-1

➡ Diffractive reduced cross-sections    
are measured in bins of xIP, β, Q2:

xIP = 0.0005,  0.003
Q2 = 4,  11.5,  44 GeV2

• Data cross-sections are sensitive to 
FLD at high y (low β).

➡ First direct FLD measurement! 
[Eur.Phys.J. C72 (2012) 1836]
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Figure 7: The diffractive structure functions FD
L and FD

2 multiplied by xIP as a function of β
at fixed Q2 and xIP . The FD

L data are shown as filled points, compared with the predictions
of H1 2006 DPDF Fit A (dashed line), Fit B (solid line) and the Golec-Biernat and Łuszczak
model (dashed and dotted line). The measurements of FD

2 (open points) are compared with
the prediction of H1 2006 DPDF Fit B (long dashed line). The inner error bars represent the
statistical uncertainties on the measurement, the outer error bars represent the statistical and
total systematic uncertainties added in quadrature. The normalisation uncertainty of 8.1% is not
shown. Upper limits on the value of FD

L at the 95% confidence level in the highest β bins are
also shown. 31

 FLD and F2D
➡ FLD and F2D is measured in bins         

of xIP, β, Q2 at:

• xIP = 0.0005,  0.003
• Q2 = 4,  11.5,  44 GeV2

• 0.033 < β < 0.7

• For Q2 ≥ 11.5 GeV2, the 
measurements are consistent with    
H1 DPDF Fits but also models 
considering higher twist longitudinal 
contributions to diffraction.

➡ There are significant non-zero FLD 
measurements in each xIP, Q2 bin.

➡ Five FLD points are greater 
than 0 by more than 3σ.

• Upper limits on FLD and F2D               
at the 95% confidence level are derived         
at the highest β bins (at β = 0.76).
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Figure 8: The diffractive longitudinal structure function FD
L , divided by a parametrisation of

the xIP dependence of the reduced cross section fIP/p [3], as a function of β at the indicated
values of Q2 and xIP . The data are compared with the predictions of H1 2006 DPDF Fit B
(red line), which is indicated as dashed beyond the range of validity of the fit. The inner error
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Photoabsorption ratio for diffraction

• Data are compatible with H1 2006 DPDF Fit B.

• Data at Q2 = 11.5 GeV2 indicate that the longitudinally and transversely 
polarized photon cross-sections are of the same order of magnitude            
(RD ~ 1 and F2D ~ 2⋅FLD).

18

β

-110 1

-2

0

2

4

H1 Collaboration
DR

H1 data
2 = 11.5 GeV2 = 0.0005, QIPx

2 = 4 GeV2 = 0.003,   QIPx
2 = 11.5 GeV2 = 0.003,   QIPx

2 = 44 GeV2 = 0.003,   QIPx

H1 2006 DPDF Fit B
extrapolated Fit B

Figure 9: The ratio RD of cross sections for longitudinally to transversely polarised photons,
as a function of β at the indicated values of xIP and Q2. The data are compared with the
predictions of H1 2006 DPDF Fit B, indicated as dashed beyond the range of validity of the fit.
The inner error bars represent the statistical uncertainties on the measurement, the outer error
bars represent the statistical and total systematic uncertainties added in quadrature. Data with
|RD| > 50 and a relative uncertainty larger than 100% are not shown.
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4.8 Extraction ofRD and the ratioRD/R

The photoabsorption ratio for diffraction, RD = FD
L /(FD

2 − FD
L ), is extracted from linear

fits to the data by reparameterising equation 4 such that RD and (FD
2 − FD

L ) become the free
parameters of the fit:

σD
r = (FD

2 − FD
L ) + RD · (FD

2 − FD
L ) · (1 − y2/Y+). (11)

The error on RD is calculated in the same way as for FD
L , detailed in section 4.7. The normali-

sation uncertainty cancels in this ratio.

In order to calculate the ratio of RD to its inclusive counterpart R = FL/(F2−FL), the value
of R is extracted from the present data using a similar procedure to that used for RD described
above. Only data with Q2 > 7 GeV2 are used, where inclusive measurements are made at all
beam energies in this analysis. The statistical correlations between the inclusive and diffractive
measurements are neglected and the systematic errors are assumed to be dominated by the error
on RD. Similarly to RD, there is no normalisation uncertainty on the ratio RD/R.

5 Results

The measured diffractive reduced cross section values and their errors are given in tables 2, 3
and 4. Figure 5 shows the reduced cross section as a function of β at fixed xIP and Q2 for the
LME, 820 GeV and 920 GeV datasets. Also shown is the prediction of H1 2006 DPDF Fit B,
which in general describes the data well at Q2 ≥ 11.5 GeV2. Deviations of the measured cross
sections from the FD

2 predictions at low β are evident in the LME data, where the highest y
values are accessed, notably at Q2 = 11.5 GeV2 and xIP = 0.003. This shows the sensitivity
of the LME data to FD

L . The extrapolation to lower Q2 of H1 2006 DPDF Fit B, which only
included data with Q2 ≥ 8.5 GeV2, is also compared with the Q2 = 4 GeV2 data. The fit is
known to significantly undershoot the published 820 GeV data in this region [3], an observation
which is reproduced for the new measurements.

The new data at xIP = 0.0005, Q2 = 11.5 GeV2 and xIP = 0.003, Q2 = 44 GeV2 include
the highest β measurements obtained by H1 to date. They are in remarkably good agreement
with the extrapolation of H1 2006 DPDF Fit B and support the hypothesis that σD

r → 0 as
β → 1. There is thus no evidence in this region for a large higher twist FD

L contribution as
predicted in some models [24, 26, 27].

The extraction of FD
L via linear fits to the y2/Y+ dependence of the reduced cross section at

different beam energies and fixed Q2, β and xIP is shown in figure 6. The largest lever arm in
y2/Y+, and therefore the highest sensitivity to FD

L , is at the lowest β. The data are consistent
with a linear dependence of σD

r on y2/Y+, with a significant tendency for σD
r to decrease as

y2/Y+ increases for most Q2, xIP and β values. The values of FD
L and their errors are given in

table 5.

The measurements of FD
L , at fixed values of Q2 and xIP , are shown as a function of β in fig-

ure 7. Significantly non-zero measurements of FD
L are made for all values ofQ2 and xIP and five

16



Diffraction 2012 David Šálek: Inclusive Diffraction at HERA

Ratio RD/R

• Ratio RD/R quantifies relative importance of longitudinally and transversely 
polarized photons in inclusive and diffractive scattering.

• Data are reproduced by H1 2006 DPDF Fit B and H1 PDF 2009.

• RD/R = 2.8 ± 1.1

• Longitudinally polarized photon contribution plays larger role in diffraction than 
in the inclusive case.
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Figure 10: The ratio of RD/R as a function of x at the indicated values ofQ2 and xIP . The data
are compared with the predicted ratio using H1 2006 DPDF Fit B / H1 PDF 2009 (solid line).
The error bars represent the statistical and systematic uncertainties added in quadrature. Data
with |RD/R| > 20 and a relative uncertainty greater than 100% are not shown.
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Summary

• H1 precision LRG measurement using the full dataset is available.

• Overall good agreement between H1 and ZEUS results.

• 20% difference is observed between the LRG and proton spectrometer results 
due to the proton dissociation.

• H1 has performed the first direct measurement of FLD.

• The results are compatible with the DPDF fits and models considering higher 
twist longitudinal contributions to diffraction.

• Longitudinally polarized cross section plays larger role in diffraction than in the 
inclusive case.

• HERA measurements support the proton vertex and QCD factorization.
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Figure 5: The diffractive reduced cross section σD
r multiplied by xIP as a function of β at fixed

Q2 and xIP for (from left to right) the 460 GeV, 575 GeV, 820 GeV and 920 GeV datasets. The
data are compared with the predictions of H1 2006 DPDF Fit B (solid line), which is indicated
as dotted beyond the range of validity of the fit. The dashed and dashed-dotted lines represent
the contribution of FD

2 , which is the same for each beam energy. The inner error bars represent
the statistical errors on the measurement, the outer error bars represent the statistical and total
systematic uncertainties added in quadrature. The normalisation uncertainties of 7.6(8.1)% for
the 920(460, 575) GeV data are not shown.
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 Diffractive Reduced
 Cross-Sections

• Diffractive reduced cross-sections 
are measured in bins of xIP, β, Q2:

xIP = 0.0005,  0.003
Q2 = 4,  11.5,  44 GeV2

• Only the average cross-section is 
given in the highest β bin.

• H1 2006 DPDF Fits are known to 
underestimate data at Q2 < 8.5 
GeV2.   (DESY-06-048)

• Data cross-sections are sensitive 
to FLD at high y (low β).

• Data support the hypothesis that 
σrD → 0 as β →1.
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Figure 2: The energy distributions of the scattered positron candidates for the 460 GeV (left)
and 575 GeV (right) data. The data shown as points are compared with the sum of the diffractive
DIS MC simulation and background estimates (open histogram). The light-filled histogram
shows the photoproduction background estimate from data, the dark-filled histogram is the sum
of the QED Compton and inclusive DIS backgrounds, taken from MC simulations.
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Figure 3: The quantity Σi(E − pz)i summed over all final state particles for the 460 GeV (left)
and 575 GeV (right) data at high y. The data after background subtraction are shown as points,
compared with the MC simulation shown as a histogram. The shaded area shows the effect of a
variation of the hadronic SpaCal energy scale by its uncertainty of 5%.

27

Background at High y

• Data at high y contain photoproduction background.

• In photoproduction processes, the scattered positron escapes                
from the central detector undetected through the beam pipe.

• Hadronic final state particles can be mis-identified as the scattered positron.

• Background from hadronic particles is almost charge symmetric.

• Photoproduction background is subtracted                                                    
in a data-driven way using the reconstructed                                           
charge of the scattered positron candidate.

• N+ = signal events + background from π+

• N− = background from π−

• Nsignal = N+ − N−
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Normalization of Data Sets
• Luminosity is measured with 3% (4%) precision for Ep = 920 (460, 575) GeV data.

• Due to the acceptance of the forward detectors near the beam-pipe,              
the Large Rapidity Gap selection accepts events with dissociated protons         
up to MY ~ 1.6 GeV.

• The data cross-section measurements are corrected to                                  
MY < 1.6 GeV, |t| < 1 GeV2 using simulation.

• Systematic uncertainty on this correction is 7%                                             
and it is strongly correlated between the data sets.

• For optimal extraction of FLD, the cross-section                           
measurements at low y (where the sensitivity                                                 
to FLD is minimal) are normalized to H1 2006 Fit B.

• Normalization factors of 0.97, 0.99, 0.97 are needed                                       
for Ep = 460, 575, 920 GeV.

• The Ep = 820 GeV data set is already consistently normalized as it was used to 
determine H1 2006 DPDF Fit B.
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Measurement StrategyMeasurement Strategy

● analysis closely follows the measurement of the inclusive F
L
 by H1

(published as DESY-08-053)

● Rosenbluth plots
– separate the structure functions F

L

D and F
2

D by combining measurements     

at different y (for the fixed x
IP
, β, Q2)

– data at different centre-of-mass energy needed

● 2 pb-1 E
p
 = 820 GeV

● 21 pb-1 E
p
 = 920 GeV

● 6 pb-1 E
p
 = 460 GeV

● 4 pb-1 E
p
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Figure 6: The diffractive reduced cross section σD
r multiplied by xIP as a function of y2/Y+ at

fixed Q2, xIP and β. The inner error bars represent the statistical uncertaint ies on the measure-
ment, the outer error bars represent the statistical and total systematic uncertainties added in
quadrature. The normalisation uncertainty is not shown. Up to four beam energies are shown,
where the lowest y2/Y+ point is given by the 820 GeV data for Q2 = 4 GeV2 and by the
920 GeV data at higherQ2. The linear fits to the data are also shown as a solid line, the slope of
which gives the value of FD

L . The predictions and extrapolated predictions of H1 2006 DPDF
Fit B are shown as dashed and dotted lines, respectively.
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Extraction of FLD and F2D

• FLD and F2D are extracted as 
parameters of a linear fit in the 
Rosenbluth plots.

• Errors on FLD and F2D are evaluated 
in the fits to the cross-section 
measurements with:

• statistical errors only

• statistical and uncorrelated errors

• statistical and uncorrelated errors, 
where the cross-section points are 
shifted up and down for each 
correlated systematic uncertainty 
(offset method)
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LRG and proton spectrometer results

• Ratio of the LRG and the proton spectrometer results quantifies the 
contribution of the proton dissociation in LRG.

• Both H1 and ZEUS measure constant ratio. 
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Diffraction at HERA

• It was a surprise at HERA to see 
that ~10% of inclusive DIS events    
have a large gap in rapidity            
in the forward direction.

➡ diffractive events

• Standard DIS:   ep → e’X • Diffractive DIS:   ep → e’Xp’
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Diffractive DIS
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Diffraction 2010, Italy First Measurement of FLD 2
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Large Rapidity Gap

• Diffractive reduced cross-section:

• This analysis measures the diffractive longitudinal proton structure function.

• FLD only contributes at high values of y.

     β
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