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Combination and QCD Analysis of Charm Production Cross
Section Measurements in Deep-Inelasticep Scattering at

HERA

H1 and ZEUS Collaborations

Abstract

Measurements of open charm production cross sections in deep-inelasticep scatter-
ing at HERA from the H1 and ZEUS Collaborations are combined. Reduced cross sec-
tions σcc̄

red for charm production are obtained in the kinematic range of photon virtuality
2.5 ≤ Q2 ≤ 2000 GeV2 and Bjorken scaling variable3 · 10−5 ≤ x ≤ 5 · 10−2. The com-
bination method accounts for the correlations of the systematic uncertainties among the
different data sets. The combined charm data together with the combined inclusive deep-
inelastic scattering cross sections from HERA are used as input for a detailed NLO QCD
analysis to study the influence of different heavy flavour schemes on theparton distribution
functions. The optimal values of the charm mass as a parameter in these different schemes
are obtained. The implications on the NLO predictions forW± andZ production cross
sections at the LHC are investigated. Using the fixed flavour number scheme, the running
mass of the charm quark is determined.
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Jelisavcic6, T. Bołd35, N. Brümmer16, J. Bracinik8, G. Brandt29, M. Brinkmann29, V. Brisson57,
D. Britzger29, I. Brock11, E. Brownson48, R. Brugnera61, A. Bruni9, G. Bruni9, B. Brzozowska82,
A. Bunyatyan32,85, P.J. Bussey27, A. Bylinkin52, B. Bylsma16, L. Bystritskaya52, A. Caldwell56,
A.J. Campbell29, K.B. Cantun Avila88, M. Capua17, R. Carlin61, C.D. Catterall87, F. Ceccopieri4,
K. Cerny65, S. Chekanov5, V. Chekelian56, J. Chwastowski18,a13, J. Ciborowski82,a47,
R. Ciesielski29,a16, L. Cifarelli10, F. Cindolo9, A. Contin10, J.G. Contreras88, A.M. Cooper-
Sarkar58, N. Coppola29,a17, M. Corradi9, F. Corriveau51, M. Costa75, J. Cvach64, G. D’Agostini68,
J.B. Dainton41, F. Dal Corso60, K. Daum84,a1, J. Delvax4, R.K. Dementiev55, M. Derrick5,
R.C.E. Devenish58, S. De Pasquale10,a9, E.A. De Wolf4, J. del Peso49, C. Diaconu50, M. Dobre28,a5,a6,
D. Dobur25,a28, V. Dodonov32, B.A. Dolgoshein54,†, G. Dolinska39, A. Dossanov28,56, A.T. Doyle27,
V. Drugakov89, L.S. Durkin16, S. Dusini60, G. Eckerlin29, S. Egli81, Y. Eisenberg66, E. Elsen29,
P.F. Ermolov55,†, A. Eskreys18,†, S. Fang29,a18, L. Favart4, S. Fazio17, A. Fedotov52, R. Felst29,
J. Feltesse26, J. Ferencei34, J. Ferrando27, M.I. Ferrero75, J. Figiel18, D.-J. Fischer29, M. Fleischer29,
A. Fomenko53, B. Foster58,a39, E. Gabathuler41, G. Gach35, A. Galas18, E. Gallo23, A. Garfagnini61,
J. Gayler29, A. Geiser29, S. Ghazaryan29, I. Gialas15,a31, A. Gizhko39,a37, L.K. Gladilin55,a38,
D. Gladkov54, C. Glasman49, A. Glazov29, L. Goerlich18, N. Gogitidze53, O. Gogota39,
Yu.A. Golubkov55, P. G̈ottlicher29,a19, M. Gouzevitch29,a2, C. Grab90, I. Grabowska-Bołd35,
A. Grebenyuk29, J. Grebenyuk29, T. Greenshaw41, I. Gregor29, G. Grigorescu3, G. Grindhammer56,
G. Grzelak82, O. Gueta70, M. Guzik35, C. Gwenlan58,a40, A. Hüttmann29, T. Haas29, S. Habib29,
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N.S. Pokrovskiy2, R. Polifka65,a7, A. Polini9, B. Povh32, A.S. Proskuryakov55, M. Przyby-
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B. Tseepeldorj79,a4, T. Tsurugai86, M. Turcato28, O. Turkot39,a37, J. Turnau18, T. Tymieniecka83,a50,
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1 Introduction

Measurements of open charm production in deep-inelastic electron1-proton scattering (DIS) at
HERA provide important input for stringent tests of the theory of strong interactions, quantum
chromodynamics (QCD). Previous measurements [1–18] have demonstrated that charm quarks
are predominantly produced by the boson-gluon-fusion process,γg → cc, which is sensitive to
the gluon distribution in the proton.

The mass of the charm quark,mc, provides a sufficiently high scale necessary to apply per-
turbative QCD (pQCD). However, additional scales are involved in charm production, e.g. the
virtuality, Q2, of the exchanged photon in case of DIS and the transverse momenta,pT , of
the outgoing quarks. The presence of several hard scales complicates the QCD calculations
for charm production. Depending on the details of the treatment of mc, Q andpT , different
approaches in pQCD have been formulated. In this paper, the massive fixed-flavour-number-
scheme (FFNS) [19–23] and different implementations of thevariable-flavour-number-scheme
(VFNS) [24–31] are considered.

At HERA different techniques have been used to measure open charm production cross sections
in DIS. The full reconstruction ofD or D∗ mesons [1, 2, 4–6, 10–12, 15, 18], the long lifetime
of heavy flavoured hadrons [7–9, 12, 14] or their semi-leptonic decays [13] are exploited. In
general, the best signal-to-background ratio of the charm samples is observed in the analysis of
fully reconstructedD∗ mesons. However, the branching ratios are small and the phase space
of charm production accessible withD∗ mesons is restricted considerably because all products
from theD∗ meson decay have to be measured. The usage of semi-leptonic decays of charmed
hadrons for the analysis of charm production can profit from large branching fractions and a
better coverage in polar angle at the cost of a worse signal-to-background ratio. Fully inclusive
analyses using lifetime information are not hampered by specific branching ratios and are in
addition sensitive to low transverse momenta. Among the methods used it has the largest phase
space coverage, however it yields the worst signal-to-background ratio.

In this paper the published data of H1 [9,10,14,15,18] and ZEUS [4,6,12,13] are combined. All
publications on data sets2 are included for which the necessary information on systematic un-
certainties needed for the combination is available and which have not been superseded. For the
combination, the published cross sections in the restricted phase space regions of the individual
measurements are extrapolated to the full phase space of charm production in a coherent man-
ner by the use of FFNS calculations in next-to-leading order(NLO). This includes the coherent
treatment of the related systematic uncertainties.

The combination is based on the procedure described in [32–34]. The correlated systematic
uncertainties and the normalisation of the different measurements are accounted for such that
one consistent data set is obtained. Since different experimental techniques of charm tagging
have been employed using different detectors and methods ofkinematic reconstruction, this
combination leads to a significant reduction of statisticaland systematic uncertainties.

The combined charm data are used together with the combined inclusive DIS cross sections [34]
to perform a detailed QCD analysis using different models of charm production in DIS. The

1In this paper ‘electron’ is used to denote both electron and positron if not otherwise stated.
2The data taken up to the year 2000 and data taken after 2002 arereferred to as HERA-I and HERA-II, respec-

tively.
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rôle of the value for the charm quark mass which enters as a parameter in these models is
investigated and the optimal value of the charm quark mass parameter is determined for each
of the QCD calculations considered. The impact of this optimisation on predictions ofW± and
Z production cross sections at the LHC is discussed. The running mass of the charm quark is
determined using the modified minimal subtraction scheme (MS) variant [35] of the FFNS.

The paper is organised as follows. In section 2 the differenttheoretical schemes of charm
production are briefly reviewed. The data samples used for the combination and the details of
the combination procedure are described in section 3. The results on the combined reduced
cross section are presented in section 4. The predictions from different QCD approaches for
charm production in DIS are compared to the measurement in section 5. The QCD analysis is
presented in section 6. Conclusions are given in section 7.

2 Open charm production in DIS

In this paper, charm production via neutral-current deep-inelasticep scattering is considered.
In the kinematic domain addressed, where the virtualityQ2 of the exchanged boson is small,
Q2 ≪ M2

Z , charm production is dominated by virtual photon exchange.The cross section may
then be written in terms of the structure functionsF cc̄

2 (x,Q2) andF cc̄
L (x,Q2) as

d2σcc̄

dxdQ2
=

2πα2(Q2)

xQ4
([1 + (1 − y)2]F cc̄

2 (x,Q2) − y2F cc̄
L (x,Q2)). (1)

Herex = Q2/2p ·q is the Bjorken scaling variable andy = p ·q/p · l is the inelasticity withp, q
andl denoting the 4-momenta of the proton, photon and electron, respectively, andQ2 = −q2.
The suffixcc̄ indicates the presence of acc̄ pair in the final state, including all possible QCD
production processes. The cross sectiond2σcc̄/dxdQ2 is given at the Born level without QED
and electro-weak radiative corrections, except for the running electromagnetic coupling,α(Q2).

In this paper, the results are presented in terms of reduced cross sections, defined as follows:

σcc̄
red =

d2σcc̄

dxdQ2
· xQ4

2πα2(Q2) (1 + (1 − y)2)

= F cc̄
2 − y2

1 + (1 − y)2
F cc̄

L . (2)

The contributionF cc̄
L , originating from the exchange of longitudinally polarised photons, is

small in the kinematic range of this analysis and reaches up to a few per cent only at high
y [36].

The above definition ofF cc̄
2(L)(x,Q2) (also denoted as̃Fc [29] or Fc,SI [37]) is suited for mea-

surements in which charm is explicitly detected. It differsfrom what is sometimes used in
theoretical calculations in whichF c

2(L)(x,Q2) [28, 29, 38] is defined as the contribution to the
inclusiveF2(L)(x,Q2) in which the virtual photon couples directly to ac or c̄ quark. The latter
excludes contributions from final state gluon splitting to acc̄ pair in events where the photon
couples directly to a light quark, and contributions from events in which the photon is replaced
by a gluon from a hadron-like resolved photon. As shown in table 1 of [29], the gluon splitting
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contribution is expected to be small enough to allow a reasonable comparison of the experi-
mental results to theoretical predictions using this definition. The hadron-like resolved photon
contribution is expected to be heavily suppressed at highQ2, but might not be completely neg-
ligible in the low Q2 region. From the point of view of pQCD it appears atO(α3

s) and it is
neglected in all theoretical calculations used in this paper.

At photon virtualities not much larger than the charm quark mass, charm production in DIS
is described in the framework of pQCD by flavour creation through the virtual photon-gluon-
fusion process. Since acc̄ pair is being produced, there is a natural lower cutoff of2mc for the
mass of the hadronic final state. The non-zero mass influencesthe kinematics and higher order
corrections in essentially all the HERA phase space. Therefore the correct treatment of the mass
of charm and beauty quarks is of particular importance in theQCD analysis and determination
of parton distribution functions (PDFs) of the proton. In the following, the different approaches
used in the treatment of the charm quark mass in pQCD calculations are discussed.

2.1 Zero Mass Variable Flavour Number Scheme

In the zero-mass variable-flavour-number-scheme (ZM-VFNS) [24] the charm quark mass is set
to zero in the computation of the matrix elements and kinematics, and a threshold is introduced
at Q2 ∼ m2

c , below which the charm production cross section is assumed to vanish. The
charm quark is also excluded from the parton evolution and only three light flavours are left
active. Above this threshold, charm is treated as a masslessparton in the proton, leading to the
introduction of the charm quark distribution function of the proton. The transition from three
to four active flavours in the parton evolution follows the BMSN prescription [26]. The lowest
order process for charm production in this approach is the quark-parton-model like scattering
at order zero inαs. The running ofαs is calculated using three flavours (u, d, s) below the scale
mc, and using four or five flavours (including charm and beauty) above the respective threshold
scales. The main advantage of this scheme is that theQ2 evolution of the charm density provides
a resummation of terms proportional tolog(Q2/m2

c) that may be large at largeQ2. It has been
shown [15,18] that this approach does not describe the charmproduction data at HERA.

2.2 Fixed Flavour Number Scheme

In the fixed-flavour-number-scheme (FFNS) the charm quark istreated as massive at all scales,
and is not considered as a parton in the proton. The number of active flavours,nf , is fixed
to three, and charm quarks are assumed to be produced only in the hard scattering process.
Thus the leading order (LO) process for charm production is the boson-gluon-fusion process at
O(αs). The next-to-leading order (NLO) coefficient functions forcharm production atO(α2

s)
in the FFNS were calculated in [19] and adopted by many globalQCD analysis groups [20–23],
providing PDFs in the FFNS. In the data analysis presented inthis paper, the prediction of open
charm production in the FFNS at NLO is used to calculate inclusive [19] and exclusive [39]
quantities.

In the calculations [19, 39] the pole mass definition [40] is used for the charm quark mass,
and gluon splitting contributions are included. In a recentvariant of the FFNS scheme (ABM
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FFNS) [35], the running mass definition in the modified minimal subtraction scheme (MS) is
used instead. This scheme has the advantage of reducing the sensitivity of the cross sections to
higher order corrections, and improving the theoretical precision of the mass definition.

To O(αs), which is relevant for the calculation of cross sections toO(α2
s), the MS and pole

masses are related by [41]

mc(Q) = mc,pole

[

1 − αs

π
− 3αs

4π
ln

(

Q2

mc(mc)2

)]

, (3)

i.e. the running mass evaluated at the scaleQ = mc is smaller than the pole mass.

2.3 General Mass Variable Flavour Number Scheme

In the general-mass variable-flavour-number-schemes (GM-VFNS) charm production is treated
in the FFNS in the lowQ2 region, where the mass effects are largest, and in the ZM-VFNS
approach at highQ2, where the effect of resummation is most noticeable. At intermediate
scales an interpolation is made between the FFNS and the ZM-VFNS, avoiding double count-
ing of common terms. This scheme is expected to combine the advantages of the FFNS and
ZM-VFNS, while introducing some level of arbitrariness in the treatment of the interpolation.
Different implementations of the GM-VFNS are available [25–31] and are used by the global
QCD analysis groups.

The freedom introduced by choosing an interpolation approach prevents a clear interpretation
of the charm mass in terms of a specific renormalisation scheme. Therefore the charm mass
appearing in the GM-VFNS will be treated in the following sections as an effective mass pa-
rameter,Mc, of the individual interpolation models.

3 Combination of H1 and ZEUS measurements

3.1 Data samples

The H1 [42] and ZEUS [43] detectors were general purpose instruments which consisted of
tracking systems surrounded by electromagnetic and hadronic calorimeters and muon detectors,
ensuring close to4π coverage of theep interaction point. Both detectors were equipped with
high-resolution silicon vertex detectors: the Central Silicon Tracker [44] for H1 and the Micro
Vertex Detector [45] for ZEUS.

The data sets included in the combination are listed in table1 and correspond to155 different
cross section measurements. The combination includes measurements of charm production
performed using different tagging techniques: the reconstruction of particular decays ofD-
mesons [4,6,10,12,15,18], the inclusive analysis of tracks exploiting lifetime information [14]
or the reconstruction of muons from charm semi-leptonic decays [13].

The results of the inclusive lifetime analysis [14] are directly taken from the original measure-
ment in the form ofσcc̄

red . In the case ofD-meson and muon measurements, the inputs to the
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combination are visible cross sectionsσvis,bin defined as theD (or µ) production cross section
in a particularpT andη range, reported in the corresponding publications3, in bins ofQ2 and
y or x. Where necessary, the beauty contribution to the inclusive cross sections ofD meson
production is subtracted using the estimates of the corresponding papers. The measured cross
sections include corrections for radiation of a real photonfrom the incoming or outgoing lepton
and for virtual electroweak effects using the HERACLES program [46]. QED corrections to the
incoming and outgoing quarks were neglected. AllD-meson cross sections are updated using
the most recent branching ratios [40].

3.2 Extraction of σcc̄
red from visible cross sections

In the case ofD-meson and muon production,σcc̄
red is obtained from the visible cross sections

σvis,bin measured in a limited phase space using a common theory. The reduced charm cross
section at a reference (x,Q2) point is extracted according to

σcc̄
red(x,Q2) = σvis,bin

σcc̄,th
red (x,Q2)

σth
vis,bin

. (4)

The program from Riemersma et al. [19] and the program HVQDIS[39] are used to calculate,
in NLO FFNS, the reduced cross sectionsσcc̄,th

red (x,Q2) and the visible cross sectionsσth
vis,bin,

respectively. The following parameters are used consistently in both NLO calculations and the
corresponding variations are used to estimate the associated uncertainties on the extraction of
σcc̄

red :

• pole mass of the charm quarkmc = 1.5 ± 0.15 GeV;

• renormalisation and factorisation scalesµf = µr =
√

Q2 + 4m2
c , varied simultane-

ously up or down by a factor of two;

• strong coupling constantαnf=3
s (MZ) = 0.105± 0.002, corresponding toα

nf=5
s (MZ) =

0.116 ± 0.002;

• the proton structure is described by a series of FFNS variants of the HERAPDF1.0
set [34] at NLO, evaluated formc = 1.5 ± 0.15 GeV and forα

nf=3
s (MZ) = 0.105 ±

0.002. For the light flavour contribution, the renormalisation and factorisation scales are
set toµr = µf = Q, while for the heavy quark contributions the scales ofµf = µr =
√

Q2 + 4m2
Q are used, withmQ being the mass of the charm or beauty quark. Additional

PDF sets are evaluated, in which the scales are varied simultaneously by a factor of two
up or down. Only the scale variation in the heavy quark contribution has a sizeable effect
on the PDFs. The experimental, model and parameterisation uncertainties of the PDFs
at 68% C.L. are also included in the determination of the PDF uncertainties onσcc̄

red .
For estimating the uncertainties of the NLO calculations [19, 39] due to the respective
choice of the scales,αs andmc, the appropriate PDF set is used. The effects of the PDF
uncertainties are calculated according to the HERAPDF1.0 prescription [34].

3A misprint was found in table 3 of [6]: for the rows 22 and 23 they ranges should read0.22 − 0.10 and
0.10 − 0.02, respectively. Another misprint was found in table 2 of [13]: theQ2 range in the last row should be
400 : 10000 GeV2.
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The cross sectionsσth
vis,bin depend, in addition to the kinematics of the charm quark produc-

tion mechanism, also on the fragmentation of the charm quarkinto particular hadrons. The
charm quark fragmentation function has been measured by H1 [47] and ZEUS [11] using
the production ofD∗ mesons, with and without associated jets, in DIS and photoproduction
(Q2 ≈ 0 GeV2). In the calculation ofσth

vis,bin the fragmentation is performed in theγ∗-p centre-
of-mass frame, using for the fraction of the charm quark momentum carried by the charmed
meson a fragmentation function which is controlled by a single parameter,αK [48]. The pa-
rameter relevant for charm fragmentation intoD∗ mesons has been determined [11, 47] for the
NLO FFNS calculation for three different kinematic and jet requirements, which correspond
approximately to three different regions of theγ∗-parton centre-of-mass energy squared,ŝ. The
values ofαK , together with the corresponding ranges inŝ, are listed in table 2. The fragmen-
tation is observed to become softer with increasingŝ, as expected from the evolution of the
fragmentation function. The limits on thês ranges are determined with HVQDIS by applying
the jet requirements of the individual analysis on parton level. TheαK parameters and thês
ranges were varied according to their uncertainties to evaluate the corresponding uncertainty on
σth

vis,bin.

Since ground-stateD mesons partly originate from decays ofD∗ and other excited mesons,
the corresponding charm fragmentation function is softer than that measured usingD∗ mesons.
From kinematic considerations [49], supported by experimental measurements [50], the expec-
tation value for the fragmentation function of charm intoD0,noD∗+

, D+ and in the mix of charm
hadrons decaying into muons, has to be reduced by≈ 5% with respect to that forD∗ mesons.
The values ofαK for the fragmentation into ground state hadrons, used for the D0,noD∗+

, D+

andµ measurements, have been re-evaluated accordingly and are reported in table 2.

Transverse fragmentation is simulated assigning to charmed hadrons a transverse momentum,
kT , with respect to the charm quark direction, according tof(kT ) = kT exp(−2kT /〈kT 〉). The
average〈kT 〉 is set to0.35 ± 0.15 GeV [51].

The fragmentation fractions of charm quarks into specificD mesons are listed in table 3. They
are obtained from the average ofe+e− andep results [52]. The semi-leptonic branching fraction
B(c → µ) [40] is also given. The decay spectrum of leptons from charm decays is taken
from [53].

To evaluate the extrapolation uncertainty on the extractedreduced cross section,σcc̄
red , all the

above parameters are varied by the quoted uncertainties andeach variation is considered as a
correlated uncertainty among the measurements to which it applies. The dominant contributions
arise from the variation of the fragmentation function (average3 − 5%) and from the variation
of the renormalisation and factorisation scales (average5− 6%, reaching15% at lowestQ2). In
a few cases, the symmetric variation of model parameters results in an asymmetric uncertainty
on the cross section. In such cases, the larger difference with respect to the default cross section
is applied symmetrically as systematic uncertainty.

3.3 Commonx − Q2 grid

Except for the H1 lifetime analysis [14], the values ofσcc̄
red for individual measurements are

determined at the52 (x,Q2) points of a common grid. The grid points are chosen such that
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they are close to the centre-of gravity inx andQ2 of the correspondingσvis,bin bins, taking
advantage of the fact that the binnings used by the H1 and ZEUSexperiments are similar. Prior
to the combination, the H1 lifetime analysis measurements are transformed, when needed, to
the common grid (x,Q2) points using the NLO FFNS calculation [19]. The resulting scaling
factors are always smaller than18% and the associated uncertainties, obtained by varying the
charm mass, the scales and the PDFs, are negligible. For all but five grid points at least two
measurements enter into the combination.

3.4 Combination method

The combination of the data sets uses theχ2 minimisation method developed for the combina-
tion of inclusive DIS cross sections [32, 34]. Theχ2 function takes into account the correlated
systematic uncertainties for the H1 and ZEUS cross section measurements. For an individual
data set,e, theχ2 function is defined as

χ2
exp,e (m, b) =

∑

i

(

mi −
∑

j γi,e
j mibj − µi,e

)2

(δi,e,stat µi,e)2 + (δi,e,uncor mi)2 +
∑

j

b2
j . (5)

Hereµi,e is the measured value ofσcc̄
red(xi, Q

2
i ) at an(x,Q2) point i andγi,e

j , δi,e,stat andδi,e,uncor

are the relative correlated systematic, relative statistical and relative uncorrelated systematic
uncertainties, respectively. The vectormmm of quantitiesmi expresses the values of the combined
cross section for each pointi and the vectorbbb of quantitiesbj expresses the shifts of the cor-
related systematic uncertainty sources,j, in units of the standard deviation. Several data sets
providing a number of measurements are represented by a total χ2 function, which is built from
the sum of theχ2

exp,e functions of all data sets

χ2
tot =

∑

e

χ2
exp,e . (6)

The combined reduced cross sections are given by the vectorm obtained by the minimisation
of χ2

tot with respect tom and b. With the assumption that the statistical uncertainties are
constant and that the systematic uncertainties are proportional tomi, this minimisation provides
an almost unbiased estimator ofm.

The double differential cross section measurements, used as input for the combination, are
available [54] with their statistical and systematic uncertainties. The statistical uncertainties
correspond toδi,e,stat in equation (5). The systematic uncertainties within each measurement
are classified as either point-to-point correlated or point-to-point uncorrelated, corresponding
to γi,e

j andδi,e,uncor, respectively. Asymmetric systematic uncertainties are symmetrised before
performing the combination. The result is found to be insensitive to the details of the symmetri-
sation procedure.

In the present analysis the correlated and uncorrelated systematic uncertainties are predomi-
nantly of multiplicative nature, i.e. they change proportionally to the central values. In equa-
tion (5) the multiplicative nature of these uncertainties is taken into account by multiplying the
relative errorsγi,e

j andδi,e,uncor by the expectationmi.
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In charm analyses the statistical uncertainty is mainly background dominated. Therefore it is
treated as constant independent ofmi. To investigate the sensitivity of the result on the treat-
ment of the uncorrelated and, in particular, statistical uncertainty, the analysis is repeated using
an alternativeχ2 definition in which only correlated uncertainties are takenas multiplicative
while the uncorrelated uncertainties are treated as constant. In a third approach the statistical
uncertainties are assumed to be proportional to the square root ofmi. The differences between
the results obtained from these variations and the nominal result are taken into account as an
asymmetric procedural uncertainty and are added to the total uncertainty of the combined result
in quadrature.

Correlations between systematic uncertainties of different measurements are accounted for. Ex-
perimental systematic uncertainties are treated as independent between H1 and ZEUS. Extrap-
olation uncertainties due to the variation of the charm quark mass and the renormalisation and
factorisation scales, charm fragmentation as well as branching fractions are treated as correlated.
All reduced cross section data from H1 and ZEUS are combined in one simultaneous minimi-
sation, through which the correlated uncertainties are reduced also at (Q2, x) points where only
one measurement exists.

4 Combined charm cross sections

The values of the combined cross sectionσcc̄
red together with uncorrelated, correlated, procedural

and total uncertainties are given in table 4. In total,155 measurements are combined to52 cross-
section measurements.

The data show good consistency, with aχ2-value per degree of freedom,ndof , of χ2/ndof =
62/103, indicating that the uncertainties of the individual measurements have been estimated
conservatively. The distributions of pulls (as defined in [34]) is shown in figure 1. No signif-
icant tensions are observed. For data with no correlated systematic uncertainties the pulls are
expected to follow Gaussian distributions with zero mean and unit width. Correlated systematic
uncertainties lead to narrowed pull distributions.

There are in total48 sources of correlated systematic uncertainty, including global normali-
sations, characterising the separate data sets. The shiftsand the reduction of the correlated
uncertainties are given in table 5. None of these systematicsources shifts by more than1.2 σ
of the nominal value in the averaging procedure. The influence of several correlated systematic
uncertainties is reduced significantly in the result. For example the uncertainties from the vertex
analyses due to the light quark background (H1) and due to thetracking (ZEUS) are reduced
by almost a factor of two. The reductions can be traced mainlyto the different charm tagging
methods, and to the requirement that different measurements probe the same cross section at
each (x,Q2) point. In addition, for certain kinematic regions one measurement has superior
precision and the less precise ones follow its trend throughthe fit. The reduction of systematic
uncertainties propagates to the other average points, including those which are based solely on
the less precise measurements.

The cross section tables of the input data sets used in the analysis (see section 3) together with
the full information of the correlations among these cross section measurements can be found
elsewhere [54]. The combined reduced cross section is presented in figure 2 as a function of
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x, in bins of Q2, and compared to the input H1 and ZEUS data in figure 3. The combined
data are significantly more precise than any of the individual input data sets. This is illustrated
in figure 4, where the measurements forQ2 = 18 GeV2 are shown. The uncertainty of the
combined results is10% on average and reaches6% in the region of smallx and mediumQ2.
This is an improvement of about a factor of 2 with respect to each of the most precise data sets
in the combination.

5 Comparison to theoretical predictions

Before proceeding to the QCD analysis including these data, it is instructive to compare them
to various QCD predictions produced by different theory groups, for which the parameters are
listed in table 6. This comparison tests the interplay between the gluon and/or heavy flavour
PDFs as obtained in different schemes and the charm treatment within each scheme (section
2), as well as the related choice of the central value for the respective charm mass parameter.
Some of the findings in this section can be cross-related to corresponding more detailed NLO
QCD studies in section 6. In addition, the effect of NNLO corrections is studied here. The
full calculation of the heavy quark coefficient functions isavailable atO(α2

s) only. TheO(α3
s)

corrections listed in table 6 correspond to partial resummation corrections applied in some kine-
matic ranges of charm production. Most predictions alreadycontain some measured charm data
from previous publications as input (see table 6 for details).

In figure 5 the reduced cross sectionσcc̄
red is compared with predictions of the MSTW group

in the GM-VFNS at NLO and NNLO, using the RT standard [28] and the RT optimised [31]
interpolation procedure of the cross section at the charm production threshold. At NLO, the
optimised prediction tends to describe the data better thanthe standard one at lowerQ2. The
description of the data is improved in NNLO compared to NLO.

In figure 6 the data are compared to the NLO predictions based on HERAPDF1.5 [55] extracted
in the RT standard scheme using as inputs the published HERA-I [34] and the preliminary
HERA-II combined inclusive DIS data. For the central PDF seta charm quark mass parameter
Mc = 1.4 GeV is used. The uncertainty bands of the predictions reflectthe full uncertainties on
the HERAPDF1.5 set. They are dominated by the uncertainty onMc which is varied between
1.35 GeV and1.65 GeV [34]. Within these uncertainties the HERAPDF1.5 predictions describe
the data well. The central predictions are very similar to those of the MSTW group for the same
scheme.

In figure 7 the data are compared to the predictions in the GM-VFNS by the NNPDF and CT
collaborations. Both the NNPDF FONLL-A [29] and FONLL-B [30] predictions describe the
data fairly well at higherQ2, while they fail to describe the data at lowerQ2. The description
of the data at lowerQ2 is improved in the FONLL-C [30] scheme. The CT predictions [22,56]
are based on the S-ACOT-χ heavy quark scheme. The NLO prediction, which is very similar to
the FONLL-A scheme, describes the data well forQ2 > 5 GeV2 but fails to describe the data
at lowerQ2. Similar to the FONNL-C case the description of the data improves significantly at
NNLO.

In figure 8 the data are compared to the prediction of the ABM group in FFNS at NLO and
NNLO, based on the running-mass scheme for both the coefficient functions and the PDFs
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[35,57]. The uncertainties on the prediction include the uncertainties onmc, which dominate at
smallQ2. The predictions at NLO and NNLO are very similar and describe the data well in the
whole kinematic range of the measurement.

In summary, the best description of the data is achieved by predictions including partialO(α3
s)

corrections (MSTW NNLO and ABM NNLO). The predictions including O(α2
s) terms in all

parts of the calculation (NNPDF FONLL C, CT NNLO and ABM NLO) as well as the MSTW
NLO optimal scheme also agree well with the data. The largestdeviations are observed for
predictions based onO(αs) terms only (NNPDF FONLL A and CT NLO). As investigated in
the next section, further differences can be partially explained by the different choices for the
value of the respective charm quark mass parameterMc.

6 QCD analysis

The combined H1 and ZEUS inclusiveep neutral current and charged current DIS cross sec-
tions have been used previously to determine the HERAPDF1.0parton density functions. In
the current paper a combined NLO QCD analysis is performed using the reduced charm cross
section together with the combined inclusive DIS cross sections [34]. Since the charm contri-
bution to the inclusive DIS cross section is sizeable and reaches up to≈ 30% at highQ2, this
combined analysis is expected to reduce the uncertainties related to charm production inherent
in all PDF extractions. In particular, the rôle of the charm quark massmc(mc) or the charm
quark mass parameterMc, depending on the heavy flavour scheme, is investigated within all
schemes discussed in section 2.

The analysis is performed with the HERAFITTER [58] program,which is based on the NLO
DGLAP evolution scheme [59] as implemented in QCDNUM [60]. The invariant mass of the
hadronic system is restricted toW > 15 GeV, and the Bjorken scaling variablex is limited
by the data tox ≤ 0.65. In this kinematic range target mass corrections and highertwist
contributions are expected to be small. In addition, the analysis is restricted to data withQ2 >
Q2

min = 3.5 GeV2 to assure the applicability of pQCD. The consistency of the input data sets and
the good control of the systematic uncertainties enable thedetermination of the experimental
uncertainties on the PDFs using theχ2 tolerance of∆χ2 = 1.

The following independent PDFs are chosen in the fit procedure: xuv(x), xdv(x), xg(x) and
xU(x), xD(x), wherexU(x) = xu(x), andxD(x) = xd(x) + xs(x). Compared to the HER-
APDF1.0 analysis, a more flexible parameterisation with13 free parameters is used. At the
starting scaleQ0 of the QCD evolution, the PDFs are parametrised as follows:

xg(x) = Agx
Bg · (1 − x)Cg − A′

gx
B′

g · (1 − x)C′

g , (7)

xuv(x) = Auv
xBuv · (1 − x)Cuv · (1 + Euv

x2), (8)

xdv(x) = Adv
xBdv · (1 − x)Cdv , (9)

xU(x) = AUxB
U · (1 − x)C

U , (10)

xD(x) = ADxB
D · (1 − x)C

D . (11)

The normalisation parametersAg, Auv
, Adv

are constrained by the sum rules. The parameter
BU is set toBD and the constraintAU = AD(1 − fs), with fs being the strangeness fraction
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at the starting scale, ensures the same normalisation for the u andd densities forx → 0. The
strangeness fraction is set tofs = 0.31, as obtained from neutrino-induced di-muon production
[61]. To ensure a positive gluon density at largex, the parameterC ′

g is set to25, in accordance
with [28].

The study involves variations of the charm mass parameter down to Mc = 1.2 GeV with the
exception of the S-ACOT-χ scheme for which theMc scan starts atMc = 1.01 GeV. Since the
starting scaleQ0 has to be smaller thanMc, the fits are performed with settingQ2

0 = 1.4 GeV2

andQ2
0 = 1.0 GeV2, respectively. In order to keep the variation ofMc independent from aQ0

variation, this value forQ0 is chosen irrespectively of the actual value ofMc used during the
variation procedure.

The renormalisation and factorisation scales are set toQ for the VFNS and for the light quark

contribution in the FFNS and to
√

Q2 + 4m2
c,b for the contribution of a heavy quark in the FFNS.

For the strong coupling constant the valuesαs(MZ) = 0.1176 [40] andα
nf=3
s (MZ) = 0.105

with nf = 3 active flavours in the proton are used for the VFNS and for the FFNS, respectively.
The definition ofF2,L and theαs order of the calculation are the same as those listed for the
respective scheme in table 6 at NLO (ACOT-full and ZM-VFNS seeS-ACOT-χ).

For each heavy flavour scheme a number of PDF fits is performed with varying Mc from 1.2
GeV to 1.8 GeV. For each fit theχ2(Mc) value is calculated and the optimal value,Mopt

c , of the
charm quark mass parameter in a given scheme is subsequentlydetermined from a parabolic fit
of the form

χ2(Mc) = χ2
min +

(

Mc − Mopt
c

σ(Mopt
c )

)2

(12)

to theχ2(Mc) values. Hereχ2
min is theχ2 value at the minimum andσ(Mopt

c ) is the fitted
experimental uncertainty onMopt

c . The procedure of thisχ2-scan is illustrated in figure 9 for
the standard RT scheme when fitting only the inclusive HERA-IDIS data and when fitting
these data together withσcc̄

red . The inclusive NC and CC cross sections from HERA-I alone
only weakly constrainMc; the value ofχ2(Mc) varies only slowly withMc. Once the charm
data are included, a clear minimum is observed, which then determinesMopt

c .

The systematic uncertainties onMopt
c are calculated from the following variations of the model

assumptions:

• the strangeness fractionis varied in the range0.23 < fs < 0.38. In a recent publication
the ATLAS collaboration [62] has observedfs = 0.5. This value offs is also tested and
found to have only a negligible effect on the determination of Mopt

c .

• the b-quark mass is varied by±0.25 GeV around the central value of4.75 GeV.

• the minimum Q2 value for data used in the fit,Q2

min
, is varied for the inclusive data

from Q2
min = 3.5 GeV2 to 5.0 GeV2. For the charm data this variation is not applied

because it would significantly reduce the sensitivity of theanalysis onMc. However, the
full difference on the fitted valueMopt

c obtained by using the cutsQ2
min = 3.5 GeV2 or

Q2
min = 5 GeV2, is then taken as symmetric uncertainty due to the variationof Q2

min.

• the parameterisation uncertainty is estimated similarly to the HERAPDF1.0 procedure.
To all quark density functions an additional parameter is added one-by-one such that the
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parameterisations are changed in equation (8) fromA · xB · (1 − x)C · (1 + Ex2) to
A ·xB · (1−x)C · (1+Dx+Ex2) and in equations (9-11) fromA ·xB · (1−x)C to either
A ·xB · (1−x)C · (1+Dx) or A ·xB · (1−x)C · (1+Ex2). Furthermore, the starting scale
Q0 is varied toQ2

0 = 1.9 GeV2. The full difference on the fitted valueMopt
c , obtained by

usingQ2
0 = 1.9 GeV2 andQ2

0 = 1.4 GeV2 is then taken as symmetric uncertainty due to
the variation of the starting scaleQ0. The total parameterisation uncertainty is obtained
taking the largest difference inMopt

c of the above variations with respect toMopt
c for the

standard parameterisation.

• the strong coupling constantαs(MZ) is varied by±0.002.

For each scheme the assumptions in the fits are varied one by one and the correspondingχ2 scan
as a function ofMc is performed. The difference betweenMopt

c obtained for the default assump-
tions and the result of each variation is taken as the corresponding uncertainty. The dominant
contribution arises from the variation ofQ2

min, while the remaining model and parameterisation
uncertainties are small compared to the experimental error.

6.1 Extraction of Mopt
c in the VFNS

The following implementations of the GM-VFNS are considered: ACOT full [25] as used for
the CTEQHQ releases of PDFs; S-ACOT-χ [27] as used for the latest CTEQ releases of PDFs,
and for the FONLL-A scheme [29] used by NNPDF; the RT standardscheme [28] as used
for the MRST and MSTW releases of PDFs, as well as the RT optimised scheme providing
a smoother behaviour across thresholds [31]. The ZM-VFNS asimplemented by the CTEQ
group [25] is also used for comparison. In all schemes, the onset of the heavy quark PDFs is
controlled by the parameterMc in addition to the kinematic constraints.

In figure 10 theχ2-values as a function ofMc obtained from PDF fits to the inclusive HERA-I
data and the combined charm data are shown for all schemes considered. Similar minimalχ2-
values are observed for the different schemes, albeit at quite different values ofMopt

c . In table 7
the resulting values ofMopt

c are given together with the uncertainties, the corresponding total
χ2 and theχ2-contribution from the reduced charm cross section measurements. The ACOT-
full scheme yields the best globalχ2, while the best partialχ2 for the charm data is obtained
using the RT optimised scheme. The fits in the S-ACOT-χ scheme result in a very low value of
Mopt

c as compared to the other schemes.

In figure 11 the NLO VFNS predictions forσcc̄
red based on the PDFs evaluated usingMc=Mopt

c of
the corresponding scheme are compared to the data. In general the data are better described than
when using the default values forMc and the predictions of the different schemes become very
similar forQ2 ≥ 5 GeV2. Even the ZM-VFNS, which includes mass effects only indirectly [25],
yields an equally good description of theσcc̄

red as the GM-VFNS, although it fails to describe
more differential distributions ofD∗± meson production and the lowestQ2 bin in figure 11, for
which the ZM-VFNS cross section prediction is zero.
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6.2 Impact of the charm data on PDFs

In figure 12 the PDFs from a 13 parameter fit using the inclusiveHERA-I data only are com-
pared with the corresponding PDFs when including the combined charm data in the fit. For both
of these fits the RT optimised VFNS is used. The total PDF uncertainties include the parame-
terisation and model uncertainties as described in section6 except for the uncertainties due to
Mc, which is treated as follows: in the fit based solely on the inclusive data a central value of
Mc = 1.4 GeV is used with a variation in the range1.35 < Mc < 1.65 GeV, consistent with
the treatment for HERAPDF1.0. For the fit including the combined charm cross sections this
parameter is set toMopt

c with the corresponding uncertainties as obtained by the charm mass
scan for the RT optimised VFNS (table 7).

By comparing the PDF uncertainties obtained from the analysis of the inclusive data only and
from the combined analysis of the inclusive and charm data, the following observations can be
made:

• the inclusion ofσcc̄
red in the fit does not alter the central PDFs significantly; the central

PDFs obtained with the charm data lie well within the uncertainty bands of the PDFs
based on the inclusive data only;

• the uncertainties of the valence quark distribution functions are almost unaffected;

• the uncertainty on the gluon distribution function is reduced, mostly due to a reduction in
the parameterisation uncertainty coming from the constraints that the charm data put on
the gluon through theγg → cc process;

• the uncertainty on thexc distribution function is considerably reduced due to the con-
strained range ofMc;

• the uncertainty on thexu distribution function is correspondingly reduced becausethe
inclusive data constrains the sumxU = xu + xc;

• the uncertainty on thexd distribution function is also reduced because it is constrained to
be equal toxu at lowx;

• the uncertainty on thexs distribution function is not reduced because it is dominated by
the model uncertainty on the strangeness fractionfs.

Similar conclusions hold also for the other schemes discussed in this paper.

6.3 Measurement of the charm quark mass

In the VFNS discussed in the previous section the charm quarkmass parameterMc does not
correspond directly to a physical mass. This is different for the FFNS. An NLO QCD analysis is
performed in the FFNS of the ABM group [35] to determine theMS running charm quark mass
mc(mc) based on the inclusive neutral and charged current HERA-I DIS data and the charm
cross section. For this purpose the coefficient functions asimplemented in OPENQCDRAD [20,
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63] are used. The strong coupling constant is evolved with setting the number of active flavours
to nf = 3, usingα

nf=3
s (MZ) = 0.105. The same minimisation procedure as for the VFNS

analysis is applied and the resulting dependence of theχ2 values from the QCD fits on the charm
quark massmc is shown in figure 13. The fit of the parabolic function, definedin equation (12),
results in a value of

mc(mc) = 1.26 ± 0.05exp ± 0.03mod ± 0.02param ± 0.02αs
GeV (13)

for the running charm mass in NLO. The errors correspond to the experimental, the model,
parameterisation andαs dependent uncertainties. The same variations of the model and param-
eterisation assumptions are applied as for the results presented in section 6.1 and discussed in
section 6. The data are well described by the FFNS calculations formc(mc) = 1.26 GeV with
a totalχ2 = 627.7 for 626 degrees of freedom. The partial contribution from the charmdata is
χ2 = 43.5 for 47 data points. The measured value of the running charm quark mass is consistent
with the world average ofmc(mc) = 1.275 ± 0.025 GeV [40] defined at two-loop QCD, based
on lattice calculations and measurements of time-like processes. It also compares well to recent
analyses [35,64] of DIS and charm data at NLO and NNLO.

6.4 Impact of charm data on predictions for W ± and Z production at
the LHC

The different series of PDFs obtained from fits to the HERA data by theMc scanning procedure
in the different VFNSs are used to calculate cross section predictions forW± andZ production
at the LHC at

√
s = 7 TeV. These predictions are calculated for each scheme usingthe MCFM

program [65] interfaced to APPLGRID [66] for1.2 ≤ Mc ≤ 1.8 GeV in0.1 GeV steps, except
for S-ACOT-χ for which the range1.1 ≤ Mc ≤ 1.4 GeV is used.

The predictedW± andZ production cross sections as a function ofMc for the different imple-
mentations of the VFNS are shown in figure 14 and the values forthe optimal choiceMopt

c are
summarised in table 8. For all implementations of VFNS a similar monotonic dependence of
theW± andZ production cross sections onMc is observed. This can be qualitatively under-
stood as follows. A higher charm mass leads to stronger suppression of charm near threshold
such that more light sea quarks are required to fit the inclusive data. More gluons are also
needed to describe the HERA charm data. The need for more light sea quarks at the initial scale
together with the creation of more sea quarks from gluon splitting at higher scales lead to an
enhancement of theW± andZ cross sections at the LHC.

There is a significant spread of about6% between the predictions if they are considered for a
fixed value ofMc, e.g. atMc= 1.4 GeV. Similarly, the prediction typically varies by about
6% when raisingMc from 1.2 to 1.8 GeV. However, when using theMopt

c for each scheme the
spread of predictions is reduced to1.4% for W−, 1.8% for Z and to2% for W+ production.

This indicates that a good description of the HERA charm datacorrelates with a very simi-
lar flavour composition of the quark PDFs at LHC scales, almost independent of the chosen
scheme. The uncertainty on theW± andZ cross section predictions due to the choice of the
charm mass can thus be considerably reduced. However, the charm mass parameter must be ad-
justed to a different value for each scheme, consistent withthe HERA data, in order to achieve
this result.
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7 Conclusions

Measurements of open charm production in deep-inelasticep scattering by the H1 and ZEUS
experiments using different charm tagging methods are combined, accounting for the system-
atic correlations. The measurements are extrapolated to the full phase space using an NLO
QCD calculation to obtain the reduced charm quark-pair crosssections in the region of photon
virtualities 2.5 ≤ Q2 ≤ 2000 GeV2. The combined data are compared to QCD predictions
in the fixed-flavour-number-scheme and in the general-mass variable-flavour-number-scheme.
The best description of the data in the whole kinematic rangeis provided by the NNLO fixed-
flavour-number-scheme prediction of the ABM group. Some of the NLO general-mass variable-
flavour-number-scheme predictions significantly underestimate the charm production cross sec-
tion at lowQ2, which is improved at NNLO.

Using the combined charm cross sections together with the combined HERA inclusive DIS data,
an NLO QCD analysis is performed based on different implementations of the variable-flavour-
number-scheme. For each scheme, an optimal value of the charm mass parameter,Mopt

c , is
determined. These values show a sizeable spread. All schemes are found to describe the data
well, as long as the charm mass parameter is taken at the corresponding optimal value. The
use ofMopt

c and its uncertainties in the QCD analysis significantly reduces the parton density
uncertainties, mainly for the sea quark contributions fromcharm, down and up quarks.

The QCD analysis is also performed in the fixed-flavour-number-scheme at NLO using the
MS running mass definition. The running charm quark mass is determined asmc(mc) =
1.26 ± 0.05exp. ± 0.03mod ± 0.02param ± 0.02αs

GeV. This value agrees well with the world
average based on lattice calculations and on measurements of time-like processes.

The PDFs obtained from the corresponding QCD analyses using different Mc are used to pre-
dict W± andZ production cross-sections at the LHC. A sizeable spread in the predictions is
observed, when the charm mass parameterMc is varied between 1.2 and 1.8 GeV, or when
different schemes are considered at fixed value ofMc. The spread is significantly reduced when
the optimal value ofMc is used for each scheme.
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Data set Tagging method Q2 range N L
[GeV2] [pb−1]

1 H1 VTX [14] Inclusive track lifetime 5 – 2000 29 245
2 H1D∗ HERA-I [10] D∗+ 2 – 100 17 47
3 H1D∗ HERA-II [18] D∗+ 5 – 100 25 348
4 H1D∗ HERA-II [15] D∗+ 100 – 1000 6 351
5 ZEUSD∗ (96-97) [4] D∗+ 1 – 200 21 37
6 ZEUSD∗ (98-00) [6] D∗+ 1.5 – 1000 31 82

7 ZEUSD0 [12] D0,noD∗+

5 – 1000 9 134
8 ZEUSD+ [12] D+ 5 – 1000 9 134
9 ZEUSµ [13] µ 20 – 10000 8 126

Table 1: Data sets used in the combination. For each data set the charm tagging method, the
Q2 range, the number of cross section measurementsN and the integrated luminosityL are
given. The data set with theD0,noD∗+

tagging method is based on an analysis ofD0 mesons not
originating from detectableD∗+ decays. Charge conjugate modes are always implied.

ŝ range αK(D∗) αK(g.s.) Measurement
ŝ ≤ ŝ1 6.1 ± 0.9 4.6 ± 0.7 [47] D∗, DIS, no-jet sample

ŝ1 < ŝ ≤ ŝ2 3.3 ± 0.4 3.0 ± 0.3 [47] D∗, DIS, jet sample
ŝ > ŝ2 2.67 ± 0.31 2.19 ± 0.24 [11] D∗ jet photoproduction

Table 2: TheαK parameters used for the longitudinal fragmentation intoD∗ mesons and in
ground state (g.s.) charmed hadrons. The first column shows the ŝ range in which a particular
value ofαK is used, withŝ1 = 70 ± 40 GeV2 and ŝ2 = 324 GeV2. The variations ofαK are
given in the second and third column. The parameterŝ2 is not varied, since the corresponding
uncertainty is already covered by theαK variations.

f(c → D∗+) 0.2287 ± 0.0056
f(c → D+) 0.2256 ± 0.0077

f(c → D0,notD∗+

) 0.409 ± 0.014
B(c → µ) 0.096 ± 0.004

Table 3: Charm fragmentation fractions to charmed mesons andthe charm branching fraction
to muons.
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Q2[GeV2] x y σcc̄
red δunc[%] δcor[%] δproced[%] δtot[%]

2.5 0.00003 0.824 0.1126 14.0 10.9 0.3 17.8

2.5 0.00007 0.353 0.1068 9.0 9.9 0.2 13.4

2.5 0.00013 0.190 0.0889 10.0 9.1 2.2 13.7

2.5 0.00018 0.137 0.0907 9.5 8.3 1.4 12.7

2.5 0.00035 0.071 0.0560 8.7 8.2 0.0 11.9

5. 0.00007 0.706 0.1466 15.6 10.0 0.2 18.5

5 0.00018 0.274 0.1495 8.4 6.8 1.1 10.8

5 0.00035 0.141 0.1151 7.1 6.7 0.6 9.8

5 0.00100 0.049 0.0803 9.2 8.2 0.6 12.4

7 0.00013 0.532 0.2142 8.1 8.0 0.2 11.4

7 0.00018 0.384 0.1909 10.2 8.5 2.1 13.4

7 0.00030 0.231 0.1689 4.6 6.3 0.4 7.8

7 0.00050 0.138 0.1553 4.3 5.9 0.6 7.3

7 0.00080 0.086 0.1156 7.2 6.0 0.7 9.4

7 0.00160 0.043 0.0925 6.4 7.6 0.6 9.9

12 0.00022 0.539 0.2983 8.4 7.2 0.1 11.1

12 0.00032 0.371 0.2852 4.7 6.5 0.6 8.1

12 0.00050 0.237 0.2342 4.3 5.1 0.5 6.6

12 0.00080 0.148 0.1771 3.8 5.7 0.1 6.9

12 0.00150 0.079 0.1413 5.5 6.8 0.1 8.7

12 0.00300 0.040 0.1028 6.1 8.0 0.2 10.1

18 0.00035 0.508 0.3093 9.2 6.5 1.0 11.3

18 0.00050 0.356 0.2766 4.7 7.0 0.5 8.4

18 0.00080 0.222 0.2637 3.8 4.6 0.6 6.1

18 0.00135 0.132 0.2009 3.3 5.2 0.0 6.2

18 0.00250 0.071 0.1576 3.5 5.7 0.1 6.7

18 0.00450 0.040 0.1349 5.8 8.0 1.4 10.0

Table 4: The averaged reduced cross section of charm production, σcc̄
red , as obtained from the

combination of H1 and ZEUS measurements. The values of the cross section are presented
together with uncorrelated (δunc) correlated (δcor) and procedural (δproced) uncertainties. The
total uncertainty (δtot) is obtained by adding the correlated, uncorrelated and procedural errors
in quadrature.
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Q2[GeV2] x y σcc̄
red δunc[%] δcor[%] δproced[%] δtot[%]

32 0.00060 0.527 0.4119 15.1 5.7 0.1 16.2

32 0.00080 0.395 0.3527 4.3 5.3 0.3 6.9

32 0.00140 0.226 0.2767 3.9 4.2 0.4 5.8

32 0.00240 0.132 0.2035 4.8 4.9 0.3 6.9

32 0.00320 0.099 0.1942 7.1 5.6 0.3 9.0

32 0.00550 0.058 0.1487 6.9 6.0 0.4 9.1

32 0.00800 0.040 0.1027 10.7 8.3 0.4 13.5

60 0.00140 0.424 0.3218 6.1 5.4 1.4 8.3

60 0.00200 0.296 0.3387 4.3 3.7 0.4 5.7

60 0.00320 0.185 0.2721 4.7 3.9 0.4 6.1

60 0.00500 0.119 0.1975 4.7 4.9 0.3 6.8

60 0.00800 0.074 0.1456 12.0 5.2 0.6 13.1

60 0.01500 0.040 0.1008 10.6 6.4 0.8 12.4

120 0.00200 0.593 0.3450 7.1 5.2 0.6 8.8

120 0.00320 0.371 0.2432 15.9 4.0 2.1 16.5

120 0.00550 0.216 0.2260 5.2 4.5 0.6 6.9

120 0.01000 0.119 0.1590 6.6 5.4 0.8 8.6

120 0.02500 0.047 0.0866 13.7 6.8 1.2 15.3

200 0.00500 0.395 0.2439 8.1 5.7 0.7 9.9

200 0.01300 0.152 0.1659 6.7 4.8 0.4 8.3

350 0.01000 0.346 0.2250 8.8 5.0 4.1 10.9

350 0.02500 0.138 0.1016 11.2 5.8 5.1 13.6

650 0.01300 0.494 0.2004 11.1 7.2 1.1 13.3

650 0.03200 0.201 0.0939 12.4 10.6 0.9 16.4

2000 0.05000 0.395 0.0622 27.7 14.4 1.7 31.2

Table 4: continued
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source data sets name shift [σ] Reduction factor[%]
δ1 1 H1 vertex resolution -0.1 94
δ2 1–4 H1 CJC efficiency -0.3 82
δ3 1 H1 CST efficiency 0.0 98
δ4 1 B multiplicity -0.3 96
δ5 1–9 c longitudinal fragmentation -0.9 84
δ6 1, 3, 4 photoproduction background 0.2 94
δ7 1 D+ multiplicity 0.0 99
δ8 1 D0 multiplicity 0.0 99
δ9 1 Ds multiplicity 0.1 98
δ10 1 b fragmentation 0.0 100
δ11 1 H1 VTX model:x-reweighting -0.4 95
δ12 1 H1 VTX model:pT -reweighting 0.3 74
δ13 1 H1 VTX model:η(c)-reweighting -0.3 87
δ14 1 H1 VTX uds-background 0.0 53
δ15 1 H1 VTX φ of c-quark 0.2 90
δ16 1 H1 hadronic energy scale -0.1 89
δ17 1 H1 VTX F2 normalisation -0.2 97
δ18 3, 4 H1 Primary vertex fit 0.1 99
δ19 2–4 H1 electron energy 0.6 69
δ20 2–4 H1 electron polar angle 0.3 77
δ21 3, 4 H1 luminosity (HERA-II) -0.9 80
δ22 3, 4 H1 trigger efficiency (HERA-II) -0.3 98
δ23 3, 4 H1 fragmentation model in MC -0.1 89
δ24 2–7 BR(D∗ → Kππ) 0.1 98
δ25 2–6 f(c → D∗) 0.1 94.
δ26 2, 3 H1 efficiency using alternative MC model 0.4 73
δ27 2–9 NLO, mc 0.5 72
δ28 2–9 NLO, scale -1.2 66
δ29 2–9 c transverse fragmentation -0.2 78
δ30 2–9 NLO, PDF 0.2 97
δ31 2–9 NLO, αs(MZ) -0.2 95
δ32 2 H1 luminosity (1998-2000) -0.1 97
δ33 2 H1 trigger efficiency (HERA-I) -0.2 95
δ34 2 H1 MC alternative fragmentation -0.1 70
δ35 9 ZEUSµ: B/RMUON efficiency -0.1 92
δ36 9 ZEUSµ: FMUON efficiency 0.2 97
δ37 9 ZEUSµ: energy scale 0.0 85
δ38 9 ZEUSµ: Pmiss

T
calibration 0.0 72

δ39 9 ZEUSµ: hadronic resolution 0.6 71
δ40 9 ZEUSµ: IP resolution -0.2 97
δ41 9 ZEUSµ: MC model 0.1 86
δ42 9 B(c → µ) 0.1 97
δ43 7, 8 ZEUS lifetime significance 0.5 52
δ44 7 f(c → D0) 0.3 97
δ45 8 f(c → D+) × BR(D+ → Kππ) -0.6 91
δ46 7–9 ZEUS luminosity (2005) -0.1 95
δ47 5 ZEUS luminosity (1996-1997) 0.4 96
δ48 6 ZEUS luminosity (1998-2000) 0.3 90

Table 5: Sources of bin-to-bin correlated systematic uncertainties considered in the combina-
tion. For each source the shifts in units of standard deviationsσ and the reduction factor of
the uncertainty values are given. The systematic sources corresponding to the extrapolation
uncertainties are highlighted in bold font. The second column shows the data sets (see table 1)
affected by each particular source.
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Theory Scheme Ref. F2(L) mc Massive Massless αs(mZ) Scale Included

def. [GeV] (Q2
∼
< m2

c) (Q2 ≫ m2
c) (nf = 5) charm data

MSTW08 NLO RT standard [28] F c
2(L) 1.4 (pole) O(α2

s) O(αs) 0.12108 Q [1,4–6,8,9,11]

MSTW08 NNLO approx.-O(α3
s) O(α2

s) 0.11707

MSTW08 NLO (opt.) RT optimised [31] O(α2
s) O(αs) 0.12108

MSTW08 NNLO (opt.) approx.-O(α3
s) O(α2

s) 0.11707

HERAPDF1.5 NLO RT standard [55] F c
2(L) 1.4 (pole) O(α2

s) O(αs) 0.1176 Q HERA inclusive DIS only

NNPDF2.1 FONLL A FONLL A [30] n.a.
√

2 O(αs) O(αs) 0.119 Q [4–6,12,13,15,18]

NNPDF2.1 FONLL B FONLL B F c
2(L)

√
2 (pole) O(α2

s) O(αs)

NNPDF2.1 FONLL C FONLL C F c
2(L)

√
2 (pole) O(α2

s) O(α2
s)

CT10 NLO S-ACOT-χ [22] n.a. 1.3 O(αs) O(αs) 0.118
√

Q2 + m2
c [4–6,8,9]

CT10 NNLO (prel.) [56] F cc̄
2(L) 1.3 (pole) O(α2

s) O(α2
s)

ABKM09 NLO FFNS [57] F cc̄
2(L) 1.18 (MS) O(α2

s) - 0.1135
√

Q2 + 4m2
c for mass optimisation only

ABKM09 NNLO approx.-O(α3
s) -

Table 6: Calculations from different theory groups as shown in figures 5-8. The table shows the heavy flavour scheme used andthe correspond-
ing reference, the respectiveF2(L) definition (section 2), the value and type of charm mass used (equation (3)), the order inαS of the massive
and massless parts of the calculation, the value ofαs, the renormalisation and factorisation scale, and which HERA charm data were included
in the corresponding PDF fit. The distinction between the twopossibleF2(L) definitions is not applicable (n.a.) forO(αs) calculations.
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scheme Mopt
c χ2/ndof χ2/ndp

[GeV] σNC,CC
red +σcc̄

red σcc̄
red

RT standard 1.50 ± 0.06exp± 0.06mod± 0.01param± 0.003αs
630.7/626 49.0/47

RT optimised 1.38 ± 0.05exp± 0.03mod± 0.01param± 0.01αs
623.8/626 45.8/47

ACOT-full 1.52 ± 0.05exp± 0.12mod± 0.01param± 0.06αs
607.3/626 53.3/47

S-ACOT-χ 1.15 ± 0.04exp± 0.01mod± 0.01param± 0.02αs
613.3/626 50.3/47

ZM-VFNS 1.60 ± 0.05exp± 0.03mod± 0.05param± 0.01αs
631.7/626 55.3/47

Table 7: The values of the charm mass parameterMopt
c as determined from theMc scans in

different heavy flavour schemes. The uncertainties of the minimisation procedure are denoted
as ‘exp’, the model and parameterisation uncertainties arerepresented by ‘mod’ and ‘param’,
respectively. Also the uncertainty due toαs variation is listed. The corresponding global and
partialχ2 are presented per degrees of freedomndof and per number of data pointsndp, respec-
tively.

scheme σZ [nb] σW+ [nb] σW− [nb]

RT standard 28.91 ± 0.30 57.04 ± 0.55 39.94 ± 0.35

RT optimised 28.85 ± 0.24 57.03 ± 0.45 39.93 ± 0.27

ACOT-full 29.32 ± 0.42 57.84 ± 0.74 40.39 ± 0.47

S-ACOT-χ 29.00 ± 0.22 57.32 ± 0.42 39.86 ± 0.24

ZM-VFNS 28.81 ± 0.24 56.71 ± 0.40 39.86 ± 0.25

Table 8: NLO VFNS predictions forZ/W± cross sections at the LHC for
√

s = 7 TeV using
the MCFM program. The calculations are based on the PDF sets extracted in the corresponding
schemes from the HERA data usingMopt

c for the charm quark mass parameter. The listed cross
section uncertainties correspond to the uncertainties onMopt

c only.
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Figure 1: Pull distribution for the combined data samples (shaded histogram). RMS gives the
root mean square of the distribution. The curve shows the result of a binned log-likelihood
Gaussian fit.
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Figure 2: Combined reduced cross sectionsσcc̄
red as a function ofx for fixed values ofQ2. The

error bars represent the total uncertainty including uncorrelated, correlated and procedural un-
certainties added in quadrature.
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Figure 3: Combined reduced cross sectionsσcc̄
red (filled circles) as a function ofx for fixed

values ofQ2. The error bars represent the total uncertainty including uncorrelated, correlated
and procedural uncertainties added in quadrature. For comparison, the input data are shown:
the H1 measurement based on lifetime information of inclusive track production is represented
by closed squares; the H1 measurements based on reconstruction of D∗ mesons in HERA-I /
HERA-II running periods are denoted by filled up (down) triangles; the ZEUS measurement
using semileptonic decays into muons is represented by opencircles; the ZEUS measurements
based on reconstruction ofD∗ mesons are depicted by open squares (open triangles) for data
collected in 1998-2000 (1996-1997) years; the ZEUS measurements based on reconstruction
of D0 (D+) mesons are shown by open diamonds (crosses). For presentation purpose each
individual measurement is shifted inx.
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Figure 4: Combined reduced cross sectionsσcc̄
red (filled circles) as a function ofx for Q2 = 18

GeV2. The error bars represent the total uncertainty including uncorrelated, correlated and
procedural uncertainties added in quadrature. For comparison, the input data are shown. For
further details see figure 3.
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Figure 5: Combined reduced cross sectionsσcc̄
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uncertainty including uncorrelated, correlated and procedural uncertainties added in quadrature. The data are compared to MSTW predictions
at NLO (left panel) and NNLO (right panel). The predictions obtained using the standard (optimised) parametrisation are represented by the
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Figure 6: Combined reduced cross sectionsσcc̄
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based on HERAPDF1.5 extracted in the RT standard scheme. Theline represents the prediction
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Figure 7: Combined reduced cross sectionsσcc̄
red (filled circles) as a function ofx for fixed values ofQ2. The error bars represent the total

uncertainty including uncorrelated, correlated and procedural uncertainties added in quadrature. The data are compared to predictions by the
NNPDF group (left panel) and the CTEQ group (right panel). Thepredictions from NNPDF2.1 in FONNL-A, -B and -C schemes are shown
with their uncertainties (bands with different hatch styles). The CT10 NLO prediction with its uncertainties is shown bythe shaded bands. The
uncertainties on the CT10 NNLO (prel.) predictions are not yet available.
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Figure 8: Combined reduced cross sectionsσcc̄
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ABM group at NLO (hashed band) and NNLO (shaded band) in FFNS using theMS definition
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Figure 9: The values ofχ2(Mc) for the PDF fit to the combined HERA DIS data in the RT
standard scheme. The open symbols indicate the results of the fit to inclusive DIS data only.
The results of the fit including the combined charm data are shown by filled symbols.
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c for each scheme are indicated by the stars.
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Figure 11: Combined measurements ofσcc̄
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Figure 14: NLO predictions for (a)W+, (b) W− and (c)Z production cross sections at the
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√
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