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Abstract

The diffractive processep → eXY , whereY denotes a proton or its low mass exci-
tation withMY < 1.6 GeV, is studied with the H1 experiment at HERA. The analysis is
restricted to the phase space region of the photon virtuality 3 ≤ Q2 ≤ 1600 GeV2,
the square of the four-momentum transfer at the proton vertex |t| < 1.0 GeV2 and the
longitudinal momentum fraction of the incident proton carried by the colourless exchange
xIP < 0.05. Triple differential cross sections are measured as a function of xIP , Q2 and
β = x/xIP wherex is the Bjorken scaling variable. These measurements are made after
selecting diffractive events by demanding a large empty rapidity interval separating the fi-
nal state hadronic systemsX andY . High statistics measurements covering the data taking
periods 1999-2000 and 2004-2007 are combined with previously published results in or-
der to provide a single set of diffractive cross sections from the H1 experiment using the
large rapidity gap selection method. The combined data represent a factor between three
and thirty increase in statistics with respect to the previously published results. The mea-
surements are compared with predictions from NLO QCD calculations based on diffractive
parton densities and from a dipole model. The proton vertex factorisation hypothesis is
tested.
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1 Introduction

At HERA a substantial fraction of up to10% of ep interactions proceed via the diffractive
scattering process initiated by a highly virtual photon [1–15]. In contrast to the standard deep
inelastic scattering (DIS) processep → eX (figure 1a), the diffractive reactionep → eXY
contains two distinct final state systems (figure 1b), whereX is a high-mass hadronic state and
Y is the elastically scattered proton or its low-mass excitation, emerging from the interaction
with almost the full energy of the incident proton.
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Figure 1: Inclusive (a) and diffractive (b) deep inelastic scattering.

The study and interpretation of diffraction at HERA provides essential inputs for the under-
standing of quantum chromodynamics (QCD) at high parton densities. The sensitivity of the
diffractive cross section to the gluon density at low valuesof Bjorkenx can explain the high rate
of diffractive events. Diffractive reactions may therefore be well suited to search for saturation
effects in the proton structure whenx reaches sufficiently small values [16].

Several theoretical QCD approaches have been proposed to interpret the dynamics of diffrac-
tive DIS. A general theoretical framework is provided by theQCD collinear factorisation the-
orem for semi-inclusive DIS cross sections such as that forep → eXp [17, 18]. This implies
that the concept of diffractive parton distribution functions (DPDFs) may be introduced, rep-
resenting conditional proton parton probability distributions under the constraint of a leading
final state proton with a particular four-momentum. Empirically, an additional factorisation has
been found to apply to good approximation, whereby the variables which describe the proton
vertex factorise from those describing the hard interaction (proton vertex factorisation) [19,20].
The dependence of the DPDFs on the kinematic variables related to the proton vertex can be
parametrised conveniently using Regge formalism, which amounts to a description of diffrac-
tion in terms of the exchange of a factorisable Pomeron (IP ) [21] with universal parton densities.
Several authors have analysed diffractive DIS data to extract DPDFs [4, 8, 10, 22–33], with the
conclusion that the data are compatible with proton vertex factorisation at low fractional proton
energy losses,xIP , and for photon virtualitiesQ2 above∼ 5 GeV2. The DPDFs extracted in
these publications consistently find a dominant gluon contribution. At largerxIP (xIP > 0.1),
a separately factorisable sub-leading Reggeon exchange (IR), with a differentxIP dependence
and partonic composition, is usually included to maintain agood description.

The diffractive cross section can also be interpreted within the dipole model. In this picture,
the virtual photon fluctuates into a colour singletqq̄ pair (or dipole) of transverse sizer∼1/Q,
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which subsequently undergoes a hard scattering with the proton [34–39]. In the lowβ domain,
it is expected thatqq̄-g dipoles also contribute to inclusive diffraction [40]. In arecent unified
saturation description of diffractive DIS good agreement with data has been obtained in the full
Q2 range down to∼ 3 GeV2 [16]. This dipole model uses the parametrisation for the dipole
scattering amplitude obtained in [41], which is an extension of the saturation model presented
in [36] containing in addition heavy-quark contributions.This approach is interesting because
it relates the diffractive process, in the regimexIP < 0.01 in which saturation is expected to
be relevant, to the DIS inclusive process. The description of the diffractive process is obtained
without extra parameter by considering the dipole cross section σ0 and the diffractive slopeBD

being directly related.

In this paper, a new measurement of the diffractive neutral current DIS cross section is
presented. This is based upon H1 data for which there is an absence of hadronic activity in
a large rapidity region extending close to the outgoing proton beam direction. The data were
recorded with the H1 detector in the years 1999-2000 and 2004-2007, when HERA collided
protons of920 GeV energy with27.6 GeV electrons and positrons. The analysed data cover the
low and mediumQ2 region from3 to 105 GeV2. A combination with previous measurements
obtained by H1, also using Large Rapidity Gap (LRG) events and based on low and medium
Q2 data from 1997 and highQ2 data from 1999-2000 [10], is performed in order to provide a
single set of diffractive cross sections forQ2 up to1600 GeV2. The results are compared with
QCD calculations based on DPDFs extracted from previous H1 data [10] and with recent dipole
model predictions [16].

2 Diffractive DIS Kinematics Variables and Observables

The kinematics of the inclusive DIS process can be describedby the Lorentz invariants

x =
−q2

2P · q , y =
P · q
P · k , Q2 = −q2 , (1)

whereP andk are the 4-momenta of the incident proton and electron1 respectively andq is the
4-momentum of the exchanged virtual photon. The kinematicsof the diffractive process can be
described in addition by the invariant massesMX andMY of the systemsX andY , and

t = (P − PY )2 ,

β =
−q2

2q · (P − PY )
=

Q2

Q2 + M2
X − t

,

xIP =
q · (P − PY )

q · P =
Q2 + M2

X − t

Q2 + W 2 − m2
P

=
x

β
, (2)

wherePY is the 4-momentum of systemY , W 2 = (q + P )2 is the squared centre of mass
energy of the virtual photon-proton system andmP is the proton mass. The variablexIP is the

1In this paper the term “electron” is used generically to refer to both electrons and positrons.
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fractional momentum loss of the incident proton. The quantity β has the form of a Bjorken
variable defined with respect to the momentumP − PY lost by the initial proton.

In analogy to the inclusive DIS cross section, the inclusivediffractive cross section inte-
grated overt for ep → eXY in the one-photon exchange approximation can be written in terms
of diffractive structure functionsF D(3)

2 andF
D(3)
L as

d3σep→eXY

dQ2 dβ dxIP

=
4πα2

em

βQ4

[

(

1 − y +
y2

2

)

F
D(3)
2 (β, Q2, xIP ) − y2

2
F

D(3)
L (β, Q2, xIP )

]

, (3)

whereαem = 1/137. The structure functionF D(3)
L corresponds to longitudinal polarisation of

the virtual photon. The reduced diffractive cross section is defined by

σD(3)
r (Q2, β, xIP ) =

βQ4

4πα2
em

1

(1 − y + y2

2
)

d3σep→eXY

dQ2 dβ dxIP
(4)

= F
D(3)
2 − y2

1 + (1 − y)2
F

D(3)
L . (5)

3 Experimental Procedure

3.1 H1 Detector

A detailed description of the H1 detector can be found elsewhere [42–44]. Here, only the
detector components relevant for the present analysis are briefly described. H1 uses a right-
handed coordinate system with thez axis along the beam direction and the+z or “forward”
direction being that of the outgoing proton beam. The polar angleθ is defined with respect to
thez axis and the pseudorapidity is given byη = − ln tan θ/2.

The liquid argon (LAr) calorimeter (4◦ ≤ θ ≤ 154◦) is situated inside a solenoidal mag-
net. The energy resolutions for electromagnetic and hadronic showers areσ(E)/E ≃ 11%/
√

E/GeV ⊕ 1% andσ(E)/E ≃ 50%/
√

E/GeV ⊕ 2%, respectively, as obtained from test
beam measurements [45,46]. The backward region (153◦ < θ < 176◦) is covered by a lead scin-
tillating fibre calorimeter, the SpaCal [44], which has bothelectromagnetic and hadronic sec-
tions. Its energy resolution for electromagnetic showers isσ(E)/E ≃ 7.1%/

√

E/GeV ⊕ 1%.
A tracking chamber placed in front of the SpaCal, the backward drift chamber (BDC) for the
period 1999-2000 and the backward proportional chamber (BPC) for the period 2004-2007, is
used to identify the scattered electron and to determine itsposition.

The main component of the central tracking detector is the central jet chamber CJC (20◦ <
θ < 160◦) which consists of two coaxial cylindrical drift chambers with wires parallel to the
beam direction. The measurement of charged particle transverse momenta is performed in a
magnetic field of1.16 T, which is uniform over the full tracker volume. The forwardtracking
detector, (θ < 30◦) is used to determine the vertex position for events where noCJC track is
reconstructed.

The forward components of the H1 detector, used here to tag hadronic activity at large pseu-
dorapidity (3.5 < η < 7), are the Plug forward calorimeter, the forward muon detector (FMD),
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the proton remnant tagger (PRT) and the forward tagging system (FTS). The Plug enables en-
ergy measurements to be made in the pseudorapidity range3.5 < η < 5.5. It is positioned
around the beam-pipe atz = 4.9 m. The FMD consists of a series of drift chambers covering
the range1.9 < η < 3.7. Primary particles produced at largerη can be detected indirectly in
the FMD if they undergo a secondary scattering with the beam pipe or other adjacent material.
For the period 1999-2000, secondary particles, or the scattered proton at very high|t|, can also
be detected by the PRT, covering the range6.5 < η < 7.5, which is located at24 m from the
interaction point and consists of layers of scintillator surrounding the beam pipe. In the period
2004-2007, the PRT is replaced by the FTS which consists of four stations of scintillators ar-
ranged around the proton beam pipe atz = 26 m, z = 28 m, z = 53 m andz = 92 m. Only
the stations at26 m and28 m are used to tag proton dissociation, since further downstream
elastically scattered protons often hit the beam-pipe.

The luminosity is determined from the rate of Bethe-Heitlerprocesses measured using a
calorimeter located close to the beam pipe atz = −103 m in the backward direction.

3.2 Data Samples

Different event samples corresponding to differentQ2 ranges are analysed in this paper. For the
interval3 ≤ Q2 ≤ 25 GeV2, a ‘minimum bias’ (MB) sample corresponding to an integrated
luminosity of 3.5 pb−1 is used, which was recorded during a special data taking period in
1999 with dedicated lowQ2 electron triggers. For photon virtualities in the interval10 ≤ Q2 ≤
105 GeV2, data taken throughout the periods 1999-2000 and 2004-2007are used, corresponding
to a total integrated luminosity of371 pb−1. These cross section measurements are combined
with previously published H1 LRG data [10]. All event samples are summarised in table 1.

Data Set Q2 range Proton Energy Luminosity
(GeV2) Ep (GeV) (pb−1)

New data samples
1999 MB 3 < Q2 < 25 920 3.5
1999-2000 10 < Q2 < 105 920 34.3
2004-2007 10 < Q2 < 105 920 336.6

Previously published data samples
1997 MB 3 < Q2 < 13.5 820 2.0
1997 13.5 < Q2 < 105 820 10.6
1999-2000 133 < Q2 < 1600 920 61.6

Table 1: Summary of the data samples used in the analysis.

3.3 Event Selection and Kinematic Reconstruction

DIS events are selected by requiring a localised energy deposit (cluster) in the SpaCal calorime-
ter with an energy greater than10 GeV, ensuring a trigger efficiency close to100%. The cluster
radius of the electron candidate is required to be less than4 cm, as expected for an electro-
magnetic shower. In order to avoid losses of energy into the beam-pipe, the radial distance
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between the beam axis and the cluster barycentre is requiredto be larger than11 cm. For the
data recorded in 1999-2000, a track segment was required in the BDC, matching the cluster in
the SpaCal calorimeter within3 cm.

Cosmic ray and beam induced backgrounds are reduced to negligible levels by requiring
a vertex reconstructed within35 cm of the nominal interaction point and the timing of the
signals from the tracking detector to be within the intervalexpected forep collisions. Radiative
events and photoproduction events in which a hadron is misidentified as the scattered electron
are suppressed by requiring

∑

i (E
i − pi

z) > 37 GeV, whereEi and pi
z are the energy and

longitudinal momentum of all detected particlesi, including the scattered electron.

The inclusive DIS kinematic variables,x, Q2 and the inelasticityy, are reconstructed using
the techniques introduced in [4]. In order to optimise the resolution throughout the measured
y range, information is exploited from both the scattered electron and the hadronic final state
according to

y = yd + (y2
e − y2

d) , Q2 =
4E2

e (1 − y)

tan2(θ′e/2)
, x =

Q2

sy
. (6)

Here, ye and yd denote the values ofy obtained from the scattered electron only (‘electron
method’) and from the angles of the electron and the hadronicfinal state (‘double angle method’),
respectively [10].Ee is the electron beam energy andθ′e is the polar angle of the scattered elec-
tron. In order to ensure a reasonable containment of the hadronic final state in the central
detectors only events withy > 0.04 are selected.

A sub-sample of events where a diffractive exchange dominates is selected by requiring
that no signal is recorded above noise levels in a number of forward components of the H1
detector. The pseudorapidityηmax of the most forward energy deposit in the LAr calorimeter
above a noise threshold of800 MeV is required to be less than3.3. At most one hit pair should
be present in the first two layers of the FMD. The energy measured in the Plug calorimeter is
required to be smaller than7 GeV. For the period 1999-2000, it is required that there is nosignal
in the first five layers of the PRT. For the period 2004-2007, itis required that there are no hits
in the26 m and28 m stations of the FTS. After these selection criteria are applied, the systems
X andY are well separated by an LRG. The systemX is fully contained in the main part of the
H1 detector and the systemY goes unobserved into the beam pipe.

The large rapidity gap selection yields a sample which is dominated by the elastic2 process
ep → eXp, with the outgoing proton transverse momentumpt,p, and hence|t| ≃ p2

t,p, being
relatively small. However, there is an admixture of proton dissociative events,ep → eXY ,
where the proton dissociation system has a small massMY . The ranges of sensitivity of the
measurement inMY andt are determined by the acceptances of the forward detectors which
are used to identify the large rapidity gap. In order to keep the uncertainties arising from proton
dissociation small and to ease comparisons with previous data [10], the measurement is inte-
grated over the regionMY < 1.6 GeV, |t| < 1 GeV2. The correction factors applied to account
for the net migrations about these limits are determined by evaluation of the forward detector
response to elastic proton and proton dissociative processes, using the Monte Carlo program
DIFFVM [47]. This correction is9% for the 1999 MB and 1999-2000 samples and13% in

2Here the term “elastic” is used to refer to the processep → eXY with Y = p and not toep → ep.
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2004-2007. Noise in the forward detector components results in some events being wrongly
rejected from the samples. These losses are determined using randomly triggered events which
are overlaid with simulated events.

The reconstruction of hadrons combines information from the calorimeters and vertex-fitted
tracks in the central tracker without double counting [48].The reconstructed hadronic final state
four vectorPH is then defined as the vector sum of all reconstructed hadrons. The invariant mass
MX of the final state systemX is obtained by

MX =

√

P 2
H

y

yh

, (7)

with yh =
∑

h (Eh − ph
z )/2Ee, where the sum runs over all reconstructed hadrons. The factor

y/yh is included to improve the resolution at largey, where losses in the backward direction
become large. The kinematic reconstruction method used here leads to a resolution inMX

varying from13 to 22% in the measured kinematic range. In this analysis,MX is required to be
above1 GeV. According to equation (2) and neglectingt, the diffractive variablesβ andxIP are
obtained from:

β =
Q2

Q2 + M2
X

; xIP =
x

β
. (8)

3.4 Monte Carlo Simulations

Corrections for detector inefficiencies and acceptance losses due to the event selection cuts are
evaluated bin-by-bin directly from the data or by using a Monte Carlo (MC) simulation of the
detectors. Corrections for migrations in the kinematic variables due to the finite resolution
are determined using MC programs. All generated MC events are passed through a detailed,
GEANT [49] based, simulation of the H1 detector, which takesinto account the running condi-
tions of the different data taking periods, and are subject to the same reconstruction and analysis
chain as used for data.

Diffractive DIS is modelled using the RAPGAP Monte Carlo generator [50]. The RAPGAP
event generator implements the exchange of a partonic Pomeron or meson with leading order
QCD matrix elements. The Pomeron and meson fluxes and the parton distributions used in the
event simulation are based on the DPDF fit to previous H1 data (H1 2006 DPDF Fit B) [10].
At low Q2, H1 2006 DPDF Fit B undershoots the data, as observed previously [10]. ForQ2 <
7 GeV2, RAPGAP is therefore reweighted by a parametrisation, depending onQ2 andβ, to
describe the present data. Higher order QCD radiation is modelled using initial and final state
parton showers in the approximation of leading logarithms [51]. Hadronisation is simulated
using the Lund string model [52] as implemented in JETSET [53]. QED radiative effects,
including virtual loop corrections, are taken into accountvia an interface to the HERACLES
program [54]. Migrations into the sample from the regionMY > 5 GeV are studied by using
RAPGAP in the inclusive DIS mode. At lowMX , where the presence of the meson resonances
ρ, ω, φ becomes important, the DIFFVM MC [47] is used in addition. The Monte Carlo program
COMPTON [55] is used to simulate single dissociation and inelastic Bethe-Heitler events.
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Background fromep interactions may arise from photoproduction events (Q2 ∼ 0) in which
the scattered lepton signal is faked by a hadron detected in the SpaCal calorimeter. It is esti-
mated using the PHOJET Monte Carlo model [56] and found to be negligible in this analysis.
Other backgrounds, such as those due to interactions of the beams with the remaining gas in
the beam pipe or with beam line elements upstream of the H1 detector, are also found to be
negligible.

3.5 Systematic Uncertainties

A detailed systematic error analysis has been performed, inwhich the sensitivity of the mea-
surements to variations in the efficiencies and energy scales of the detector components and to
the details of the correction procedure is tested. The systematic error sources leading to un-
certainties which are correlated between data points are determined from the agreement of the
simulation with data in this analysis and are listed below.

• The uncertainty on the SpaCal electromagnetic energy scaleis evaluated to be0.5% and
0.4% for 1999-2000 and 2004-2007 data, respectively. The uncertainties in the relative
alignment of the different detector components are reflected in possible biases in the
electron polar angle measurement at the level of0.5 mrad and1 mrad for 1999-2000 and
2004-2007 data, respectively.

• The hadronic energy scale of the LAr calorimeter is known to2% for the 1999 MB sample
and to1.5% for all other samples.

• Imperfect treatment of calorimeter noise can result in a bias in the reconstruction ofMX .
The corresponding uncertainty is evaluated by varying the amount of calorimeter en-
ergy classified as noise by10%. This level of precision is determined by comparing the
calorimeter noise subtracted in the data with that in the Monte Carlo model, which in-
cludes a simulation of noise based on randomly triggered events.

• The efficiency with which the FMD registers activity when there is hadronic energy flow
in its acceptance region is varied in the simulation by5% for 1999-2000 and4% for
2004-2007. For the PRT and FTS, this efficiency is varied by20% and7%, respectively.
The Plug energy scale is varied by10%. These levels of uncertainty are obtained by
comparison of the present data with the Monte Carlo simulation for samples in which
forward detector activity is required.

• The model dependences of the acceptance and migration corrections and of the back-
ground subtractions are estimated by varying the details ofthe Monte Carlo simulation
within the limits permitted by the present data. In the RAPGAP simulation of diffrac-
tion, thexIP distribution is reweighted by(1/xIP )±0.05, theβ distribution byβ±0.05 and
(1 − β)±0.05, thet distribution bye±t [12] and theQ2 distribution by(log Q2)±0.2. The
reweighting int and(1 − β) are found to have a negligible effect on the measured cross
sections. ForQ2 < 7 GeV2, an additional uncertainty on the shape of theβ distribution
is introduced to account for the poor description of the databy RAPGAP in this phase
space region. This results in an additional uncertainty below 1% on the measured cross
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sections. The normalisation of the sub-leading meson exchange in RAPGAP is varied
by ±25% and that of the vector meson production simulation (DIFFVM)is varied by
±50%. The uncertainty in the background from highMY , as simulated by the inclusive
RAPGAP MC, is taken to be100%. These normalisation uncertainties are determined in
this analysis by comparing MC predictions to data in alternative event selections.

• The model dependence of the bin centre corrections is estimated by comparing the results
obtained using the H1 2006 DPDF Fit A and Fit B sets. It resultsin a sizeable correlated
uncertainty of up to3% only at the largestβ values.

Several further uncertainties, listed below, affect all data points in an identical manner and
are thus considered as normalisation uncertainties.

• The uncertainty on the factor correcting the measured crosssection to the kinematic range
MY < 1.6 GeV, |t| < 1 GeV2 is 7% (see section 3.3). The dominant contribution to this
uncertainty arises from variations in the assumed ratio of proton dissociation to elastic
proton cross sections in the range0.5 to 2.0. Fluctuations of the noise level in the forward
detector components are also taken into account.

• The normalisation uncertainty arising from the luminositymeasurement is1.5% for the
1999 MB and 1999-2000 data samples and3.5% for 2004-2007 data.

A third class of systematic errors leads to uncertainties which are considered not to be
correlated between data points.

• The calculated acceptance of theηmax cut depends on the modelling of the hadronic fi-
nal state topology. The associated uncertainty is estimated from the effect of using an
alternative model for higher order QCD processes (the colour dipole approach [57] as
implemented in ARIADNE [58] in place of parton showers). This results in an uncer-
tainty which depends to good approximation onxIP only and varies between1.2% at
xIP = 0.0003 and4% atxIP = 0.01.

• The uncertainty on the trigger efficiency is1%, as determined in this analysis.

• The uncertainty on radiative corrections is1%.

The total systematic uncertainty on each data point is formed by adding the individual con-
tributions in quadrature. A full decomposition of the systematic errors on the measured cross
sections is available elsewhere [59]. Away from the boundaries of the kinematic region, the
systematic error excluding the normalisation uncertaintyranges from3% to 9% (4% to 10% for
1999 MB data), with no single source of uncertainty dominating. These systematic uncertain-
ties are to be compared with statistical errors of the order of 1% in the intermediateQ2 domain
(1999-2000 and 2004-2007 data) and5% for the lowQ2 region (1999 MB data). The overall
normalisation uncertainties for each data set are of the order of7 to 8%.
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4 Results and Discussion

4.1 Diffractive Cross Section Measurements and Combination

The 1999 MB, 1999-2000 and 2004-2007 data samples are used tomeasure the reduced diffrac-
tive cross sectionσD(3)

r (Q2, β, xIP ). The bins inQ2, β andxIP are chosen to have a width always
larger than twice the experimental resolution. The cross section measurements are corrected to
fixed values ofQ2, β andxIP for each bin using predictions from the H12006 DPDF Fit B.
These corrections are of the order of5% in average. The details of this procedure including bin
definitions are the same as for the previous H1 measurement [10]. The measurements are quoted
at the Born level after correcting for QED radiative effects. Radiative corrections are calculated
bin by bin using the HERACLES program [54] interfaced to RAPGAP. They are smaller than
5% for all measured data points. The results are corrected to the regionMY < 1.6 GeV, and
|t| ≤ 1 GeV2.

The new data sets of this analysis are combined with the previously published H1 measure-
ments from the 1997 data [10] using theχ2 minimisation method developed for the combination
of inclusive DIS cross sections [60–62]. In the year 1997, the data were taken at a centre-of-
mass energy of

√
s = 300 GeV whilst all the other data samples were taken at

√
s = 319 GeV.

The 1997 measurements are therefore corrected to
√

s = 319 GeV using H12006 DPDF Fit
B to parametriseF D(3)

L . This correction is always below1% in the kinematic domain covered.
The error associated to this correction is estimated by varying theF

D(3)
L prediction from H1

2006 DPDF Fit B by±100%, which is conservative with respect to the direct measurement
of F

D(3)
L [15]. The combined cross section measurements are given for

√
s = 319 GeV. For

xIP = 0.03 and forQ2 > 133 GeV2 in all xIP bins, only cross section values measured previ-
ously [10] are available.

The combination is performed taking into account correlated systematic uncertainties. Sys-
tematic uncertainties associated with detector modellingare treated as uncorrelated between
data sets. Model systematic uncertainties on the acceptance and migration corrections are con-
sidered to be completely correlated between data sets. An overall normalisation uncertainty of
4% is also considered as correlated between data sets. It corresponds to the fraction of the cor-
rection factor accounting for smearing about theMY andt boundaries (see section 3.3), whose
determination method is common to all data sets. There are597 data points averaged to277
cross section measurements. The data from the different running periods show a reasonable
consistency, with the totalχ2 per degree of freedom (ndof ) of χ2/ndof = 371/320. The ad-
justments of the relative normalisations are small, with the normalisation of the 1999 MB data
set staying constant and the other data samples shifting by at most1.3%. The distribution of
pulls [62] of each data point relative to the combined cross section measurements is shown in
figure 2 and does not exhibit large tensions. The largest deviations are observed in the lowest
Q2 bins atxIP = 0.01.

Theβ dependence of the combined reduced cross section measurements, multiplied byxIP ,
is shown in figures 3 to 6 for fixed values ofxIP = 0.0003, 0.001, 0.003 and0.01 and is com-
pared with the previously published cross section measurements [10] and with the prediction
from the H12006 DPDF Fit B. TheQ2 dependence is presented in figure 7. A significant reduc-
tion of statistical errors is observed. The new combined data have a total uncertainty between
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4% and7% whereas they were typically of the order of7% and10% in the previously published
results.

ForxIP = 0.03 only the previous measurements [10] exist. They are only slightly modified
by the combination procedure. The resultingβ andQ2 dependences are shown in figure 8. The
results for allxIP bins are also provided in numerical form in tables 2 to 7 and in[59]. Statistical
together with uncorrelated and point-to-point correlatedsystematic uncertainties are shown.

4.2 Comparisons with other measurements

The combined reduced cross sectionσ
D(3)
r can be compared with other H1 measurements ob-

tained by a direct measurement of the outgoing proton using the H1 Forward Proton Spectrome-
ter (FPS) [12]. The cross sectionep → eXY measured here with the LRG data includes proton
dissociation to any systemY with a mass in the rangeMY < 1.6 GeV, whereas in the cross
section measured with the FPS the systemY is defined to be a proton. The FPS results are inter-
polated to theQ2, β andxIP bin centre values of the LRG data using a parametrisation of the H1
2006 DPDF Fit B. Only FPS data with interpolation corrections between0.8 and1.25 are used.
The ratio of the two measurements is then formed for each(Q2, β, xIP ) point forxIP = 0.01 and
xIP = 0.03, at which both LRG and FPS data are available. The FPS data setcovers only the
2004-2007 running period whilst the LRG data also includes cross sections from 1997, 1999
MB and 1999-2000 running periods, forxIP = 0.01 and only 1997 data forxIP = 0.03. The
two LRG and FPS data sets are therefore statistically independent to a large extent. As also the
dominant sources of systematic errors in the two data sets are different, correlations between
the uncertainties on the FPS and LRG data are neglected. The global weighted average of the
cross section ratio LRG/FPS is

σ (MY < 1.6 GeV)

σ (Y = p)
= 1.203 ± 0.019(exp.) ± 0.087(norm.) , (9)

where the experimental uncertainty is a combination of statistical and uncorrelated systematic
uncertainties on the measurements. In figure 9 the combined LRG cross section measurements
as a function ofQ2 are compared with the interpolated FPS data rescaled by a factor 1.2, fol-
lowing the above determination. A good agreement between the two measurements is observed.

The combined H1 LRG cross section are also compared with the most recent measurements
by the ZEUS experiment using a similar LRG selection [14]. These ZEUS diffractive data
have been determined for identicalβ andxIP values, but at differentQ2 values to H1. In order
to match theMY < 1.6 GeV range of the H1 data, a global factor of0.91 ± 0.07 [14] is
applied to the ZEUS LRG data. The comparison forMY < 1.6 GeV between the H1 data
and the rescaled ZEUS data is shown in figure 10. The ZEUS data tend to remain higher than
those of H1 by∼ 10% on average. This difference in normalisation is consistentwith the
8% uncertainty on the proton-dissociation correction factorof 0.91 ± 0.07 applied to ZEUS
data combined with the normalisation uncertainties of the two data sets of4% (H1) and2.25%
(ZEUS). This normalisation difference is also similar to that of0.85 ± 0.01(stat.)± 0.03(sys.)
+0.09
−0.12(norm.) between the H1 FPS and the ZEUS LPS tagged-proton data sets [12]. Deviations
are observed between theβ dependences of the two measurements at the highest and lowest β
values. However a good agreement of theQ2 dependence is observed throughout most of the
phase space.
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4.3 Comparison with Models

Figures 3 to 10 show the measurements compared to predictions based on the H12006 DPDF
Fit B. The DPDF fit assuming proton vertex factorisation usedin the previous H1 analysis [10]
became unstable when data points withQ2 < 8.5 GeV2 were included. Therefore, only an
extrapolation of the DPDFs predictions to this kinematic domain is indicated as dashed lines in
these figures. In figure 10 the data are compared also with predictions of the dipole model [16].
As the dipole model predictions correspond to the processep → eXp, they are rescaled by a
factor of 1.20 according to equation (9). Both approaches give a good overall description of
the measurements. In the lowQ2 range, forQ2 < 8.5 GeV2, the dipole model, which includes
saturation effects, seems to better describe the data, whereas for largerβ and forxIP = 0.01 it
tends to underestimate the measured cross section.

4.4 Ratio to Inclusive DIS

In analogy to hadronic scattering, the diffractive and the total cross sections can be related via
the generalisation of the optical theorem to virtual photonscattering [63]. Many models of low
x DIS [64–69] assume links between these quantities. Comparing theQ2 andx dynamics of
the diffractive with the inclusive cross section is therefore a powerful means of comparing the
properties of the DPDFs with their inclusive counterparts and of testing models. The evolution
of the diffractive reduced cross section withQ2 can be compared with that of the inclusive DIS
reduced cross sectionσr by forming the ratio

σ
D(3)
r (xIP , x, Q2)

σr(x, Q2)
. (1 − β) xIP , (10)

at fixedQ2, β = x/xIP andxIP . A parametrisation ofσr from [70] is used. This quantity is
equivalent to the ratio of diffractive toγ∗p cross sections,

M2
X

dσD(3)
r (MX , W, Q2)

dMX

σγ∗p
incl.(W, Q2)

, (11)

studied in [8, 9, 13] as a function ofW andQ2 in ranges ofMX . Assuming proton vertex fac-
torization in the DPDF approach, this ratio is expected to beindependent ofQ2 and depends
only weakly onβ andx ≃ Q2/W 2 for sufficiently largeMX . A remaining weakx dependence
of the ratio may arise due to deviations from unity of the intercept of the Pomeron trajectory,
which are studied in the next section. The ratio (10) is shownin figure 11 as a function ofx
at fixedxIP andQ2 values. The ratio of the diffractive to the inclusive cross section is found
to be approximately constant withx at fixedQ2 andxIP except towards largerx values which
correspond to largeβ values. This indicates that the ratio of quark to gluon distributions is sim-
ilar in the diffractive and inclusive process when considered at the same lowx value. The ratio
is also larger at high values ofxIP , xIP = 0.03, where the sub-leading exchange contribution
of the diffractive cross section is not negligible, but it remains approximately constant withx.
These observations are in agreement with previous similar studies [12]. The general behaviour
of the ratio, and especially its decrease towards largerx, is reproduced by both the DPDF [10]
and dipole model [16] predictions.
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4.5 Extraction of the Pomeron Trajectory

The diffractive structure functionF D(3)
2 is obtained from the reduced cross section by correcting

for the smallF D(3)
L contribution using the predictions of the H12006 DPDF Fit B, which is

in reasonable agreement with the recent direct measurementof F
D(3)
L [15]. The diffractive

structure function can be investigated in the framework of Regge phenomenology and is usually
expressed as a sum of two factorised contributions corresponding to Pomeron and secondary
Reggeon trajectories

F
D(3)
2 (Q2, β, xIP ) = fIP/p(xIP ) F IP

2 (Q2, β) + nIR fIR/p(xIP ) F IR
2 (Q2, β) . (12)

In this parametrisation,F IP
2 can be interpreted as the Pomeron structure function andF IR

2 as
an effective Reggeon structure function. The global normalisation of this last contribution is
denotednIR. The Pomeron and Reggeon fluxes are assumed to follow a Regge behaviour with
linear trajectoriesαIP ,IR(t) = αIP,IR(0) + α

′

IP ,IRt, such that

fIP/p,IR/p(xIP ) =

∫ tmin

tcut

eBIP ,IRt

x
2αIP ,IR(t)−1
IP

dt. (13)

In this formula,|tmin| is the minimum kinematically allowed value of|t| andtcut = −1 GeV2

is the limit of the measurement.

In equation (12), the values ofF IP
2 are treated as free parameters at eachβ andQ2 point, to-

gether with the Pomeron interceptαIP (0) and the normalisationnIR of the sub-leading exchange.
The values of the other parameters are fixed in the fit. The parametersα

′

IP = 0.04+0.08
−0.06 GeV−2

and BIP = 5.7+0.8
−0.9 GeV−2 are taken from the last H1 FPS publication [12]. The intercept

of the sub-leading exchangeαIR(0) = 0.5 ± 0.1 is taken from [4]. The parametersα
′

IR =
0.30+0.6

−0.3 GeV−2 andBIR = 1.6−1.6
+0.4 GeV−2 are obtained from a parametrisation of previously

published H1 FPS data [11]. Since the sub-leading exchange is poorly constrained by the data,
values ofF IR

2 (Q2, β) are taken from a parametrisation of the pion structure function [71], with
a single free normalisationnIR. Choosing a different parametrisation for the pion structure
function [72] does not affect the results significantly.

In previous publications [4, 11, 12, 14], it has already beenshown that fits of this form
provide a good description of the data. This supports the proton vertex factorisation hypothesis
whereby thexIP and t dependences are decoupled from theQ2 andβ dependences for each
of the Pomeron and sub-leading contributions. This global conclusion can be refined using
the advantage of the improved statistical precision of the present analysis. In the following,
the full range inQ2 is divided into six intervals:Q2 ≤ 6.5 GeV2, 6.5 < Q2 ≤ 12 GeV2,
12 < Q2 ≤ 25 GeV2, 25 < Q2 ≤ 45 GeV2, 45 < Q2 ≤ 90 GeV2 andQ2 > 90 GeV2.
For each intervali, a free Pomeron interceptαIP (0)[Q2

i ] is introduced. Thus the factorisation
assumption can be tested differentially inQ2 by allowing for aQ2 dependence of the Pomeron
intercept in the fit procedure. In the minimisation procedure the error of each data points is
obtained by adding in quadrature the statistical and uncorrelated systematic uncertainties. The
effect of correlated uncertainties is taken into account byrepeating the fit multiple times with
each correlated systematic error shifted by one standard deviation. The kinematic domain of the
fit procedure is defined asMX > 2 GeV andβ < 0.8, in order to avoid resonances and potential
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higher-twist effects. This leads to175 diffractive structure function values. The fit provides a
good description of the data (χ2 = 201). The results on the Pomeron intercept are presented in
figure 12. No significantQ2 dependence of the Pomeron intercept is observed, which supports
the proton vertex factorisation hypothesis.The average value is found to be

αIP (0) = 1.113 ± 0.002 (exp.) +0.029
−0.015 (model) , (14)

where the first error is the full experimental uncertainty and the second error expresses the
model dependent uncertainty arising dominantly from the variation of α′

IP , which is strongly
positively correlated withαIP (0). As diffractive structure function values are determined with
an assumption onF D(3)

L , the influence of neglecting theF D(3)
L contribution is also included

in the model dependent uncertainty. It gives rise to only a small effect. This is verified by
repeating the fit procedure under the condition that data points with y > 0.45 are excluded
from the minimisation procedure, in order to reduce the impact of theF

D(3)
L contribution. The

number of data points is then reduced to138 and the results are found to be the same as those
of figure 12 within the statistical precision.

As illustrated in figure 12, the averageαIP (0) value obtained in this analysis together with
the absence of aQ2 dependence within the statistical precision of the measurement is in very
good agreement with previous determinations in diffractive DIS [10–12, 14]. It also agrees
within errors with a result obtained in diffractive photoproduction [74].

5 Conclusions

A measurement of the reduced inclusive diffractive cross sectionσ
D(3)
r (Q2, β, xIP ) for the pro-

cessep → eXY with MY < 1.6 GeV and|t| < 1 GeV2 is presented. New results are obtained
using high statistics data taken from 1999 to 2007 by the H1 detector at HERA. These mea-
surements are combined with previous H1 results obtained using the same technique for the
selection of large rapidity gap events. The combined data span more than two orders of magni-
tude inQ2 from 3.5 GeV2 to 1600 GeV2 and cover the range0.0017 ≤ β ≤ 0.8 for five fixed
values ofxIP in the range0.0003 ≤ xIP ≤ 0.03. In the best measured region forQ2 ≥ 12 GeV2,
the statistical and systematic uncertainties are at the level of 1% and5%, respectively, with an
additional overall normalisation uncertainty of4%. By comparing to the proton-tagged cross
section measurements, a contribution of20% of proton dissociation is found to be present in
large rapidity gap data.

The combined H1 diffractive cross section measurements arecompared with predictions
from dipole and DPDF approaches. A reasonable description of the data is achieved by both
models. The predictions of the dipole model, including saturation, can describe the lowQ2

kinematic domain of the measurements better than the previous H1 DPDF fits.

The ratio of the diffractive to the inclusiveep cross section is measured as a function ofx, Q2

andxIP . At fixed xIP the ratio depends only weakly onx, except at the highestx values. Proton
PDF and dipole model predictions reproduce the behaviour ofthe ratio. This result implies that
the ratio of quark to gluon distributions is similar in the diffractive and inclusive process when
considered at the same lowx value.
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The xIP dependence ofσD(3)
r (Q2, β, xIP ) is described using a model motivated by Regge

phenomenology, in which a leading Pomeron and a sub-leadingexchange contribute. With the
high statistics of the present analysis, it is possible to test for a possibleQ2 dependence of the
Pomeron intercept with increased sensitivity. The resultsdo not exhibit any dependence onQ2.
An average value of the effective Pomeron intercept over thefull range inQ2 can thus be ob-
tained, which leads toαIP (0) = 1.113 ± 0.002 (exp.) +0.029

−0.015 (model). This result is compatible
with previous determinations and supports the proton vertex factorisation hypothesis.
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ph/0007192].

18



[39] C. Marquet and L. Schoeffel, Phys. Lett. B639 (2006) 471 [hep-ph/0606079].

[40] K. J. Golec-Biernat and M. Wusthoff, Phys. Rev. D60 (1999) 114023 [hep-ph/9903358].

[41] G. Soyez, Phys. Lett. B655 (2007) 32 [arXiv:0705.3672].

[42] I. Abt et al. [H1 Collaboration], Nucl. Instrum. Meth. A386 (1997) 310.

[43] I. Abt et al. [H1 Collaboration], Nucl. Instrum. Meth. A386 (1997) 348.

[44] R. D. Appuhnet al. [H1 SPACAL Group], Nucl. Instrum. Meth. A386 (1997) 397.

[45] B. Andrieuet al. [H1 Calorimeter Group], Nucl. Instrum. Meth. A350 (1994) 57.

[46] B. Andrieuet al. [H1 Calorimeter Group], Nucl. Instrum. Meth. A336 (1993) 499.

[47] B. List and A. Mastroberardino, DIFFVM, Proc. of the Workshop on Monte Carlo Gener-
ators for HERA Physics, eds. A. Doyle, G. Grindhammer, G. Ingelman, H. Jung, DESY-
PROC-1999-02 (1999) 396.

[48] M. Peez, “Search for deviations from the Standard Modelin high transverse energy pro-
cesses at the electron-proton collider HERA”, Ph.D. thesis, Univ. Lyon (2003), DESY-
THESIS-2003-023
(available at http://www-h1.desy.de/publications/theseslist.html);

S. Hellwig, “Untersuchung derD∗ − πslow Double Tagging Methode in Charmanalysen”,
Dipl. thesis, Univ. Hamburg (2004)
(available at http://www-h1.desy.de/publications/theseslist.html).

[49] R. Brunet al., “GEANT3”, CERN-DD/EE/84-1.

[50] H. Jung, RAPGAP 3.1, Comput. Phys. Commun.86 (1995) 147,
(see also http://www.desy.de/∼jung/rapgap.html).
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xIP Q2 β xIP σ
D(3)
r δunc δsys δtot

[GeV2] [%] [%] [%]

0.0003 3.5 0.1700 0.02481 18.3 6.5 19.4
0.0003 3.5 0.2700 0.02327 4.4 4.7 6.4
0.0003 3.5 0.4300 0.03720 3.9 3.9 5.5
0.0003 3.5 0.6700 0.04880 4.2 4.5 6.1
0.0003 5.0 0.2700 0.03142 6.1 5.2 8.0
0.0003 5.0 0.4300 0.04465 4.6 4.2 6.2
0.0003 5.0 0.6700 0.05977 4.7 4.7 6.6
0.0003 6.5 0.4300 0.05005 6.0 5.1 7.8
0.0003 6.5 0.6700 0.06865 5.4 4.8 7.2
0.0003 8.5 0.4300 0.03764 18.1 6.3 19.2
0.0003 8.5 0.6700 0.06919 6.3 5.0 8.1
0.0003 12.0 0.6700 0.06314 1.9 5.0 5.3
0.0010 3.5 0.0500 0.01945 15.7 7.3 17.3
0.0010 3.5 0.0800 0.02203 4.4 5.1 6.7
0.0010 3.5 0.1300 0.02087 4.2 4.2 5.9
0.0010 3.5 0.2000 0.02188 4.3 4.1 6.0
0.0010 3.5 0.3200 0.02622 4.1 3.9 5.7
0.0010 3.5 0.5000 0.02897 6.2 3.3 7.0
0.0010 3.5 0.8000 0.04622 7.9 4.6 9.1
0.0010 5.0 0.0800 0.02777 6.1 4.3 7.4
0.0010 5.0 0.1300 0.02411 4.7 4.3 6.4
0.0010 5.0 0.2000 0.02495 4.5 4.1 6.1
0.0010 5.0 0.3200 0.03026 4.3 4.0 5.9
0.0010 5.0 0.5000 0.03570 4.3 3.3 5.4
0.0010 5.0 0.8000 0.04197 5.4 5.4 7.6
0.0010 6.5 0.1300 0.02825 5.8 3.9 7.0
0.0010 6.5 0.2000 0.03057 5.0 4.1 6.5
0.0010 6.5 0.3200 0.03104 5.1 3.7 6.2
0.0010 6.5 0.5000 0.03740 4.7 3.5 5.9
0.0010 6.5 0.8000 0.05006 5.3 5.2 7.4
0.0010 8.5 0.1300 0.03321 8.0 4.9 9.4
0.0010 8.5 0.2000 0.03233 5.2 3.8 6.4
0.0010 8.5 0.3200 0.03332 4.9 3.6 6.1
0.0010 8.5 0.5000 0.03871 5.3 3.7 6.4
0.0010 8.5 0.8000 0.04488 6.1 4.6 7.6
0.0010 12.0 0.2000 0.03227 1.8 3.3 3.8
0.0010 12.0 0.3200 0.03650 1.9 3.2 3.7
0.0010 12.0 0.5000 0.04438 2.3 3.2 3.9
0.0010 12.0 0.8000 0.05118 2.7 4.4 5.1
0.0010 15.0 0.2000 0.04107 11.8 4.5 12.6
0.0010 15.0 0.3200 0.03840 1.8 3.2 3.6
0.0010 15.0 0.5000 0.04522 2.1 3.3 3.9
0.0010 15.0 0.8000 0.04816 2.7 4.2 5.0
0.0010 20.0 0.3200 0.03892 1.9 3.2 3.8
0.0010 20.0 0.5000 0.04528 2.1 3.2 3.9
0.0010 20.0 0.8000 0.04510 2.7 4.1 4.9

Table 2: The reduced diffractive cross section from combined H1 LRG dataxIPσ
D(3)
r quoted at

fixedQ2, β andxIP (columns 1–4). The uncorrelated and statistical (δunc), correlated systematic
(δsys), and total (δtot) uncertainties are given in columns5 to 7. All uncertainties are given in
per cent. The overall normalisation uncertainty of4% is not included. The table continues on
the next pages.
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xIP Q2 β xIP σ
D(3)
r δunc δsys δtot

[GeV2] [%] [%] [%]

0.0010 25.0 0.3200 0.05186 24.0 4.6 24.4
0.0010 25.0 0.5000 0.04764 2.0 3.4 4.0
0.0010 25.0 0.8000 0.04499 2.7 3.9 4.8
0.0010 35.0 0.5000 0.04718 2.6 3.6 4.4
0.0010 35.0 0.8000 0.04344 3.1 4.0 5.1
0.0010 45.0 0.8000 0.04048 3.7 4.5 5.8
0.0030 3.5 0.0170 0.01604 17.3 7.1 18.6
0.0030 3.5 0.0270 0.01785 5.0 4.6 6.8
0.0030 3.5 0.0430 0.01585 4.9 3.4 6.0
0.0030 3.5 0.0670 0.01758 4.8 3.6 6.0
0.0030 3.5 0.1100 0.01841 7.3 3.3 8.0
0.0030 3.5 0.1700 0.01678 7.7 3.3 8.4
0.0030 3.5 0.2700 0.02215 9.0 4.6 10.1
0.0030 5.0 0.0270 0.02143 7.0 4.7 8.4
0.0030 5.0 0.0430 0.02163 5.3 3.9 6.5
0.0030 5.0 0.0670 0.01994 5.1 3.5 6.2
0.0030 5.0 0.1100 0.01834 5.1 3.4 6.1
0.0030 5.0 0.1700 0.02068 4.9 3.5 6.0
0.0030 5.0 0.2700 0.02472 4.6 3.5 5.8
0.0030 5.0 0.4300 0.02922 11.2 5.6 12.5
0.0030 6.5 0.0430 0.02452 6.4 3.8 7.5
0.0030 6.5 0.0670 0.02060 5.9 3.4 6.8
0.0030 6.5 0.1100 0.02079 5.7 3.4 6.7
0.0030 6.5 0.1700 0.01880 5.4 3.3 6.3
0.0030 6.5 0.2700 0.02256 5.2 3.4 6.2
0.0030 6.5 0.4300 0.02785 5.2 3.5 6.3
0.0030 8.5 0.0430 0.02783 9.2 4.2 10.1
0.0030 8.5 0.0670 0.02460 6.1 3.4 6.9
0.0030 8.5 0.1100 0.02097 5.9 3.5 6.8
0.0030 8.5 0.1700 0.02308 5.3 3.3 6.3
0.0030 8.5 0.2700 0.02265 5.1 3.3 6.1
0.0030 8.5 0.4300 0.03263 4.9 3.3 5.9
0.0030 8.5 0.6700 0.04341 6.5 3.7 7.4
0.0030 12.0 0.0670 0.02712 2.3 3.4 4.1
0.0030 12.0 0.1100 0.02698 2.2 3.3 3.9
0.0030 12.0 0.1700 0.02655 2.2 3.1 3.8
0.0030 12.0 0.2700 0.02751 2.3 3.2 4.0
0.0030 12.0 0.4300 0.03388 2.3 3.2 4.0
0.0030 12.0 0.6700 0.04193 2.6 3.3 4.2
0.0030 15.0 0.0670 0.03764 14.2 4.7 14.9
0.0030 15.0 0.1100 0.02780 2.1 3.4 3.9
0.0030 15.0 0.1700 0.02732 2.1 3.2 3.8
0.0030 15.0 0.2700 0.02903 2.0 3.1 3.7
0.0030 15.0 0.4300 0.03449 2.2 3.1 3.8
0.0030 15.0 0.6700 0.04031 2.5 3.2 4.1
0.0030 20.0 0.1100 0.02754 2.3 3.3 4.1

Table 3: The reduced diffractive cross section from combined H1 LRG dataxIPσ
D(3)
r quoted at

fixedQ2, β andxIP , continued from table 2.
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xIP Q2 β xIP σ
D(3)
r δunc δsys δtot

[GeV2] [%] [%] [%]

0.0030 20.0 0.1700 0.02996 2.0 3.2 3.8
0.0030 20.0 0.2700 0.03194 1.9 3.0 3.6
0.0030 20.0 0.4300 0.03618 2.0 3.1 3.7
0.0030 20.0 0.6700 0.03927 2.4 3.3 4.1
0.0030 25.0 0.1100 0.03645 20.2 5.4 20.9
0.0030 25.0 0.1700 0.03156 2.1 3.0 3.7
0.0030 25.0 0.2700 0.03205 1.9 3.0 3.6
0.0030 25.0 0.4300 0.03706 2.0 3.0 3.6
0.0030 25.0 0.6700 0.03909 2.4 3.4 4.2
0.0030 35.0 0.1700 0.03132 2.5 3.3 4.1
0.0030 35.0 0.2700 0.03330 2.0 2.9 3.6
0.0030 35.0 0.4300 0.03691 2.1 3.1 3.7
0.0030 35.0 0.6700 0.03975 2.5 3.7 4.4
0.0030 45.0 0.2700 0.03306 2.4 3.0 3.9
0.0030 45.0 0.4300 0.03872 2.3 3.0 3.8
0.0030 45.0 0.6700 0.03844 2.8 3.7 4.6
0.0030 60.0 0.4300 0.03776 2.7 3.1 4.1
0.0030 60.0 0.6700 0.03728 3.1 3.7 4.8
0.0030 90.0 0.6700 0.03532 5.4 4.4 6.9
0.0100 3.5 0.0050 0.02678 16.0 6.1 17.1
0.0100 3.5 0.0080 0.02007 6.7 4.3 7.9
0.0100 3.5 0.0130 0.01938 6.8 3.9 7.9
0.0100 3.5 0.0200 0.01632 6.3 3.5 7.2
0.0100 3.5 0.0320 0.01795 9.3 4.0 10.1
0.0100 3.5 0.0500 0.01554 9.8 3.7 10.5
0.0100 3.5 0.0800 0.01729 11.0 4.4 11.8
0.0100 5.0 0.0080 0.02647 7.5 4.8 8.9
0.0100 5.0 0.0130 0.02361 6.7 4.0 7.8
0.0100 5.0 0.0200 0.02137 6.4 3.6 7.4
0.0100 5.0 0.0320 0.02000 6.3 3.5 7.2
0.0100 5.0 0.0500 0.01922 6.3 3.5 7.2
0.0100 5.0 0.0800 0.01657 6.9 3.9 8.0
0.0100 6.5 0.0130 0.02516 7.2 3.8 8.1
0.0100 6.5 0.0200 0.02356 6.9 3.3 7.7
0.0100 6.5 0.0320 0.02270 6.4 3.3 7.2
0.0100 6.5 0.0500 0.02205 6.8 3.5 7.6
0.0100 6.5 0.0800 0.01938 5.9 3.6 6.9
0.0100 6.5 0.1300 0.01757 6.7 3.4 7.5
0.0100 8.5 0.0130 0.03654 9.2 4.0 10.0
0.0100 8.5 0.0200 0.03174 6.2 3.8 7.3
0.0100 8.5 0.0320 0.03085 5.8 3.4 6.7
0.0100 8.5 0.0500 0.02431 6.1 3.2 6.9
0.0100 8.5 0.0800 0.02142 5.9 3.5 6.8
0.0100 8.5 0.1300 0.01919 6.1 3.6 7.1
0.0100 8.5 0.2000 0.01961 7.2 3.3 7.9
0.0100 12.0 0.0200 0.03014 3.9 3.3 5.1

Table 4: The reduced diffractive cross section from combined H1 LRG dataxIPσ
D(3)
r quoted at

fixedQ2, β andxIP , continued from table 2.
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xIP Q2 β xIP σ
D(3)
r δunc δsys δtot

[GeV2] [%] [%] [%]

0.0100 12.0 0.0320 0.02966 3.8 3.2 5.0
0.0100 12.0 0.0500 0.02732 3.7 3.2 4.9
0.0100 12.0 0.0800 0.02545 3.6 3.2 4.8
0.0100 12.0 0.1300 0.02165 3.8 3.2 4.9
0.0100 12.0 0.2000 0.02283 4.2 3.1 5.2
0.0100 12.0 0.3200 0.02420 5.1 3.1 6.0
0.0100 15.0 0.0200 0.03639 14.5 5.8 15.6
0.0100 15.0 0.0320 0.03226 3.2 3.4 4.7
0.0100 15.0 0.0500 0.03067 3.1 3.3 4.6
0.0100 15.0 0.0800 0.02573 3.2 3.3 4.6
0.0100 15.0 0.1300 0.02381 3.0 3.3 4.5
0.0100 15.0 0.2000 0.02299 3.0 3.3 4.5
0.0100 15.0 0.3200 0.02456 3.3 3.1 4.5
0.0100 20.0 0.0320 0.03445 4.0 3.3 5.2
0.0100 20.0 0.0500 0.03209 3.3 3.4 4.8
0.0100 20.0 0.0800 0.02971 3.5 3.3 4.8
0.0100 20.0 0.1300 0.02658 3.1 3.2 4.5
0.0100 20.0 0.2000 0.02542 3.4 3.2 4.7
0.0100 20.0 0.3200 0.02663 3.1 3.2 4.4
0.0100 20.0 0.5000 0.02870 3.7 3.2 4.8
0.0100 25.0 0.0320 0.03306 19.8 6.4 20.8
0.0100 25.0 0.0500 0.03307 3.2 3.5 4.8
0.0100 25.0 0.0800 0.03202 3.2 3.4 4.7
0.0100 25.0 0.1300 0.02889 3.2 3.4 4.6
0.0100 25.0 0.2000 0.02686 3.0 3.3 4.5
0.0100 25.0 0.3200 0.02769 3.1 3.4 4.6
0.0100 25.0 0.5000 0.03028 3.4 3.3 4.7
0.0100 25.0 0.8000 0.02928 7.0 3.8 7.9
0.0100 35.0 0.0500 0.03551 4.1 3.5 5.3
0.0100 35.0 0.0800 0.03243 3.8 3.3 5.0
0.0100 35.0 0.1300 0.03161 3.2 3.3 4.6
0.0100 35.0 0.2000 0.02963 3.3 3.1 4.5
0.0100 35.0 0.3200 0.02729 3.2 3.7 4.9
0.0100 35.0 0.5000 0.03171 3.5 3.1 4.7
0.0100 35.0 0.8000 0.02840 4.3 3.5 5.5
0.0100 45.0 0.0800 0.03368 4.1 3.3 5.3
0.0100 45.0 0.1300 0.03212 3.4 3.2 4.6
0.0100 45.0 0.2000 0.02994 3.4 3.2 4.7
0.0100 45.0 0.3200 0.02910 3.3 3.5 4.8
0.0100 45.0 0.5000 0.03255 3.7 3.0 4.8
0.0100 45.0 0.8000 0.02606 4.5 3.5 5.7
0.0100 60.0 0.1300 0.03316 4.1 3.1 5.2
0.0100 60.0 0.2000 0.03013 3.3 3.3 4.7
0.0100 60.0 0.3200 0.03138 3.4 3.1 4.6
0.0100 60.0 0.5000 0.03225 3.6 3.7 5.2
0.0100 60.0 0.8000 0.02516 4.0 3.7 5.4

Table 5: The reduced diffractive cross section from combined H1 LRG dataxIPσ
D(3)
r quoted at

fixedQ2, β andxIP , continued from table 2.
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xIP Q2 β xIP σ
D(3)
r δunc δsys δtot

[GeV2] [%] [%] [%]

0.0100 90.0 0.2000 0.03061 5.0 3.5 6.2
0.0100 90.0 0.3200 0.03095 4.3 3.1 5.2
0.0100 90.0 0.5000 0.03039 3.8 3.3 5.1
0.0100 90.0 0.8000 0.02396 4.3 3.6 5.7
0.0100 200.0 0.3200 0.03210 6.8 8.5 10.9
0.0100 200.0 0.5000 0.03150 6.4 8.8 10.9
0.0100 200.0 0.8000 0.02110 8.7 8.0 11.8
0.0100 400.0 0.8000 0.01960 13.8 9.6 16.7
0.0300 3.5 0.0017 0.01919 29.3 8.7 30.6
0.0300 3.5 0.0027 0.02575 18.0 8.6 19.9
0.0300 3.5 0.0043 0.02418 17.0 7.8 18.7
0.0300 3.5 0.0067 0.02030 16.9 6.9 18.2
0.0300 3.5 0.0110 0.01811 17.6 6.8 18.9
0.0300 5.0 0.0027 0.03776 21.1 14.3 25.5
0.0300 5.0 0.0043 0.03206 17.8 6.3 18.9
0.0300 5.0 0.0067 0.02984 16.2 7.1 17.7
0.0300 5.0 0.0110 0.02269 17.7 6.4 18.9
0.0300 5.0 0.0170 0.02157 16.7 7.3 18.2
0.0300 6.5 0.0027 0.04277 34.1 8.7 35.2
0.0300 6.5 0.0043 0.02261 18.4 7.9 20.1
0.0300 6.5 0.0067 0.02536 17.3 7.0 18.6
0.0300 6.5 0.0110 0.02534 17.4 7.0 18.7
0.0300 6.5 0.0170 0.02571 17.0 5.5 17.9
0.0300 6.5 0.0270 0.02512 16.3 6.6 17.6
0.0300 6.5 0.0430 0.02256 16.8 6.1 17.9
0.0300 8.5 0.0043 0.03435 23.1 8.8 24.7
0.0300 8.5 0.0067 0.02474 18.6 5.1 19.3
0.0300 8.5 0.0110 0.03042 16.1 5.7 17.1
0.0300 8.5 0.0170 0.02617 15.8 6.3 17.0
0.0300 8.5 0.0270 0.02631 15.3 6.4 16.6
0.0300 8.5 0.0430 0.02782 17.1 6.1 18.1
0.0300 12.0 0.0067 0.03331 22.0 5.8 22.7
0.0300 12.0 0.0110 0.03641 16.7 4.9 17.4
0.0300 12.0 0.0170 0.03224 16.3 6.7 17.6
0.0300 12.0 0.0270 0.03637 16.1 6.5 17.4
0.0300 12.0 0.0430 0.02906 17.5 5.5 18.4
0.0300 12.0 0.0670 0.02413 17.6 5.2 18.3
0.0300 15.0 0.0067 0.04792 19.4 6.4 20.4
0.0300 15.0 0.0110 0.03531 13.7 6.6 15.2
0.0300 15.0 0.0170 0.03527 12.6 6.4 14.1
0.0300 15.0 0.0270 0.03085 13.3 5.9 14.5
0.0300 15.0 0.0430 0.02592 13.4 7.1 15.2
0.0300 15.0 0.0670 0.02366 13.3 5.9 14.5
0.0300 15.0 0.1100 0.02278 13.7 6.4 15.2
0.0300 20.0 0.0110 0.03178 15.6 7.2 17.2
0.0300 20.0 0.0170 0.03851 14.0 6.2 15.4

Table 6: The reduced diffractive cross section from combined H1 LRG dataxIPσ
D(3)
r quoted at

fixedQ2, β andxIP , continued from table 2.
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xIP Q2 β xIP σ
D(3)
r δunc δsys δtot

[GeV2] [%] [%] [%]

0.0300 20.0 0.0270 0.03118 12.9 5.5 14.1
0.0300 20.0 0.0430 0.02917 12.9 5.5 14.0
0.0300 20.0 0.0670 0.02773 13.0 5.5 14.1
0.0300 20.0 0.1100 0.02288 13.5 5.8 14.7
0.0300 25.0 0.0110 0.03729 28.0 7.4 29.0
0.0300 25.0 0.0170 0.03875 14.3 6.3 15.6
0.0300 25.0 0.0270 0.03755 13.1 5.6 14.3
0.0300 25.0 0.0430 0.02978 13.1 4.7 14.0
0.0300 25.0 0.0670 0.02655 13.8 6.6 15.3
0.0300 25.0 0.1100 0.02491 13.1 6.4 14.5
0.0300 25.0 0.1700 0.02562 13.3 6.4 14.7
0.0300 35.0 0.0170 0.05337 18.9 6.1 19.9
0.0300 35.0 0.0270 0.04213 13.8 5.0 14.6
0.0300 35.0 0.0430 0.04063 14.0 4.6 14.7
0.0300 35.0 0.0670 0.03063 13.6 6.0 14.8
0.0300 35.0 0.1100 0.02992 13.4 6.3 14.8
0.0300 35.0 0.1700 0.02493 13.8 6.2 15.1
0.0300 35.0 0.2700 0.02840 13.5 6.6 15.1
0.0300 45.0 0.0270 0.05064 17.0 4.9 17.6
0.0300 45.0 0.0430 0.04048 14.3 4.4 15.0
0.0300 45.0 0.0670 0.03804 15.4 6.1 16.5
0.0300 45.0 0.1100 0.02427 14.6 6.6 16.0
0.0300 45.0 0.1700 0.02521 14.2 7.1 15.9
0.0300 45.0 0.2700 0.02092 14.4 6.5 15.8
0.0300 60.0 0.0430 0.03900 17.7 5.7 18.6
0.0300 60.0 0.0670 0.03913 14.7 5.2 15.6
0.0300 60.0 0.1100 0.02613 14.6 5.5 15.6
0.0300 60.0 0.1700 0.02548 14.3 8.2 16.5
0.0300 60.0 0.2700 0.02165 18.2 8.5 20.1
0.0300 60.0 0.4300 0.02698 14.7 8.7 17.1
0.0300 90.0 0.0670 0.03286 39.0 6.9 39.6
0.0300 90.0 0.1100 0.03379 18.5 4.5 19.1
0.0300 90.0 0.1700 0.03622 15.6 6.0 16.7
0.0300 90.0 0.2700 0.02668 15.4 5.5 16.4
0.0300 90.0 0.4300 0.03214 16.1 5.7 17.1
0.0300 90.0 0.6700 0.02818 24.5 7.9 25.8
0.0300 200.0 0.1100 0.03610 12.5 9.8 15.9
0.0300 200.0 0.1700 0.03310 12.1 9.5 15.4
0.0300 200.0 0.2700 0.02830 12.3 8.4 14.9
0.0300 200.0 0.4300 0.03090 12.4 8.2 14.9
0.0300 200.0 0.6700 0.02970 13.2 10.1 16.6
0.0300 400.0 0.2700 0.03220 13.5 9.9 16.7
0.0300 400.0 0.4300 0.02930 13.1 8.2 15.4
0.0300 400.0 0.6700 0.02890 13.7 10.2 17.0
0.0300 800.0 0.4300 0.03910 17.2 10.3 20.1
0.0300 800.0 0.6700 0.02280 18.3 11.6 21.6
0.0300 1600.0 0.6700 0.02140 30.0 12.8 32.6

Table 7: The reduced diffractive cross section from combined H1 LRG dataxIPσ
D(3)
r quoted at

fixedQ2, β andxIP , continued from table 2.
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Figure 2: Distribution of pullsp for all data samples. There are no entries outside the histogram
range. The RMS gives the root mean square of the distributioncalculated asp2. The curve
shows the result of a binned log-likelihood Gaussian fit to the distribution.
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Figure 3: Theβ dependence of the reduced diffractive cross section, multiplied byxIP , at a fixed
value ofxIP = 0.0003, resulting from the combination of all data samples. Previously published
H1 measurements [10] are also displayed as open points. The inner and outer error bars on the
data points represent the statistical and total uncertainties, respectively. Overall normalisation
uncertainties of4% and6.2% on the combined and previous data, respectively, are not shown.
Predictions from the H12006 DPDF Fit B [10] are represented by a curve in kinematic regions
used to determine the DPDFs and by a dashed line in regions which were excluded from the fit
(see section 4.3).
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Figure 4: Theβ dependence of the reduced diffractive cross section, multiplied byxIP , at a fixed
value ofxIP = 0.001, resulting from the combination of all data samples. Details are explained
in the caption of figure 3.
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Figure 5: Theβ dependence of the reduced diffractive cross section, multiplied byxIP , at a fixed
value ofxIP = 0.003, resulting from the combination of all data samples. Details are explained
in the caption of figure 3.
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Figure 6: Theβ dependence of the reduced diffractive cross section, multiplied byxIP , at a fixed
value ofxIP = 0.01, resulting from the combination of all data samples. Details are explained
in the caption of figure 3.
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Figure 7: TheQ2 dependence of the reduced diffractive cross section, multiplied by xIP , at
different fixed values ofxIP = 0.0003 (a), 0.001 (b), 0.003 (c) and0.01 (d), resulting from the
combination of all data samples. The reduced cross section values are multiplied by a scaling
factor,4l for xIP = 0.0003 and3l for xIP = 0.003, 0.001 and0.01, with l values as indicated
in parentheses. Previously published H1 measurements [10]are also displayed as open points.
The measurements are displaced horizontally for better visibility. More details are explained in
the caption of figure 3.
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Figure 8: Theβ (a) andQ2 (b) dependences of the reduced diffractive cross section, multiplied
by xIP , at a fixed value ofxIP = 0.03, resulting from the combination of all data samples.
Details are explained in the caption of figures 3 and 7.
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Figure 9: The reduced diffractive cross section from combined H1 LRG data, multiplied by
xIP , at two fixed values ofxIP = 0.01 (a) and0.03 (b). The reduced cross section values are
multiplied by a scaling factor3l, with l values as indicated in parentheses. The LRG data are
compared with the H1 FPS results [12] interpolated to the LRGβ, Q2 andxIP values using
a parametrisation of the H12006 DPDF Fit B [10]. The FPS data are multiplied by a factor
1.2 (see section 4.2). The overall normalisation uncertainties of 4% and6% on the LRG and
FPS data, respectively, are not shown. The measurements aredisplaced horizontally for better
visibility. More details are explained in the caption of figure 3.
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Figure 10: TheQ2 dependence of the reduced diffractive cross section from combined H1 data,
multiplied byxIP , at different fixed values ofxIP = 0.0003 (a),0.001 (b), 0.003 (c) and0.01 (d).
The present data are compared with the results of the ZEUS Collaboration [14], corrected to
MY < 1.6 GeV (see text). The8% overall uncertainty on this correction for ZEUS data is not
shown. The overall normalisation uncertainties of4% and2.25% for the H1 and ZEUS data,
respectively, are also not shown. Predictions from the H12006 DPDF Fit B [10] and dipole
model [16] are displayed. More details are explained in the captions of figures 3 and 7.
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Figure 11: The ratio of the diffractive to the inclusive reduced cross section, multiplied by
(1 − β)xIP . The inner and outer error bars on the data points represent the statistical and total
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Figure 12: Pomeron intercept values obtained from Regge fitsin differentQ2 bins, as defined
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