DESY 08-171 ISSN 0418-9833
August 2009

Measurement of the Inclusiveep Scattering Cross Section
at Low Q* and x at HERA

H1 Collaboration

Abstract

A measurement of the inclusiegpscattering cross section is presented in the region of low
momentum transfers,®GeV? < Q° < 12 Ge\?, and low Bjorkenx, 5- 10° < x < 0.02.

The result is based on two data sets collected in dedicated runs by the HhdCatian at
HERA at beam energies of Z/GeV and 920 GeV for positrons and protons, respectively.
A combination with data previously published by H1 leads to a cross sectionumeas
ment of a few percent accuracy. A kinematic reconstruction method explo#diativee p
events extends the measurement to lo@eand largeix. The data are compared with the-
oretical models which apply to the transition region from photoproductiongp delastic
scattering.
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1 Introduction

Deep inelastic lepton-hadron scattering (DIS) is pivotalthe understanding of the structure
of the nucleon and of the dynamics of parton interactionscé&the discovery of Bjorken scal-
ing [1] and its violation P] at fixed target experiments, DIS measurements have madnteds
contributions to in the development of the theory of stramgriactions, Quantum Chromody-
namics (QCD). Major progress in the exploration of strongnattions has been achieved at
the electrof-proton collider HERA, operating at the energy frontier. M@@ments performed
at HERA are essential for predictions of the physics at thénémming proton-proton collider,
the Large Hadron Collider (LHC).

The high centre-of-mass energy of tp scattering at HERA leads to a wide kinematic
range extending to large values of the modulus of the foumer@um transfer squared, denoted
Q?, and to very small values of the Bjorkervariable. At the HERA beam energies Bf =
27.6 GeV for the electron anBl, = 920 GeV for the proton, Bjorker values as small as 10
(10°%) are accessible fa@? of 10 Ge\? (0.1 Ge\?).

A salient feature of the structure functiéa(x, Q%), discovered by the H13] and ZEUS {]
collaborations with the very first HERA data, is its strongrer x — 0. In terms of parton
distribution functions, this can be directly interpretesdaastrong rise of the sea quark density
towards smalk. Similarly the increase df,(x, Q%) with Q? at fixed smallx reveals a strongly
rising behaviour of the gluon density towards low This is obtained in perturbative QCD
(pQCD) analyses of DIS dat&{8] using the derivativedF,/d In Q?, which is related to the
gluon and quark densities as prescribed by the DGLAP ewr@quations3-13].

The DGLAP approach, in which onlys In Q? terms are summed, may not apply at lowest
values as terms involving powers@fIn(1/x) become large. The parton dynamics at lomay
be better approximated byftBrent evolution equations, such as BFKI4{16], CCFM [17-20]
or non-linear equation®[-28]. The non-linear fects, arising due to the large gluon density
and corresponding for example to gluon-gluon recombinatould tame the rise d¥, at low
X. Further clarification of lowx parton dynamics requires data of the highest precision, in a
wide range ofk and Q.

For @ < 2Ge\?, as the strong coupling constanf(Q?) increases, the higher order cor-
rections to the perturbative expansion become large amtteethe breakdown of the pQCD
calculations. Measurements at I&@% and lowx thus probe this transition in which quarks and
gluons cease to be relevant degrees of freedom. This onseftdfadron physics is described
by phenomenological, often QCD-inspired models (& for a review).

An attractive view of virtual photon-proton scattering heesen developed with the colour
dipole model BQ]. It originated from the observation that in the proton rgame, at lowx
the photon may fluctuate into a quark-antiquark pair withfetiine o« 1/x, long before the
interaction with the proton31,32]. Therefore the cross sections can be expressed as a product
of the square of the wavefunction of tlgg pair with a universal dipol-proton cross section.
Another phenomenological model, used here, desciés Q%) based on the idea of self-
similarity of the proton substructure at small33].

tUnless explicitly stated, the generic name “electron” isclihroughout this paper to denote both electron and
positron.



Access to the smallestimplies an extension of the measurements to high valueseof th
inelasticityy where the cross section becomes sensitive to the longélsiructure function
FL(x, @%). This function completes the description of inclusivetwal photon-proton scattering,
which involves transverse and longitudinal photon po#dits states. In the naive quark-parton
model (QPM),F_ is zero, while in QCD it provides independent informati@d][on the gluon
distribution and may become correspondingly large atxow

This paper presents new measurements of the inclegweoss section in the range20<
Q% < 12GeV and 5- 10°® < x < 0.02. The data were collected with the H1 detector in
two e*p running periods with dedicated settings of the inclusiveci&bn triggers. One data
set (termed nominal vertex, “NVX”) was collected in the yd®99 and corresponds to an
integrated luminosity of 2 pbrt. The other was collected in the year 2000, with the inteoacti
region shifted along the proton beam direction by 70 cm (gstshifted vertex, “SVX”), and
corresponds to 505 nh

Shifting the interaction region allows detection of thetssr@d electron at larger polar an-
gles which otherwise cannot be accessed in the main H1 appanmatLthas provides accep-
tance in the regio®? < 2 Ge\2. In comparison to the previous H1 measurement with a shifted
vertex [35], an increased precision is reached using the higher lusitinof the new data and
employing, in addition to the previous backward instruraéioh of the H1 detector, an up-
graded Backward Silicon Tracker (BST). The vertex reconstraaising the electron track in
the BST allows the kinematic range to be extended at@vand lowy.

The measurement region is further extended towards I@Q%eand higherx values by ex-
ploiting events with hard photons emitted collinearly te tlectron beam (Initial State Ra-
diation or ISR). Such events are treatedegevents at anféectively reduced centre-of-mass
energy. Unlike in the previous H1 ISR analys&f], the emitted photons are not explicitly
detected, but the missing momentum is determined using miumeconservation. For this
method the BST charged particle validation of the scattetectren is important to reduce
the physics background from photoproduction events, irclviine scattered electron escapes
undetected in the electron beam direction.

The measurement presented here is combined with previpublished datad5,37] taken
atE, = 820GeV in the regiorQ’ > 1.5Ge\? (NVX97) and in the regior)? > 0.35 Ge\?
employing a shifted vertex technique (SVX95). The dataaeiTombined taking into account
their systematic error correlations. The resulting accyr@aches two percent precision in
the bulk region of the measurement providing the most peetisasurement in this kinematic
domain.

Data onF, extending to lonQ? were published by the ZEUS Collaboration using a detector
mounted near the beam pip8g]. For Q> > 2 Ge\?, ZEUS data 39| from the 820 GeV
operation of HERA are also available.

The paper is organised as follows: In secttobasic definitions are given. In secti8n
models are introduced which are subsequently comparecetdata. In sectios the methods
to determine the DIS event kinematics and the principle efdtoss section measurement are

2In the H1 coordinate system threaxis points along the outgoing proton beam direction terfoedard di-
rection. Therefore large electron polar angleslose to 180 correspond to very small angles with respect to
the incoming electron direction. The coordinate systemgistthanded. The (y) axis is directed horizontally
(vertically).



presented. In sectidnthe H1 apparatus is described with emphasis on the commoatkey
importance for the present measurement. Seétjgresents the event selection and reconstruc-
tion, followed by sectiof on the Monte Carlo (MC) simulation of events. In seciandetailed
account of the analysis techniques and uncertainties oh#@surement is given, and the cross
sections obtained from the 1999 and 2000 data are presentesectior® the data averaging
method and the combination of the new data with the previdugi&ta taken at, = 820 GeV

are presented. Secti@0 is devoted to a phenomenological analysis of xhgependence of
F, and to extractions of the longitudinal structure functinand in sectioril the data are
compared to phenomenological models. A summary is giveagtian12.

2 Definitions

In the low Q? kinematic range of the present measurement, contribufioms Z boson ex-
change to neutral current deep inelastic scattering caegdlected. In the one-photon exchange
approximation, the double filerential cross section for neutral current DIS is giventsre-
duced formo, by

B Q*x d’o
T 27a?[1 + (1-y)?] dxdQ?

o = Foa(x @) = f(y) - FL(x Q) (1)
with the fine structure constant denotedind f(y) = y?/[1 + (1 - y)?]. The inelasticityy is
related toQ?, x and the centre-of-mass energy squaged 4E.E,, by y = Q?/sx In the quark-
parton model (QPM)x denotes the fraction of the proton momentum carried by thieopa
coupling to the exchanged boson.

The DIS cross section, equatidn is determined by two structure functiors; and F.
These are related to the cross sections for the scatterilogp@itudinally and transversely po-
larised photonsfd protons,c. andor. At low X, the relationships

2
Fu= o (1-% 00, @
2
Fo= 3% (-3 +om). ©

hold to very good approximation. Positivity of the longitnal and transverse scattering cross
sections imposes the restrictiork(F_ < F,. Using the ratidR(x, Q?)

oL FL

R= = 4
gT F2 - F|_ ’ ( )

the reduced cross section in equatiotan be written as
or = Fa(x, Q) - [1- f(y) - )

1+RIl°

For most of the kinematic domain, the reduced DIS neutraleciirscattering cross section is
well approximated by th€&, structure function, sincg, leads to a sizeabldtect only for large
inelasticity valueg.



The reduced cross sectiof can be re-expressed as

_ Q*(1-X) o

r 471'2a 0-)/* p° (6)

with the dfective virtual photon-proton cross section
eff _
oyp=0or+[1-fy]o. (7)

The sumo + o7 is referred to as the total virtual photon-proton crossieacb—ty‘itp, which

is often expressed as a function @f and of the invariant mass of the virtual photon-proton
systemW. For smallx, W can be calculated a& = /Q?(1 - X)/x, such thaW? ~ sy. The
total and the ffective virtual photon-proton cross sectionf@li significantly only in the region
of highy.

3 Models

The low x data presented here extend to low value€oéfor which perturbative QCD is not
applicable. The phenomenological models formulated fis tifansition region reproduce the
W dependence of thg'p cross section, which is weak in the photoproduction regitii. [A
steep increase towards large value®wdevelops in the perturbative region, which is equivalent
to the rise of the proton structure functiéa towards lowx at fixed Q.

In the context of the present measurement colour dipole taddey. [41-46]) are partic-
ularly interesting becaude, andFt = F, — F are both described by a single characteristic
dipole scattering cross sectioncombined with either the longitudinal or the transversetpho
wavefunction. The squares of the wavefunctions ofdfédluctuations of longitudinally and
transversally polarised photons aB€]

Wz @)= 23 3 €02 - FKofer)?.
i=1

3o Nt (8)

W21, Q) = 55 ) &1L - 2201 - )EKyfen) + mPKofen)]

wheree? = m? + z(1 — 2Q? m (g) is the mass (charge) of quairkKo(u) andK;(u) = —4,Ko
are modified Bessel functions,is the transverse separation of thg pair andz denotes the
fractional energy sharing betwegmandg. In this approach the cross sectiang, are obtained
from integrals over the impact parameter space as

1
oLr(x Q%) = f d’r fo dzW_ 1(z r, Q%G (x, r?). 9)

Colour dipole models dlier by the chosen expressions for the cross sectiowith the mea-
surement extending into the region of highne can confront the predictions of such models for
the two structure functions with the data. As an illustnatithe data are compared in this paper
to two versions of the colour dipole model, the original vensby Golec-Biernat and \isthat



(GBW) [42] and a more recent model, based on the Colour Glass Condempgeaitaeh to the
high parton density regime, by lancu, Itakura and Munievifij45)].

Two further models are used in this paper in order to paramsetg,(x, Q?). The fractal
model is based on the observation that the proton structdosvax exhibits self-similar prop-
erties for diterentx andQ? values. Two continuous, variable and correlated fractakdisions
are chosen to describe the self-similarityxirmand Q? [33]. In a more phenomenological ap-
proachF, is parameterised as*?). These two models are also compared with the reduced
Cross sectiong, after making assumptions ¢t

4 Measurement of the DIS Cross Section

4.1 Reconstruction of Event Kinematics

In the colliding beam experiments at HERA, the DIS event kiatcs can be reconstructed
using the measurements of the scattered lepton, the hadnoali state, or a combination of the
two. This complementarity enlarges the kinematic coveageprovides an additional control
of the systematic uncertainties.

The energy of the scattered positr&p and its polar angl#. are used in the “electron
method” to determine the kinematics via

- = ) 10
Ye 2F, 2E, (10)
,  Esirf 6, Q@
e — B Xe - * (11)
1 - ye 4 Ep Ee ye

Using energy-momentum conservation, the event kinemea#insalso be determined from
the hadronic final state. An important quantity is th&eatience between the total energy and
the total longitudinal momentum

E-P, = E{(1-coste) + ) (Ei = Pyj) = Ze+ I, (12)
i

whereE; (P,;) is the reconstructed energy (longitudinal component eftitomentum) of a
particlei from the hadronic final state. In the reconstruction maseeseglected for both the
positron and the hadronic final state particles. The meddt#®, is insensitive to losses in the
proton beam direction and is thus only weakfieated by the incomplete reconstruction of the
proton remnant. For non-radiative events, the relalief?, ~ 2E, holds. This allows E, — X,

in equationl0to be replaced b¥y, and leads to the introduction of tlyg variable 7]

2h

= 13
Yn 2F. (13)

For events in which a photon is emitted collinearly to theomang positron, the radiated
photon is not reconstructed in the sub-detectors used tales¢E—P,. In this case E-P;)/2
is equal to an “&ective” incident positron beam energy, reduced relatit@yne nominal beam

8



energy by the momentum carried by the radiated photon. $kEmployed in th& method, for
which 2E. in equationl3is substituted by the measurgd P, [4§]
- E-P,°

Ys (14)

For this methodQ? is calculated by replacing. in equationll by ys, and Bjorkenx is calcu-
lated by substitutinge, Q2 and ZE. by ys, Q2 andE—P;, respectively

_ EZsir o, Q2 1

2= = — Xs = : .
Q 1-yy * 7 2E,ys E-P,

(15)

By using a consistent set of the variablesys andQZ, the measurement also correctly recon-
structs the kinematics for events with initial state QEDa#idn. Therefore, the method covers
lower Q? and higherx values, which become accessible due to the reduced centnass en-
ergy for these events.

The total transverse momentum of the hadronic final state is

Z Prj
i

whereP+; is the transverse momentum vector of the particéad the sum runs over all parti-
cles. P! is rather insensitive to particle losses collinear to thenbéor a wide range of. The
combination ofP? andx;, defines the hadronic scattering angle

Ph = (16)

Oh  Xn

tan— = — 17
et (17)

which, within the QPM, follows the direction of the struckayl.

In this analysis, both the electron and thenethods are used for the cross section measure-
ment. The electron method provides the better resolutionfor large inelasticitieyy > 0.1,
but the resolution degrades ag1l Use of theX method extends the measurement down to
y ~ 0.002. Below thisy value, losses along the proton beam direction become isupoand
are dfficult to estimate. Th& method as is used here noticeably increases the kinematic co
erage towards lov®? and high Bjorkerx due to initial state QED radiation.

4.2 Determination of the DIS Cross Section

The measurement of the doubléfdrential cross section is performed in binsxaind Q?, or

y andQ?, depending on the region in the kinematic phase space, amshdigurel. The bin
sizes and shapes as well as methods used for the kinematitstagction are chosen based on
the following prescription:

e In Q?, a binning equidistant in lgg Q? is chosen with eight bins per decade, as in previous
H1 publications 7). This binning reflects the goo@? resolution of the H1 detector.

3Note that in previous H1 publications the nominal positrearn energy was used instead BE@,)/2 in the
calculation ofxs. The method ok calculation used here is called tierhethod in £8].

9



e The x and Q? values at which the measured doubléatiential cross section is quoted,
also referred to as bin centres, are placed at an approtintag@rithmic average value
within the bin boundaries for the and Q? binning, and at the linear average for the
binning.

e For highy > 0.6, the electron method has an excellent kinematic resolutio this
region, the measured cross section is sensitive to thetlatigal structure functior,
which leads to a rapidly changing shape of the reduced cext®a as a function aj.
Therefore a fine binning, linear i is chosen foy > 0.6: two y bins are used for each
Q? interval with boundaries at = 0.85, Q75 and 06.

e Fory < 0.6 the binning is defined ix. The defaultx binning is equidistant in log x
with five bins per decade, as chosen previou8H}.[ The transition between theandy
binning is defined by thg value of the nominal bin centrg,, for the transition bins: for
yc > 0.6, the bin is combined with the neareabin and fory. < 0.6 it is combined with
the nearesk bin.

The resolution in each bin is checked using a Monte Carlo sitimr. Two variables are cal-
culated for this purpose, the puriB = Necgen/Nrec and the stabilityS = Nyeggen/Ngen, Where
Nrec (Nger) is the total number of reconstructed (generated) MonteoGasénts in the bin and
Nrecgenis the number of events which are both generated and recotetrin the same bin. The
purity and stability are calculated for both the electrod HreX methods. For the cross section
measurement the method with the higher purity is used. Thieeh are illustrated in figure
The purity and stability typically exceed 50%. If either {hrity or the stability is below 25%
in a bin for the chosen reconstruction method, the bin is ¢oetbwith an adjacent bin. Bins
with larger sizes can thus be created at the acceptance asigaswn in figurd.

Thede = 1765° andde = 178 lines in figurel indicate the approximate angular acceptance
limits of the H1 detector for the nominal and the shifted erfpositions, respectively. In each
plot measurement bins belo lines are visible. The measurement in these bins becomes
possible using th& method for events with initial state photon radiation whetfectively
reduces the centre-of-mass energy. These bins are fuefieered to as ISR bins. Tiemethod
cannot be used at high where its resolution is poor, leading to large migratiohs@aminal
energy events into the ISR bins and thus to purities belovattepted value. This causes the
gap between the ISR and electron method bins at figh

The calculation of the reduced doubléfdrentiale pcross section is performed by correct-
ing the data using the MC simulations. The following formidapplied to each analysis bin

Ndata_ Nb (&)
2\ _ g C
o (XC, QC) B A€ Lyata 1+ 6rc .

Here, &, Q?2) is the bin centreNgat is the number of data events, is the number of back-
ground events, estimated using MC simulatioAsand e are the detector acceptance and ef-
ficiency, Lgata IS the integrated luminosityy,. are QED radiative corrections, awgt are the
corrections for finite bin sizefects. The radiative and bin centre corrections can be deter-
mined using the Monte Carlo simulation. In this case, equdtbecomes

(18)

o (XC, Qg) _ Ndata— Nbg -LMC O'MC (Xc’ Qg) ’ (19)

r
NMC -Edata
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whereNyc is the number of signal MC events adflic = Ngen/0gen iS the Monte Carlo lu-
minosity. HereNgye, denotes the total number of generated MC eventsaajdis the total
integrated cross section for the MC generation. The quenfit (xC Qg) is the reduced double
differential cross section at the bin centre calculated at tha Beel with the same structure
functions as are used in the MC generation.

The correction for the detector acceptance using Monte @aoldelling requires the cross
section model used in the simulation to bésiently close to the data, such that migrations be-
tween the bins are well reproduced. The cross section mbdealdalso describe the kinematic
region outside the measurement range, in particular aj lamd lowQ?, to account for radiative
corrections and long range migrations. In practice, thectseved using an iterative MC event
reweighting procedure which converges after one iterdtorthe measurement region. First,
the double dterential cross section is measured following equati®nsing an initial approx-
imation for the MC input cross section. Next, the measuratbtioditerential cross section is
fitted with a new parameterisation using the fractal modedltae analysis of the Monte Carlo
events is repeated with an additional weight factor, equahé ratio of the new to the initial
double diterential cross sections in each simulated event. For theigéting, the event kine-
matics are calculated using the generatethd Q? variables at the hadronic vertex, such that
corrections due to radiation from the lepton line are priypaccounted for. This reweighting
procedure is used for the measurement region. For thexigh.02 domain, which lies outside
the measurement region, the ALLM parameterisatitfi i{s used.

5 H1 Detector

5.1 Overview

A complete description of the H1 detector is given 1i),p1]. Here the components used for
the present measurement are discussed. In sestithne detectors for the scattered electron
measurement are described in detail. A schematic view dfithdetector is given in figurg,

in which a typical lowQ? event is shown.

Around the interaction region a set of tracking chambergosmded by electromagnetic
and hadronic calorimeters, operates in a solenoidal megiet! of 1.16 T. The tracking sys-
tem is subdivided into forward, central and backward tnagklevices. The nominal interaction
point of the electron and proton beams lies about in the raidfithe Central Tracker, at the
origin of the coordinate system. The interaction vertextposs have an approximately Gaus-
sian distribution inz with o,  10cm. The calorimetry system consists of the Liquid Argon
calorimeter (LAr) covering the central and forward direas and the lead-scintillator spaghetti
calorimeter (SpaCalpp-55] measuring particles scattered backwards.

The Central Tracker consists of four drift chambers, two rwite proportional chambers
(MWPCs) and a silicon tracking device. The largest trackerpmments are the two concentric
drift chambers, CJC1 and CJC2, which have sense wires struriteptarthe beam axis with the
drift cells inclined at about 30with respect to the radial direction, such that the drifedtron
of ionisation electrons is approximately perpendiculath® wire plane. The charge deposits
are read out from both ends of each wire, providing partadéniification via ionisation energy

11



loss and an approximate determination of #reordinate via the charge asymmetry between
the two wire end signals (“charge division”).

Tracks found in the CJC are linked to the hits found in two charskequipped with wires
strung around the beam axis, following polygonal suppaticstires, dedicated to the precise
measurement af coordinates. The inneachamber (Cl1Z) is located inside CJC1 and the outer
z chamber (COZ) lies between CJC1 and CJC2. To reduce the numberegiftalole combi-
nations with the CJC, thechambers also determingpacoordinate using the charge division
measurement. The tracks are further constrained by linkirngts in the central silicon tracker
(CST) [56]. The CST consists of two layers of double-sided silicorpstetectors surrounding
the beam pipe, covering an angular range of 809 < 150 for tracks passing through both
layers.

The two cylindrical proportional chambers, the CIP mounteside ClIZ, and the COP lo-
cated between the COZ and CJC2, are used together to identitg fpainting to the interaction
vertex and thus to reduce background at the trigger levebrAlsned CIP-COP signal is used
in coincidence with the SpaCal to trigger events with IBj\(see sectio.1).

The LAr calorimeter $7], mounted in a large cryostat, is used in this analysis ferttea-
surement of the hadronic energy. The angular coverage aialloeimeter is 4 < 6 < 154 for
an interaction vertex &= 0. The calorimeter consists of an electromagnetic sectitmlead
absorbers (2630 radiation lengths) and a hadronic section with steelrdess. The total depth
Is between 4% and 8 hadronic interaction lengths. The LAr calorimetetivéded along thez
direction into wheels. The electromagnetic section hakteideels while the hadronic sec-
tion has seven. The calorimeter has a high degree of spatjaientation with a total of about
45000 cells. Its hadronic energy resolution, as determimeelst beam measuremen&s], is
oe/E ~ 50%/ VE/GeVa 2%.

Two electromagnetic crystal calorimeters, a photon taffg€y and an electron tagger (ET),
located az = —1031 m andz = —-33m, respectively, are used to monitor the luminosity via
the measurement of the Bethe-Heitler proceps— yep The luminosity corresponding to
the main interaction region can be separated from the addit(“satellite”) interaction regions
using information from the scintillator hodoscopes of tinest-of-flight system (TOF) and from
the HERA proton pick-up (PPU) monitor, a 34 cm long striplirevide located at3 m from
the interaction point. The ET can be used to measure theesedttlectron in photoproduction
processes, witl)> < 102GeV? and 02 < y < 0.7. The PT detects photons radiated collinearly
to the incoming electron direction.

5.2 Backward Detectors

The measurement of the inelastipscattering cross section at |&¢ relies on the identification
of the scattered electron in the backward part of the H1 a&tpsr The energy of the scattered
electron is measured in the SpaCal calorimeter. For the@wegion under studyg, lies
outside the angular acceptance of the Central Tracker. Tlae @ogle of the scattered electron
can, however, be measured either by the Backward Silicork&rgBST), based solely on the
electron track, or by a combination of the less precise BaokwWwaift Chamber (BDC) signal
with the hadronic final state vertex, as reconstructed usia@entral Tracker. The redundancy
of the angular measurements provides additional crosksloeer a large angular range, whilst
the BDC extends the polar angle coverage to lagger
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5.2.1 Backward Silicon Tracker

The BST in the configuration installed in 19989 is schematically shown in figur& It con-
sists of eight planes (disks) and 16 azimuthal sectors. Tdreep are mounted perpendicularly
to the beam axis and are arranged in two modules, BST1 and B&i2irgplanes each. A first
version of the BST with four planes is describedaq]f

Each BST plane is equipped with 16 wedge shaped, single sidetlle metal, silicon strip
sensors of 25@am thickness. Each sensor contains 640 sengis&ips which are concentric
around the beam axis with a pitch of @81. The signals are amplified and temporarily stored by
five on-detector front-end chips, called Analogue Pipelgps [61] (APCs), until a readout
instruction is receivedd?]. Using these t' sensors” (figurefa) the track polar angle can be
determined. The acceptance range of the BST for the nomimt@Exvposition is 164 < 0, <
176.

In addition to ther sensors, each plane contains one single sided, single, rsgizbn
strip sensor, in the azimuthal sectorr4s ¢ < 67.5° mounted behind the sensor. This d
sensor” has 640 sensitive strips parallel to the referedge ef the sensor with a pitch of Z5n
(figure4b). It thus measures hits incoordinate space defined hy= r sing,, whereg, is the
azimuthal angle with respect to the reference edge of theoseilombining the information
from r andu sensors, it is possible to measure the transverse momemtdrdedermine the
charge of a track in the BST. This feature is used in this arsatgscross check the simulation
of photoproduction background.

During data taking an online hit finding is performed. Thikets into account individual
pedestals of each channel, which are dynamically updateker€not shifts in the amplitude of
groups of strips, so called “common mode”, are also corceitte For reconstructed tracks, the
most probable signal-to-noise values for the hits is ab&ubt ther sensors and 30 for the
sensors. The single hit resolution is 20 (4B) for ther (u) coordinate.

5.2.2 SpaCal and BDC

The SpaCal calorimeter covers the polar angle range df £58< 177 as measured from the
nominalz vertex position. It consists of an electromagnetic sedti#55] with 1192 cells of
size 405x4.05x 25 cn? in front of a hadronic section with 136 cells of size@%11.9x 25 cn¥.
The total amount of passive material traversed by partfotes the interaction vertex up to the
SpaCal is of the order of one radiation length. The electroraig section comprises B/radi-
ation lengths and provides an electromagnetic energyugsolofog/E = 7%/ VE/GeVa1%.
The hadronic sectiorbp] is used for a coarse hadronic energy measurement and itegdisth
hadronic from electromagnetic showers. The whole caldemeomprises 2 hadronic interac-
tion lengths. The energy resolution for hadrons amounis:=ttE ~ 60%/ vVE/GeV.

The SpacCal cells consist of lead sheets with embedded &atintgj fibres. The fibres from
each cell are bundled together and attached via light mixephotomultiplier tubes (PMTS).
The stability of the PMT gain can be checked using a dedidaial system.

The backward drift chambe&§] is mounted in front of the SpaCal and has the same angular
acceptance. It consists of four double layers, each of theitedl azimuthally into eight sec-
tors. A three dimensional view of a section of the BDC is givefigure5. The sense wires are
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Trigger Energy  Hective Tracking
Name Threshold rgs, Cut Condition
S3 120GeV ~ 10cm —
SO 65 GeV 12cm —
S9 20GeV 15cm  CIP-COP track

Table 1: Overview of the main trigger conditions used for X and SVX analysesrgy, is
the radial coordinate of the SpaCal cluster.

strung perpendicularly to the beam axis and are fixed at #tersedges leading to an octagonal
geometry with almost radial drift directions. The drift lsedre 1 cm wide in the inner region
and 3cm wide in the outer. At the transition from the innertte buter region a special cell
Is introduced with (b cm drift distance at the inner side ané tm drift distance at the outer.
The cells within one double layer are shifted by half a dréil i the radial direction to solve
the inner-outer hit assignment ambiguity. The double Iayee rotated by 125° with respect
to each other to allow for reconstruction of the azimuthalrdanate. In addition, this reduces
the dficiency losses at the sector edges. The radial resolutianifimum ionising particles is
400um. The resolution in the azimuthal direction is about 2 mm.

6 Data Collection and Reconstruction

The H1 detector uses a multi-level trigger system for dateecton in which two hardware
trigger levels are followed by a software filter farm. Aftenprovements of the detector cali-
bration and the reconstruction code, the data are repred¢egine. This section describes the
first analysis stages, including the online data selectiohthe reconstruction algorithms.

6.1 Online Event Selection

The online trigger conditions used in this analysis (tdbkre based primarily on a localised en-
ergy deposition in the electromagnetic section of the Sp&@eulsive electron trigger). Three
different energy thresholds are used. The trigger conditiozcbas the lowest energy threshold
(S9) collects events at the highgsiSince a significant background contamination is present at
low energies and radii, the inner SpaCal region is excludem 89. To maintain an acceptable
trigger rate, S9 contains an extra condition requiring thtgon of hit pads in the CIP-COP
proportional chambers to be consistent with at least onex@ointing track. This condition is
similar to the requirement of a reconstructed track fromtadronic final state in the Central
Tracker.

6.2 Track and Vertex Reconstruction in the Central Tracker

The track reconstruction in the Central Tracker is initiabexn the CJC hit measurements.
Initially, candidate trajectories are found in tkg plane using a fast circle fit algorithné4].
The z coordinate is added to the tracks based on charge divisformation. A linear fit in
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S — zspace is performed where tBecoordinate measures an arc length of the track inxthe
projection. Next, the tracks are fitted to a common vertekx@xy plane. At this stage detailed
corrections are applied for multiple scattering in the ditematerial and for magnetic field
non-uniformity. For the tracks which are determined by thé&foriginate from a commoRry
vertex, a combine® — zfit is performed to determine an initial approximation of trextexz
position and of the track polar angles.

The vertex-fitted CJC tracks are then combined with hits fanmidez chambers, employing
a robust global minimisation techniquéy. This link improves thez vertex resolution from
about 1 cm to 1 mm. The tragkresolution is correspondingly improved from approximatel
10 mrad to 1 mrad. For the NVX sample, where theoordinate of the interaction vertex is
around zero, the CJC tracks are also combined with hits fauiitei CST resulting in a vertex
resolution of about @ mm. CST hits are not used for the SVX sample since the interact
vertex position is outside the CST acceptance.

6.3 Reconstruction of the Electron Kinematics
6.3.1 Energy Reconstruction in the SpaCal Calorimeter

The reconstruction of the scattered electron kinematicased on the measurement of a deposi-
tion of energy, termed a cluster, found in the electromagr@gaCal. The clustering algorithm
searches for a cell with a local maximum in energy. The ctustéen built around this seed cell
by adding neighbouring cells with energies above the ndiseshold. The centre-of-gravity of
the cluster is determined based on all associated cellg adwgarithmic energy weighting. To
suppress background from hadrons and from decay$ ef yy with the photons reconstructed
in a single cluster, a cluster radius estimaRyj, is used based on logarithmic energy weight-
ing. The background from hadronic particles is further sapped using a cut on the energy
deposit,Enag, in the hadronic section of the SpaCal behind the electroetagduster.

The electron candidate cluster is required to be assodiat@track in one of the backward
trackers, BDC or BST, in order to reduce background from bacottywaotons and to measure
the polar angl®. accurately. For the determination®f the trajectory of the scattered electron
is assumed to be a straight linerir- z coordinate space.

6.3.2 Track Reconstruction in the BDC

The BDC reconstruction of the electron scattering amglstarts from the line connecting the
SpaCal cluster and the Central Tracker vertex as an initiabxppation. The scattered electron
azimuthal angl@. is taken from the SpaCal cluster centre-of-gravity. OnlyBIREC hits in the
octant containing, are used for thé, reconstruction.

The6, determination follows from a minimisation procedure. Adesquares track fit com-
bines the Central Tracker vertex, the SpaCal cluster ceftgeawity energy, and all BDC mea-
surements in a corridor of variable sixearound the current best estimate of the track direction.
Initially, the corridor has a size of 5cm. It is gradually vegd with improved track parameters
to about five times the BDC resolution. The SpaCal cluster isidened to be linked to the
BDC track segment if there are at least four hits from the eligyrs remaining at the final
iteration and if the radial distance between the track ptepto the SpaCa coordinate and
the SpaCal cluster is less tham2m.
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6.3.3 Track Reconstruction in the BST

The reconstruction of the electron track in the BST uses timawhal location of the SpaCal
cluster. The three adjacent sectors which in azimuth asestaog. are selected. The co-
ordinates of all BST hits in the selected sectors are prajesieng the line defined by the hit
and the SpaCal cluster to the BST plane closest to the SpaCalustechg of the projected
hits in this plane is then performed using a histogram tepkai The line connecting the po-
sition corresponding to the peak in the histogram and th€C8baluster is used as an initial
approximation for the track.

The track finding then proceeds using an iterative minirmasaechnique with robust rejec-
tion of outliers, similar to the BDC reconstruction. All hitsthe selected sectors are included
into a least squares minimisation. The contribution of datks weighted with an exponential
suppression factor, which depends on the distance fromtkethe track, and on an additional
parameter, which defines the width of dfiegtive corridor around the track. For the first iter-
ation, the width of the corridor is equal to the SpaCal spaéisblution. For further iterations
the width is gradually reduced until it reaches five timesBI®T spatial resolution. The event
vertexz coordinate is given by the distance of closest approacheoB®T track to the beam
line.

For the sector equipped with thestrip detectors, the reconstruction of the azimuthal coor-
dinate is also performed. At least thnehits associated to linkedhits are required. If multiple
u hits per plane are found, all possible track combinatioeS@amed and the one best match-
ing the SpaCal cluster is selected. To determine the spanésptheu hits are combined with
ther hits extrapolated along thetrack to thez position of theu sensor. Then the transforma-
tion (r,u) = (x,y) is performed. A circle fit including the position of the inéetion vertex in
(%, y) determined by the beam spot size of 15@in x and 6Qum in y, yields the curvature and
therefore charge and the transverse momentum of the particl

6.4 Reconstruction of the Hadronic Final State

The reconstruction of the hadronic final state uses infaondtom the central tracker and the
LAr and SpaCal calorimeters, excluding a cone in the SpaCatioater around the electron
candidate cluster. The cone axis is defined by the vertexiposind the centre-of-gravity of the
SpaCal cluster. The cone radius is 20 cm at the surface of th€ @lectromagnetic section.
The energy of the cells inside the cone is excluded from tldedmac final state calculation for
both the electromagnetic and hadronic sections of the SpaCal

Tracks pointing to the backward part of the H1 detector actuebed from the hadronic final
state. Instead, the reconstructed SpaCal clusters oultgddectron isolation cone are used. In
the central region, the Central Tracker and LAr signals auleelil for each particle by matching
the measurements in each detector. For energies below ZiBetracker information is used
while for higher energies the calorimeter information igdisas it provides the better energy
resolution.

The determination afy, is afected by the presence of extra activity in the calorimefénge.
bias is particularly strong for small, and thus smaly,,. For the SpaCal, this extra activity can
be induced by the scattered electron, with some energyngakitside the isolation cone or by
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a radiated photon emitted at a large angle. The contribatidnese sources of extra activity to
¥}, is proportional ta& to good approximation. To reduce the influence of thekeets, 10% of

Y is subtracted from the total SpaCal If the result is negative, the SpaCal contribution is set
to zero. This procedure reduces the contribution of SpaCal to a negligible level for lowy
events, as is expected from the event kinematics.

Channels fiected by electronic noise in the LAr are identified event bgnewsing a ded-
icated topological algorithm. LAr cells with an energy bel6.4 GeV (08 GeV), which are
separated from other cells by more than 40cm (20 cm) in th&aefiorward) region of the
calorimeter are classified as noise and excluded fromxtfand P$ calculations.

7 Monte Carlo Simulations

In the simulation, DIS events are generated using the DJANG@ [66] event generator which
includes leading order QED radiativects as implemented in HERACLEG7]. For the event
generation, leading order parton distribution functioefiree F, while F| is set to zero. The
structure functions are subsequently reweighted to tletdranodel parameterisation 6§ and

to F__ following the procedure described in sectib2. The final state parton showers are sim-
ulated using the Colour Dipole Modéh$,69] as implemented in ARIADNE 4.170]. Events
with a very low mass of the hadronic final stat® & 5 GeV) are simulated using SOPHIAT],
which includes a detailed description of low mass final statecluding the resonance region.
The fragmentation into hadrons is performed with JETSET[724. Photoproduction back-
ground is generated with the PHOJET 17@,[4] program, which uses a two-component dual
parton model 5] including diffractive processes and vector meson production.

The simulation of QED radiative corrections includes phamission from the lepton. Ra-
diation from quarks, which is estimated to be small for bgvis not simulated. The simulation
of QED radiative corrections is checked using the analitiaiulation package HECTOR§)].
An agreement to better tharb9s is found in the kinematic range of this measurement.

The generated events are passed through a simulation ofltaetéctor response based
on the GEANTS3 T7] package. Tracing of the particles in the trackers up to #ileroneters
Is based on a detailed description of the detector matefiaé response of the calorimeters
to electromagnetic particles is simulated using a fast sngarameterisation techniquég],
while the hadronic response is simulated using GHEISHZ. [

The level of noise and beam related background in the caéters is determined using
events from dedicated runs with random triggers which aeglaM on the simulated events.
Spurious hits in the BST are added to the simulation basedrmiomaly triggered events.

The MC events are subjected to the same reconstruction atygsanprocedure as the data.
Also, for consistency of the analysis, the calibrationshef $paCal and the LAr, as well as the
BST and BDC alignments, are performed for the reconstructeceMEDts in the same way as
for the data.
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Analysis | Trigger | Description
NVX (zx ~ 0cm)
NVX-BST SO Main analysis
NVX-S9 S9 Extension to loweE;
SVX (zix ~ 70cm)
SVX-BST SO Main analysis
SVX-BDC | SO, S3 | Extension to largef,

Table 2: Inclusive analyses of DIS data. The trigger coodgiused to collect the data sets are
described in sectiof.1, tablel.

8 Data Analysis

At low Q? the DIS cross section is large, and for the available integrauminosity for this
analysis the statistical uncertainty of the measuremestrbes smaller than the systematic un-
certainty. For low inelasticities, corresponding to a é&afgction of the measured phase space,
the scattered electron energy is large and backgroundilootiins are negligible compared to
the genuine DIS signal. In this region a set of selectioregatis imposed which is $icient

to reconstruct the event kinematics in the least biased Wdlgenever possible the electron
trajectory is reconstructed using the BST alone and only gaCal is used for triggering.

Events with the scattered electron outside the BST acceptamcreconstructed using the
BDC and the Central Tracker vertex. The analysis is also egrtétalthe highest accessibje
values for which the precision is limited by the uncertaiotyhotoproduction background. In
this region several additional electron identificatiorteria are imposed in order to minimise
the systematic uncertainty.

For the two data samples, NVX and SVX, a total of four sepasatgyses is performed
as summarised in tab The analyses éer in the triggers and in the method employed for
reconstructingle. The main kinematic region of the NVX-BST data set, withmeasured in
the BST, is analysed based on the trigger SO. An extensio7%0<0y < 0.85 is achieved using
the trigger S9 (NVX-S9) and requiring signals in both trackdetectors, BDC and BST. For
the SVX sample, the main region of the phase space is covgraBs T-based analysis with
the trigger SO (SVX-BST). An extension @@ = 178 is achieved by adding data collected with
the trigger S3 and including events withmeasured by a combination of the Central Tracker
vertex and BDC information (SVX-BDC).

The measurement is verified by performing a number of crosskcanalyses exploiting the
redundancy in the kinematic reconstruction and the largelap of the kinematic regions of
different data sets. The data reconstructed with the BST are cedhpéh those reconstructed
with the BDC. The results of the electron method are cross @ukwith those of th& method.
Moreover, the measurement based on the shifted vertex easmmpared to that based on the
nominal vertex sample.

In the following a detailed description of thefidirent analyses is given. Further information
can be found in§0-83].
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Description Cut
Common cuts
Scattered electron energy E; > 7 GeV, 4 GeV (NVX-S9)
Vertexz position |Zutx — Znoml < 35Cm
SpaCal cluster radius Rog <4cCm
Hadronic energy fraction Epad/EL < 0.15

Pr balance Ph/PS > 0.3
Electron method cuts

E—-P, balance E-P, > 35GeV

BST analysis cuts for NVX-S9, NVX-BST and SVX-BST
BST validation Niink BsT = 2 (NVX); 3 (SVX)
BST-SpaCal radial match |Argst_spaca < 1.5cm
BST noise Nhit total < 120 (NVX); 200 (SVX)

BDC analysis cuts for SVX-BDC

BDC validation Niink BDC = 4

BDC-SpaCal radial match|Argpc_spacal < 2.5¢m
Central Tracker vertex Nirack > 1
ys > 0.03
Additional NVX-S9 analysis cuts
BST-BDC radial match  |Argst_gpc| < 0.75¢cm
BST-CTz. match |2ytx BST — ZvTx cTl/0" < 5.0
Central Tracker vertex Nirack = 2

Table 3: Selection criteria used in the analysis.

8.1 Event Selection
8.1.1 Criteria

An overview of the selection criteria used in thdtdient analyses is given in tabB The
background from nomp interactions is suppressed by requiring the event verdgy (o be
reconstructed within a distance @85 cm from the average position ¢.,m). In order to be
identified with the scattered electron, the highest enelgster in the electromagnetic SpaCal
sectiorf has to satisfy the following criteria: (i) the cluster cenbf-gravity lies in the region
of high dficiency of the corresponding trigger; (ii) the transversestr radius is consistent
with an electromagnetic particlRqq < 4 cm; (iii) the energy deposition in the hadronic SpaCal
section behind the cluster is smat,¢/E, < 0.15; (iv) depending on the analysis, the cluster is
validated by a BST or a BDC track segment. If the highest endigstar does not satisfy one
of these cuts, the next highest energy cluster is used. Tocegdure is repeated for up to three
clusters with energies above 7 GeV, or 4 GeV (NVX-S9).

The further event selection is based on a global balanceegaetthe hadronic final state
and the electron. Events for which the hadronic final stapo@ly reconstructed are rejected

4For the S9 analysis (tab® the cluster with the maximum transverse momentfhis chosen instead of the
highest energy cluster.
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by demanding that the total hadronic transverse momeiitve at least 30% of the electron
transverse momentuf. This dficiently removes migrations from very loy which lie out-
side the measurement region. Events with large initiakstatliation are excluded from the
electron method measurement by requiriiigP, > 35 GeV. This condition is not used for the
¥ method, which takes QED radiation properly into account.

The BST analyses include requirements on the minimum nunft®$® hits linked to the
electron track liink sst) and on the matching of the BST track extrapolated tazthesition of
the SpaCal clusteArgst_spacar Similarly, for the BDC based analyses, a minimum number of
linked BDC hits (Njink soc) and radial BDC-SpaCal matchin@rgpc-spaca) are required. In
addition, the BST analyses require a low level of noise byirmgitbn the variabléNyj tota1, the
total number of BST hits. The BDC analyses demand the presdratdeast one central track
(Ntrack)-

The S9 analysis extends the measurement toEgwcorresponding to high, where the
largest uncertainty stems from the large photoproducterkground. To suppress this back-
ground, both the BST and BDC track segments are required totpassame criteria as in
the other analyses. In addition, a tight matching condiisoapplied for the two trackers using
Argst_gpc, the radial distance between the BDC and BST tracks calcudatibe BDC plane, as
well as|zytx gsT — ZvTx cTl/0, the distance iz between the BST vertex and the Central Tracker
vertex position divided by the uncertainty of thigtdrence. Finally, to ensure a high trigger
efficiency for the analysed sample, at least two central trackst be reconstructed.

8.1.2 Hficiency Determination

The dficiencies of the triggers are determined using indepengarghered data samples. For
the SpaCal trigger conditions, most of the cells show a higl99.5%) dficiency above the
rather sharply defined threshold, see figiiré few cells are identified which show high thresh-
olds. They are excluded from the analysis by applying genocattcuts on the electron impact
point reconstructed at the calorimeter surface, which isutated usingde and¢.. The dfi-
ciencies of the CIP-COP conditions employed in the S9 triggee (sectiorb.1) are studied
as functions oE/ and the track multiplicity. Since the average reconstaitteck multiplicity
increases witlQ?, the indticiency diminishes from 3% &? = 1 Ge\? to 2% atQ? = 10 Ge\~.
The data are corrected for this ffieiency. The systematic uncertainty on the trigg@écency

Is estimated to be 1% for S9 andb®o for the other triggers.

The indficiency of the software filter farm component of the triggedédermined using a
sample of the rejected events, recorded for cross checlespriimary reason for the rejection
is the online reconstruction of the event vertex which oredly wrongly classifieg pevents
as nonep background. The loss corresponds t@% for the NVX analysis and.8% (0.5%)
for the SVX-BST (SVX-BDC) analysis. This loss is consistenthAbeing uniform across the
phase space and is applied as a global correction with ansgBteuncertainty of size equal to
the correction.

The dficiencies of the electron identification requirements ¢elushape, hadronic fraction,
BDC or BST validation) for high energies of the scattered etecare evaluated using events
passing all other selection cuts but the one to be investigdthis direct approach is applicable
for E, > 20 GeV due to the negligible background.
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For low EJ, the electron identificationficiency is studied after the background subtraction.
In addition, special background-free samples are used.sOctesample comprises initial state
radiation events with the radiated photon detected in tr@guhtagger. Background levels
below 1% are achieved in this case, evenEQr~ 3 GeV, by requiring the sum of the photon
tagger and scattered electron energies to be close to ttteosldeam energy. Thefiency of
the electron identification cuts does not vary much as a fomaf E.. It is always above 90%
and is well reproduced by the simulation.

The dticiency to find a central tracker vertex for the BDC analysisetednined using
events with a reconstructed BST vertex. As shown in figureis larger than 50% fogs > 0.03
and 93% forys > 0.1. The BDC analysis is restricted i@ > 0.03. At larger values ojs the
efficiency decreases again, th&eet being more pronounced in the data than in the simulation.
The reason for this ffierence is a deficit of events with a large rapidity gap in thaND3OH
model, as already observed iB5. This is accounted for by applying a correction to the MC
simulation. The systematic error of the cross section tiegufrom this correction is found to
decrease with increasir@?, from 10% to 2%.

A special procedure is developed to determine the BSifiarency. Two main sources of
inefficiency are distinguished which are both closely relateti¢aréadout procedure. The first
is a hit finding indficiency, which mostly depends on the performance of thefemtamplifier
readout chip (APC). Thisficiency is determined for each APC using BST tracks, requhitey
reconstructed in all but the BST plane under investigatiamn.nkost of the APCs thefleciency
Is high (> 95%), but about 5% of APCs havéieiencies below 80%. A few BST regions, with
an APC dficiency below 40%, are excluded from the analysis.

Correlated readout losses constitute the second sourceffitiency. In this case, signals
are lost coherently in either BST1, BST2 or in both modules. @ source of coherent
losses comes from timing desynchronisation at a level oieb% with some dependence on
the¢ sector. The coherent losses are measured separately abhohedrfor BST1 and BST2 for
eachy sector. They are measured using a background-free DIS edfrfpGe\k E, < 32 GeV)
with a well reconstructed CT vertex and BDC track. All sourceBS®T losses are incorporated
into the simulation.

The dficiency of the BST track segment finder, used to reconstrua\tbet vertex within
the nominakz range and to validate the SpaCal electron candidate, is eegtkbally for data
and for the DJANGOH simulation using events with a well restaincted central vertex and
a BDC track segment. The photoproduction background is egppd by demanding, >
15 GeV. In this procedure not only is the BSThieency examined, but the description of the
BST acceptance and the imperfections of the tracking algurére also checked. FiguBeand
figure 9 show the global BSTféciency as a function of the electron candidate’s radialtjosi
in the SpaCal for the NVX and SVX samples, respectively. Baseths comparison, the
systematic uncertainty attributed to the description ef BT dficiency is taken to be 2% in
both the NVX and the SVX data analyses. This value also ireduthcertainties arising from
inefficiencies of the other electron identification criteria digsx above.

The dficiency of the selection criteria based on the BDgy gpc > 4 and|Argpc-spaca <
1.5cm, is determined for events wit, > 20 GeV for data and for the DJANGOH simulation.
A correction to the simulated events is applied to accountliecrepancies which are largest
in the narrow transition region from small to large cellstwe BDC. Events in this region are
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rejected from the NVX-S9 analysis. The systematic unaetfaittributed to the BDCféiciency
amounts to 5%, also covering dlierences between data and the MC simulation for other elec-
tron selection criteria.

8.2 Subdetector Alignment and Calibration
8.2.1 Alignment

Alignment of the Central Tracker, BDC and SpaCal. The relative alignment of the H1
sub-detectors and the alignment of the detector with reé¢peloe beam direction is performed
in several steps. The first step is the internal alignmenhefGentral Tracker. Thg andy
coordinates are defined by the precisely known positionseo€©JC wires while thecoordinate
is defined by the COZ. Using cosmic muon tracks, the relativatipos of the inner and the
outer CJC parts, the location of the CIZ and the parameterbéardoordinate measurement in
the CJC are determined. The beam axis is reconstructed byurnreathex andy coordinates
of the interaction vertex as functions of #soordinate.

The alignment of the SpaCal and of the BDC is performed usinly érgergy electron can-
didates, withE, > 20 GeV, linked to a central track. The central track is regiito have at
least two reconstructed CIZ hits and thaincertainty must be smaller than 2 mrad. The
andy offsets of the BDC and the SpaCal are measured by studying fiieeedice in the polar
angle measurements for these electron candidates betivedlentral Tracker and the BDC,
A8 = Oct — Ogpc, and between the azimuthal angle measurements from theaC&rdacker and
the SpaCalA¢ = ¢cr — dspaca s functions of the azimuthal angbgpaca The two methods
find a consistent alignment in thedirection. For they direction, the alignment is found to be
different by 2 mm between th® andA¢ methods. The average of the two values is used to
correct for the misalignment.

Thez offset of the BDC is measured by studying versusdcr. Thez offset of the SpaCal
is checked by comparing thiemeasurements in the BDC and in the SpaCal. The tilts of the
backward detectors are studied usixtversusicr for positive and negative andy separately;
they are found to be negligible. Figui® shows the comparison of tle measurement in the
Central Tracker and the BDC after alignment.

The SpaCal alignment with respect to the beam direction issechecked using quasi-
elastic QED Compton (QEDC) events. Theseegrecattering events of the tyjegp — epy with
a hard photon radiated from the lepton line, the proton bstadtered quasi-elastically at low
momentum transfer such that the outgoing electron and plastodetected in the main detector,
nearly back-to-back in azimuth. The QEDC process is saeldnteequiring two energy deposits
in the electromagnetic SpaCal section with energies aboveV4 Bhe sum of both cluster
energies is required to exceed 25 GeV. The back-to-backresnent is enforced by demanding
COSA¢e, < —0.9 with A¢e, being the azimuthal angle between the electron and the photo
Elastic events are selected by demanding no tracks recetedrin the CJC and low activity
in the calorimeters apart from the selected electron antiophdrhis alignment agrees within
1 mm with the alignment obtained using central tracks.

The dominant uncertainty of the alignment stems from thiEedince in they direction
between theAd and A¢p methods. Since the H1 detector is neaflgymmetric, biases ig
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reconstruction do not lead to large shifts in the measuredscsection. To cover a potential
global bias of th&, measurement, a systematic uncertainty.bffirad is assigned for the polar
angle reconstruction with the BDC and the Central Tracker.

BST alignment. In the global BST alignment, the position of the BST is deteedinvith
respect to the H1 coordinate system. In the internal BST adegnt, radial éfsets and rotations
around thez axis of the individual wafers are determined. The global iewernal alignments
use the electron track reconstructed from the Central Tragkéex and the BDC track segment
as a reference and compare it to the track segment found BSfe

During the detector assembly each sensor is fixed to its radrpwsition with a mechan-
ical precision of about 100m. Remaining degrees of freedom are 128 radial shifts and 128
rotations of the wafers. For thestrip sensors, these parameters are determined for atl-dete
tors simultaneously using the global minimisation packitigepede B4]. The degeneracy
between shifts and rotations is resolved utilising the waterlap regions. Typical shifts are
less than 20@im and most rotations are less than 1 mrad. Figueg shows the distribution of
the number of BST linked hits as a function@f Figurellb) shows the dference in the,
measurement between the two BST overlapping sectors in thasss, after the BST alignment.
An agreement to better than2dmrad is observed. Based on this study, the uncertainty on the
scattered angle reconstruction by the BST is taken tabméad.

The alignment of the strip detector is done in an analogous way. Here, shiftsgpetigular
to theu coordinate for the 8 wafers are determined simultaneoushguhe interaction vertex
and the BDC measurement as additional external constrdihesshifts of up to about 1Qdn
are included in the external alignment.

8.2.2 Electromagnetic Energy Calibration

The largest uncertainty in the electromagnetic energypiation stems from fluctuations of the
gain factors of the individual SpaCal photomultiplier tub&siring the data taking, an initial
cross calibration of the SpaCal cells was performed usinghmosuons. The stability of the
gains was controlled by means of a dedicated LED systent déirsections to the gain factors
were applied using DIS events based on the position of theethiatic peak” - an enhancement
in the E, distribution close to the electron beam energy which isattaristic of DIS at lowQ?

at HERA.

At the analysis stage, a cell-by-cell gain determinatiogpegormed using the double angle
(DA) calibration. The DA method is also used to perform addil non-uniformity correc-
tions taking into account variations of the energy scalehensub-cell size level. The SpaCal
energy non-linearity, caused particularly by the energgés in dead material in front of the
calorimeter, is modelled in detaiBf] using the H1 detector simulation based on the GEANT
program [7]. The simulation is checked and corrected usifig- yy decays. Finally, the en-
ergy scale is checked usidgy — eedecays and QED Compton events. All calibration steps
are described in the following.
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Double Angle Calibration. The double angle calibration procedure makes use of kinemat
peak events. Large statistics are available in this kinendaimain with negligible background
contamination. Foy < 0.1 the hadronic methods gfreconstruction (equatiodis8s and14) have
superior resolution. In particular, the scattered elecaoergy can be re-expressed in terms of
the hadronic (equatioh?7) and electron scattering angles as

Oh
Ee (1 - ypa) tan=}
Epa = e—eyDA , YpA = 9—29 . (20)
Sin? 2e tan2 + tan=e

2 2
In this method the scattered electron energy is calibraigtié electron beam enefgyThe

calibration corrects for genuine miscalibration and alsergy loss in the dead material between
the interaction point and the calorimeter. The same cdidnwgrocedure is applied separately

to the data and the simulated events.

For the calibration, events with, > 20 GeV are selected. The event vertex position and
the scattered electron angle are measured using the BST.dREgaaesolution is achieved by
requiring 15 < 6, < 80°. The calibration is performed by adjusting the gain factafr¢he
individual SpaCal cells, such that the energy of the clusgeees with the reference given by
Epa. This is achieved in an iterative procedure: for each seteevent, a rati@., = Epa/E;

Is calculated. The cluster energy is usually shared amoregaecells; the contribution of each
cell with an energ¥; is given byW, = E;/E.. AW, weighted average af, for each calorimeter
cell is then calculated based on all calibration eventss &@lerage is used to modify the gain
factor at the next iteration. The calibration procedureveoges after three iterations.

The cell-by-cell calibration is followed by calibrations a function of (i) the distance be-
tween the centre-of-gravity of the cluster and the centth@tell with highest energy to correct
for biases of the clustering algorithm, (Ryox = Max(Xsgl, [yspl), Wherexsp, ysp are thex and
y cluster coordinates, in order to correct for energy losedsetween SpaCal cells, and (iii)

lsp = ,/x§p+ y3, to correct for losses in the dead material in front of thecaleter. These
additional corrections are applied sequentially.

The results of the double angle calibration are checked bypewoing the distribution of the
electron energye, in the data and the simulation for the standard selectioménkinematic
peak region. By comparing the widths of these distributionadditional Gaussian smearing of
1.1% (02%) is applied to the electron energies in the simulatedtefenthe NVX (SVX) data
set. The need for this smearing in the MC may be due to shoet $icale drifts of the photo-
multiplier gain factors which are not simulated, to impetfens in the shower shape simulation
or to a deficiency in the passive material simulation. ForNNMX sample, the kinematic peak
comparison is presented in Figur2a). Figurel2b) shows the Kolmogorov-Smirnov (KS) test
probability distribution as a function of the relative ghif the energy distribution between the
data and the simulation. Shifts above 20 MeV are excludedchmtorresponds to a relative
energy scale agreement better that®®. The systematic uncertainty on the relative energy
scale at the kinematic peak is taken to b2%0 to account for the uncertainties of the HERA
beam energy, for uncertainties in the resolution adjustimghe simulation, deficiencies of the
double angle method and a residual variation of the levegoé@ment in the kinematic peak
between data and MC forffierentQ? bins.

5The influence of initial state radiation, whiclffectively reduces the electron beam energy, is small for this
kinematic selection and is included in the simulation.
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Calibration using n° — yy. The double angle energy calibration determines the eneajg s
of the individual SpaCal cells and radially dependent caiovas of the energy loss for scattered
electron energies close to the electron beam energy. Thatides from the linearity of the
SpaCal response are measured usthg> yy decays which probe much lower energies.

Events with two clusters in the electromagnetic SpaCal @eetre selected. The larger of
the two cluster energies is required to be abaeGeV, exceeding the trigger energy threshold,
the smaller cluster energy is required to be abave3®V. The event vertex is determined from
tracks reconstructed in the Central Tracker. The two clasdee assumed to be produced by
two photons. The invariant madd,,,, is calculated using the reconstructed cluster energig:s an
positions.

The simulation oft® — yy decays is checked using the PHOJET MC sample. A reasonable
agreement of the simulation with the data is observed fotdtad energy of the two clusters as
shown in figurel3a). The simulated® energy spectrum is reweighted to that observed in the
data, in order to reproduce the opening angle and individioaton energy distributions.

The two-photon mass distribution is shown in figur@). A prominent peak above the
background is observed close to the nomimnaimass. The peak is shifted to lower values,
around 130 MeV instead of 135 MeV. Thidfiidirence is not reproduced by the MC simulation
after the double angle calibration. The figure shows theidigion of simulated events after
applying an additional correction ef3% to the energy scale for them. The data and the sim-
ulation are then in a good agreement. The shift of the peakssibly caused by not fully
simulated energy losses in the dead material in front of #herieneter.

The lowyy invariant mass and the relatively high photon energy cutsdarstudy oft® — yy
decays lead to a rather small separation between the phlotters in SpaCal, with an average
separation of only 13cm. An overlap of the adjacent clusterdd lead to an energy scale
shift. Additional studies are performed to estimate thiisa. The data sample is split into sub-
samples with approximately equal statistics based on tigeda@r smaller cluster energy or on
the cluster separation. In addition, thg, distribution is studied as a function of the projected
7° location in the calorimeter, the latter being calculatedmgnergy weighted sum of the two
cluster positions. In all these studies the relative shifthe energy scale in the data versus the
simulation are consistent within 1% which is taken as a syate uncertainty of the energy
determination aE, = 2 GeV.

A check of the relative energy scale usirfydecays is also performed for the SVX sample.
The larger distance from the decay vertex to the calorimedals to larger separations between
photon clusters, on average 18 cm. The relative shift oMhgdistribution between the data
and the simulation after the double angle calibration2s7/% in this case, consistent with the
shift observed for the NVX sample.

The relative bias of the energy scale is corrected in theatasiaming a linear dependence on
E:. No correction is applied & = 27.6 GeV and a correction af3% is applied aE; = 2 GeV.
The systematic uncertainty of the energy scale deternoimagialso assumed to follow a linear
dependence rising from®% atE, = 27.6 GeV to 1% at 2 GeV.

Tests of the SpaCal Energy Calibration. The SpaCal energy response is checked using
J/v — eedecays and QED Comptomp — epy events. Thel/y candidates are selected
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by requiring exactly two electromagnetic clusters with @mk@nergy of less than 22 GeV. At
least one of the two clusters has to be linked to either a BST@iGtrack and both clusters
must be associated with a BDC track segment. Events withiadditCJC tracks not associated
to the electrons are rejected, thus selecting events frastiel/ production. The event vertex
is defined by the CJC or the BST tracks.

In this study, the SpaCal energy measurement is explicittyected to the absolute scale
obtained from the mean ratio of the reconstructed to the rgéee electron energy from the
DJANGOH simulation. Both the double angle amticalibration corrections are applied, so
that the peak in the di-electron invariant maés distribution can be directly compared to the
nominalJ/y massM;;, = 3.096 GeV.

The distribution oM., for the NVX data is shown in figurg4. A clear enhancement around
the nominald/y mass is observed. The data are fitted with a sum of a Gaussi#mefgignal
peak and a second order polynomial to describe the backdshape. The fit uses the binned
maximum likelihood method. The measured Gaussian peakiquosigrees withM;,, within
1.30. Based on this agreement the deviation from the nominal gremgle is limited to be
below Q8% at 68% confidence level for energies of about 6 GeV.

QED Compton events are used to check the calorimeter enealy iscthe intermediate
energy region. For elastic events, the energy of the sedttdectron is relatedp] to the polar
angles of the scattered electréyand the photo®, by

2E¢sing,

E22 .
Sine + siné, — sin(@e + Hy)

QEDC —

(21)

The comparison of the measured electron energy ﬁggjc tests the SpaCal energy scale
linearity in the range 4 23 GeV.

For the QED Compton energy scale check, a bias free recotietruaf the electron and
photon angles is essential. Therefore in addition to thelASDC event selection described in
sectiorB.2.1, both electron and photon SpaCal clusters are required toledlto BDC track
segments. This implies that the photon converted in thectetenaterial in front of the BDC.
The electron cluster is identified by requiring a BST link. T#teton cluster must have no
associated signals, neither in the BST nor in the CIP.

The results of all calibration studies are summarised inéd6. Both theJ/y and the var-
ious QEDC energy scale determinations are inside the wosrband. The scattered electron
energy distributions and the uncertainty bands attach#éteteimulatede, distributions in the
kinematic peak region are shown in figuréfor the NVX and the SVX analyses. The data are
well described by the simulations.

8.2.3 Calibration of the Hadronic Energy Scale

The calibration of the calorimeters employed for the hadréinal state energy measurement is
based on kinematic constraints relating the scatteretreteto the hadronic final state. For the
calibration of the LAr calorimeter, conservation of thealdransverse momentuf is used.
The SpaCal calibration makes use of the conservatid-é,.
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Calibration of the LAr calorimeter.  The hadronic final state in the central and forward re-
gions of the H1 detector is reconstructed using a combinatioracks and LAr energy deposits
(see sectior6.4). The LAr calibration cofficients are determined for the eight calorimeter
wheels, each subdivided into eight octants, separatelyhihadronic and electromagnetic
sections. There are thus 120 calibration constants inftatatresponding to the calorimeter
segmentation in rapidity, azimuthal angle, and depth. Bimeescalibration procedure is applied
to the data and the MC simulation.

To reduce the influence of the SpaCal on the calibration of the forward and central
hadronic angles are selected:°18 6, < 150°. The electron transverse momentur$ is

determined from the SpaCal energy and theneasured by the BST. The photoproduction
background is reduced to a negligible level by requitig> 20 GeV.

In the calibration procedure, a least squares minimisaifdhe following function is per-

formed
2

Ll@) = ) |Ps =PI + PP+ > P} - [cosgpe - gn)l | - (22)
j

Here the transverse momerd’ and P are the vector sums of the contributions from the
tracks and the SpaCal, respectivé&,are the vector sums of the contributions from all cells of
a calorimeter volumg, ¢y is the azimuthal direction of the hadronic final state andre the
calibration coéicients, which are free parameters. The outer summatiorrisrpeed over all
DIS events selected for the calibration.

The P balance between the scattered electron and the calibram@ric final state is
studied as a function of various variables, suclPf%, andys. For central events, wherg >
1072, the simulation reproduces the behaviour of the data wRPtraccuracy. At lowes}, the
hadronic final state is produced at small polar angles anthffpiescapes the LAr acceptance.
In this case, simulation and data agree within 10%. The syaie uncertainty of the hadronic
scale is therefore extrapolated linearly in Jpgrom 10% atys = 103 to 2% atys = 1072, It is
then set to 2% foys > 0.01. Figurel7 shows the overalP; balance for the standard analysis
selection. The vertical line &"/P¢ = 0.3 indicates the analysis cut value. An increase in
number of events foP} /P2 < 0.3 corresponds to very low < 0.001. The data agree with the
simulation within the hadronic energy scale uncertainty.

Hadronic Energy Calibration of the SpaCal. For large values of > 0.4, the contribution

of the SpaCal to the totdE—P, becomes larger than the combined contribution of the LAr
calorimeter and tracks. Given the accurate knowledge oStieCal linearity after calibration
(section8.2.2, the study ofE—P, as a function oE/ allows a check of both the linearity and
the absolute scale of the SpaCal hadronic measurement tode ma

The E-P, distribution is studied foE, > 7 GeV inE intervals of 1 GeV. For each interval,
a Kolmogorov-Smirnov test is performed to estimate a péssbift in theE—P, distribution
between data and simulation. For the SVX analysis, the dadattze simulation agree well
within their statistical uncertainties, while for the NV>ath sample a global shift ef 1 GeV is
observed. This shift is applied in the NVX analysis to theldated events. An additional sys-
tematic uncertaintyA(E—P,)spacai= 0.5 GeV, is considered for both SVX and NVX analyses.

5The most backward LAr wheel does not have a hadronic section.
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Figure 18 shows theE—P, distribution for the data and the simulation. The uncetyaband
includes a+0.5 GeV variation of the SpaCal contribution to the tdalP,.

8.2.4 Calorimeter Noise Uncertainty

Fory < 0.01, even a small fake energy contribution in the LAr can gghpaftfect the determi-

nation ofy,. Therefore, a dedicated procedure is used to identify therioAse, as described
in section6.4. Samples of LAr electronic and beam induced noise are redardspecial runs

and added to the simulation.

The uncertainty of the noise influence on the DIS cross sectieasurement is determined
as a function ofy, by studying the ratign noise/ (Yh + Yh.noise)s Whereyn noiseis defined ag noise =
(B — P2i)/2E. with the sum extending over the identified noise cells onlyisTtomparison
is shown in figurel9 for the NVX and SVX data samples together with contributiomg,
from the tracks, LAr and SpaCal calorimeters. The noiseifvaés described by the simulation
within 10% accuracy which is taken as a systematic unceytaiote that at highy the noise
fraction is small. More details on the LAr noise uncertaiesgimation can be found i8£,83].

8.3 Background Subtraction
8.3.1 Methods

The dominant background source for this analysis arisas frery low Q> photoproduction
events in which the scattered electron escapes detecttbe lackward beam pipe and a parti-
cle from the hadronic final state mimics the electron. Otlweptial background sources arise
from nonepinteractions. They are studied using non-colliding HERAdhes and are found
to be negligible.

For a fraction of photoproduction events the scatteredreleds detected by the electron
tagger of the luminosity system. These events are used dy s photoproduction back-
ground. The acceptance of the electron tagger, which qorets to the geometrical aperture
of the detector as well as to the detectidiiogency, is determined using Bethe-Heittgy— epy
events §0], in which the scattered electron and the emitted photordatected in the electron
and photon tagger, respectively, and is parametrised ascéidn ofy. The acceptance is large
in the range B < y < 0.6.

The simulated photoproduction background (PHOJET) is mtis@d based on events where
the scattered electron is detected by the electron taggkealanf the analysis selection crite-
ria” are satisfied. Two normalisation methods are used. In thenfieshod the background is
normalised globally and then subtracted bin-by-bin

i i Ntag
lep =N,

c——— Nbi = Niga— N, 23
bg MC Nbg MC. tag DIS data vp ( )

"For the electron method, this selection excludesBh®, cut in order to increase the electron tagger accep-
tance. In addition, to reduce the influence of overlappin§ Bhd Bethe-Heitler events, the absence of energy
deposits in the photon tagger is required, and the t&aF})t = E-P, + 2Eteagge,, whereEfagge,is the energy
measured in the electron tagger, has to be less than 75 GeV.
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Here,N ¢ (N‘yp) is the estimated number of DIS (photoproduction) eventiéncross section
measurement bin N, and N, - are the numbers of data and PHOJET events ini pin
respectively, andNig, Nog mc, tag are the total numbers of events detected using the electron

tagger in the data and the PHOJET simulation, respectively.

In the second method the background is normalised bin-végguhe bin-averaged tagger

acceptancéy and then subtracted in each bin
N| N

bg MC, tag i i tag
N MNos= N (24)

bg MC
whereNg,gandN}; . .., are the numbers of events detected by the electron taggeriiiniihe
data and the PHOJET event sample, respectively. Both melkbad$o a cancellation of global
selection uncertainties, while the second method (equ&up also allows local uncertainties
to cancel at the expense of an increased statistical untgrta

For the NVX-S9 analysis, the global normalisation of theKgaound (equatior23) is
used, since for this sample ti€ and 6, distributions are well reproduced by the simulation
(figure 20). Furthermore there is a direct control of the backgrounanadisation as discussed
in the next section. For the other analyses, a local bin-w@enalisation is performed. As
a cross check, both normalisation methods are used for rables, leading to cross section
results consistent within statistical uncertainties.

Ai:

8.3.2 Normalisation Uncertainty

The photoproduction background normalisation is chec&ethe NVX-S9 analysis using elec-

tron candidates associated with tracks of opposite chargleet lepton beam charge, termed
“wrong charge” tracks. Assuming charge symmetry of the gemlind tracks, the wrong charge
track sample gives an estimate of the remaining backgrautitei correct charge sample. The
track charge can be measured for tracks which are recotredric the BST sector equipped

with u strip detectors in addition to thredetectors.

In this method, any charge asymmetry creates a bias. Iniadldihe requirement of a
strip track in the background study could modify the norsetion compared to the standard
sample. The geometrical acceptance difidiencye of theu strip track reconstruction are first
determined based on a hi@j sample in which the background can be neglected. The accep-
tance and #iciency are well described by the simulation. The acceptdiféerence between
data and simulation is found to be@2- 1.3)%, while the iciency diference is determined to
be (02 + 0.5)%.

All events within theu sector acceptance passing the NVX-S9 analysis dljts,are clas-
sified according tdN,.c = Np + N, + N_, whereN, denotes all events without a linkedrack,
N, is the number of all events with correct sign tracks (posjtas expected from the scattered
positron) andN_ is the number of all events with wrong sign tracks.« & NEg/NE’g is the
background charge asymmetry ratio, then the total numbeackground events in thesector
geometrical acceptance is

N, —«N_

€

1
- NO+N_(1+ f)+N+(1——) .
€ €

Nbg = Nacc_ Nsig = Nacc_
(25)
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HereN,.{Nsig) denotes the number of accepted (genuine DIS signal) events

The charge asymmetry of the background for the PHOJET stioalés found to bex =
0.79+0.06. A dedicated study of the origin of this asymme@y][showed that the mainfkect is
due to the dierence between the proton and antiproton interaction sexggns and the visible
energy which they deposit in the SpaCal. A larger valu¢gEgp| is expected for antiprotons
since they annihilate at the end of their paths. Indeed,ifoulsted events withE/p| > 2 the
deviation ofk from unity is larger:ixk = 0.60+ 0.14. From the data witlE/p| > 2 a consistent
valuex = 0.65+ 0.12 is measuréd The charge asymmetry is also checked using events in
which the scattered electron is detected in the electrogetadt is found to be 82 + 0.17.
The PHOJET based asymmetry estimate is also consistenttivé@tialue estimated in3[]
using tagged events,= 0.91 + 0.04. In order to cover the findings on the charge asymmetry
explained above, a value= 0.9 + 0.1 is assumed for this analysis.

The ratio of the number of photoproduction events obtairg@dguequatior25 to the es-
timated number of events based on the electron tagger,iequg, for the E, range of the
NVX-S9 analysis, is = 1.00 + 0.14x, + 0.05,ym Here the first error gives the statistical
uncertainty and the second error corresponds to the umdgria the background asymmetry
determination. Figur@l shows the distribution oE, for the background events, estimated
usingu sector tracks. The systematic uncertainty on the backgroonmalisation is taken to
be +15%, based on the statistical uncertainty of tieector sample and the uncertainty in the
background charge asymmetry.

8.4 Luminosity Determination

The luminosity measurement is based on Bethe-Heitler edetésted using the photon detec-
tor. A precise luminosity measurement requires a good wtaleding of the beam optics, of the
photon detector acceptance and its variation with changgagn conditions. The uncertainties
related to the acceptance are similar for the NVX and the S&fé.d

The time structure of thep bunch crossings is characterised by the main proton bunch
accompanied by satellite bunches. Two such bunches aré.&nhs away from the nominal
bunch and lead tepinteractions at about70 cm from the mean vertex position. The photon
detector is sensitive in a time window of about 12 ns for Bededtler events and thus does
not distinguish interactions at the nominal vertex positimm satellite bunch interactions.
The luminosity measurement therefore requires the fracisatellite bunch interactions to be
determined independently. This is possible in H1 using T@RPU systems.

For the SVX data, with the main bunch centredzat 70cm, the backward satellite is
located az ~ O0cm. The backward satellite in this case gives a larger itwtion to the lu-
minosity measurement than the forward satellite at 140 cm. The fraction of events in the
backward satellite can be determined directly from thetioacof DIS events with a recon-
structed vertex around = 0cm and amounts t0.2%. A 3% uncertainty is assigned to the
luminosity measurement for the SVX data, which covers tlfiesinces observed between the
methods of determining the satellite bunch fraction and misludes uncertainties related to the
photon detector. The same procedure is performed to véwhcontribution from the forward

8At low energy, the contribution of DIS electrons witg/p| > 2 is negligible.
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Correlated errors

Source Uncertainty
E. scale uncertainty 0% at 276 GeV to 1% at 2 GeV linear ii,
fe Uncertainty @ mrad (BST)
0.5 mrad (BDC-Central vertex)
LAr scale uncertainty 10% at= 0.001 to 2% aty = 0.01 linear in logy
2% fory > 0.01
LAr noise contribution tce—P, 10%
SpaCal hadronic scale HGeV
vp background normalisation 15%
Luminosity 3% (SVX)
1.1% (NVX)
Uncorrelated errors
Source Uncertainty
BST diiciency 2% (BST)
BDC eficiency 15% (BDC-Central vertex)
Central Tracker vertexfgciency 2— 10% (BDC-Central vertex)
Trigger dficiency 09% (NVX)

1.1% (NVX-S9)
0.9% (SVX-BST)
0.7% (SVX-BDC)
Radiative corrections 6%

Table 4: Summary of the systematic uncertainties. For theladed sources, the uncertainties
are given in terms of the uncertainty of the correspondingea The &ect on the cross section
measurement varies from bin to bin and is given in tdlild 4. For the uncorrelated sources,
the uncertainties are quoted in terms of tee on the measured cross section directly and the
type of analysis is given in brackets.

satellite at+70 cm of the NVX data sample. In this case thatient methods are in agreement
within 0.7%, leading to a total luminosity uncertainty afl%.

In the course of this analysis an extended reanalysis of 98¢ tata aQ? < 12 Ge\?,
this sample termed B ir8[7], was performed, which reproduced the published crossosesin
shape. These, however, are to be multiplied by a factorG#4las the result from an improved
analysis of the satellite bunch structure and the photoactiat acceptance. This corresponds
to a shift of two standard deviations of the quoted luminosgieasurement accuracy.

8.5 Summary of Systematic Uncertainties

The systematic uncertainties are classified into two grolbipsto-bin correlated and uncorre-

lated systematic errors. For this analysis the correlabedces are the electromagnetic and
hadronic energy scales, the electron scattering anglecatogimeter noise, the background

subtraction and the normalisation uncertainty. The umdated errors are related to various
efficiencies and radiative corrections. A summary of the cateel and uncorrelated errors for
the present analysis is given in taldle
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The large overall contributions to the total error are du¢h®BST electron track recon-
struction dficiency and the Central Tracker vertefii@ency uncertainty. The correlated error
sources fiect the DIS cross section measurement in a manner which dementhe kine-
matic domain. The most pronounced variation arises withirie&asticityy. For highy, the
uncertainty is dominated by the photoproduction backgdo@bout 6% fory = 0.8). For in-
termediatey ~ 0.1, theE/ scale uncertainty becomes more prominent for the electrethaoa
(about 3% cross section uncertainty). ot 0.01, the dominant error source is the LAr noise
(up to 10% cross section error).

8.6 Control Distributions

Data and Monte Carlo simulation distributions of importanaqtities for the events passing
all selection criteria are compared in figurga- 25. Only events corresponding to analysis
bins passing the stability and purity criteria are congder The simulated distributions are
normalised to the measured luminosity. The DIS MC crossaegirediction is reweighted to
a parameterisation using the fractal model introduceddtiael1.1l A rather good (NVX) to
acceptable (SVX) overall agreement is obtained in the gegmm of the data by the simulation.

Figure 22a-d) shows basic kinematic and vertex distributions forNhX analysis. The
background from photoproduction events is very small. laiger at lower scattered positron
energieE, as can be seen in figurgg e) and f), which show th&/ andé, distributions for the
dedicated higly analysis (NVX-S9). In figur&3 basic kinematic distributions for the SVX-
BST analysis a)-c), the SVX-BDC analysis d) and the SVX-BST ymislconsidering events
from ISR bins only e), f) are shown. The ISR distributions eeey well reproduced by the
simulation. The other SVX plots reveal a small normalisatigference. Figur@4 shows thex
andQ? distributions for the two kinematic reconstruction metsoelectron and, in the NVX
analysis. Figuré5 shows similar distributions for the SVX analysis. Events anly taken
into account from bins which pass the stability and purittecia and are covered by the chosen
method. For the SVX sample the data are less well descrildftr the NVX sample, but
consistency is observed within the total measurement taingr including a 3% normalisation
error of the SVX data.

8.7 Cross Checks

The stability of the cross section measurement is testeld avidet of dedicated cross checks
which can be divided into three classes: (i) checks for agilaa set and a given reconstruction
method, (ii) checks of the consistency between theint reconstruction methods, and (iii)
checks of the consistency between thiéallent data sets.

The consistency of the cross section measurement for a daterset (e.g. NVX) and a given
reconstruction method (e.g. the electron method witmeasured by the BST) is studied by
splitting the data into two approximately equal sub-sampled comparing these sub-samples
to each other. The data are compared as measured with the aigh¢he lower half of the
SpaCal, for negative and positizevertex positions, and dividing the sample into an early and
late data taking period. These tests are sensitive to IdiEdts like éficiency variation, energy

32



miscalibrations and the stability of the luminosity mea&snent. In such studies no significant
deficiencies in the data are observed.

For the comparison of the cross section measurements foea data set but usingfér-
ent reconstruction methods, the test samples are stroagigiated. The uncorrelated statistical
uncertainty is estimated in this case by subdividing theutated events into a number of in-
dependent sub-samples of equal size. The measurement ofoe sections is repeated for
each sub-sample and the statistical uncertainty is caémlikss the luminosity rescaled RMS of
the resulting variations of the cross section measurememgploying this technique, the cross
section measurements based dtedent triggers and ffierentd, reconstruction methods (BDC
and BST) are compared. In most of the cases the measuremémnesaeh of the samples agree
within the uncorrelated statistical uncertainty. In a feges the measurements agree within the
total uncertainty only. A particularly interesting testh& comparison of the cross section mea-
surement performed with the electron and sigma methodss #ive two methods haveftérent
sensitivities to systematic error sources. The two metbadsoth be applied in many common
bins where the purity and stability of the measurement agh for both methods. Figur2é
shows an example of this comparison, performed for the NVX-B&ta set.

The third class of cross checks compares the cross sectiasumgments performed with
different data samples: SVX is compared to NVX and the new datecem@ared to the pre-
viously published results. This comparison is an integeat pf the cross section averaging
procedure, as discussed subsequently.

8.8 Cross Sections

The cross section data measured from the SVX and NVX datalsarage given in tablek0-14
and presented in figur27. The uncertainty of the new data is typically-34% and larger at
the acceptance edges. Lowest value€éf down to 02 Ge\?, are reached with the shifted
vertex data. The analysis of the SVX data is mainly based erB®T but complemented by
an independent analysis using the BDC at lower radii. @between & and 35 Ge\?, the
NVX and SVX cross section data overlap in their kinematicezage and are observed to be in
agreement. The kinematic region of largg# > 5 Ge\? is covered by the nominal vertex data.
The data at highegt, corresponding to smallesgt are obtained using the dedicated trigger S9
and can be seen in figuld to be consistent with the behaviour®f towards smalk.

9 Combination of H1 Cross Section Measurements

The new data cover a kinematic region which overlaps witla dats taken at 820 GeV proton
beam energy in 19953p] and in 1997 (sample B)3[7/]. The combination of all these data,
as described subsequently, provides a single data set iratige (2 < Q? < 12Ge\? and
5-10°% < x<0.02.
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9.1 Procedure

The combination of the data sets is based on the prescriptimduced in 87] which is ap-
plicable if the uncertainties of the measurements do notwemn the central values. This
procedure is described in secti®ril.1 For the cross section measurements the estimated sta-
tistical and systematic uncertainties depend on the derghaes. This leads to a modification

of the averaging procedure as is described in se&ibr2

9.1.1 Linear Averaging

The averaging procedure is based ggfaninimisation. For a single data set, th&function
can be defined as

2

' 5,Ui [
[m_ZjT(aj_a’j)_ﬂ a: — a
dho(me)= Y o e BETS
i j aj

Herey' is the measured central value at a poivith combined statistical and uncorrelated sys-
tematic uncertainty; = (A%, + A% o) > Furthera; denotes the central value determined for
a correlated systematic error source of typeith an uncertainty,;, while Au' /da; quantifies
the sensitivity of the measurementat the point to the systematic sourde The functlorp(exp
depends on the set of underlying physical quantitie&lenoted as the vecton) and the set of
systematic uncertainties (a). For the reduced cross section measurements ong' has,

i denotes ax, Q%) interval, and the summation ovgrextends over all correlated systematic

sources.

Introducing the variableb; = (aj — «;j)/A,, andF‘. = (6,u‘/6aj)Aaj, equation26 can be
written as
m - z I'b

xop(mb) = |

+ Z b2, (27)

If several analyses provide a number of measurements aathe & Q?) values, they can be
combined using the formula above, generalised for the chismilbiple data sets. Then a total
x? function, x4, is built from the sum of thg?Z,, functions for each data set according to

Ns r

Jl Jeb _'“13]2 NIT
X2 (mb) = Z Z wie+ ) b2, (28)
=1

where the summation over(j) runs over allNy measured points (alNs systematic error
sources) of all data sets considered. The symbpls equal to one if data setcontributes a
measurement at the pointotherwise it is zero. Similarly, the symbE‘Le equals to zero if the
measuremeritfrom the data seg is insensitive to the systematic sourgeThis definition of
x&, assumes that the data setare statistically uncorrelated. The systematic error cesb;,
however, may be either uncorrelated (separate sourcesym@lated across data setsffeient
data sets sharing a common source).

34



SinceyZ, is a quadratic form ofn andb, it may be rearranged such that it takes a form
similar to equatior26

Nm
xoMma) =k, + (29)
i=1

+ - (aj - a/j,ave)(ak - ak,ave)(A’S)jk :

The data averaging procedure, described in detail in appéndletermines the average values
-3¢ the uncorrelated uncertaintids,,, the average systematic error source valugs., the
dependencies gf-®® on ¢, du'*®/daj, and the matrix L) k. The value ofy?. corresponds
to the minimum of equatio28. The ratio)(ﬁﬂn/ Ngof IS @ Measure of the consistency of the
data sets. The number of degrees of freedayy, is calculated as the filerence between the
total number of measurements and the number of the measaonet$ ply. This procedure
represents a method to average data sets, which allowdatmns among the measurements
due to systematic uncertainties to be taken into account.

The matrix Q%) x can be diagonalised and th&function takes a form similar to equati@

. : . 2
Nv [mi — ZN:sl [havey — ave Ns
Ao (mb) =2+ > > o L, CE (30)
i=1 i,ave j=1

whereb] = Yk U(bx — Brave)Djj andBiave = @kave/ Ag,. The orthogonal matrixJ connect-
ing the systematic sources before and after averaging andigigonal matriXD are given in
appendixA.

9.1.2 Implementation for the Cross Section Averaging

The y? function of equatior26 is suitable for measurements in which the uncertainties are
absolute, i.e. do not depend on the central value of the measunt. However, for the H1 cross
section data considered here, the correlated and undedetgistematic errors are to a good
approximation proportional to the central values (muitiglive errors), whereas the statistical
errors scale with the square roots of the expected numbeeat® In this case the combination

of the data sets using equati@f leads to a small bias to lower cross section values since the
measurements with lower central values have smaller alesohcertainties. To take thisfect

into account, the? definition is modified to

. L 12
m — > y'mb; — '

ngp(m’b)zz ) [ ZJ?/J_ : ,u] 2+Zb12 (31)

. 5fstaﬂl (m' - y'jm'bj) + (6i,uncorm') i
Herey, = [j/u', istat = Aisa/f @nd6iuncor = Aiunco/pt' are relative correlated systematic,
statistical and uncorrelated systematic uncertaintyeaetvely. Thisy? definition is used for
the averaging procedure and also for the phenomenologieflss of the data (see sectib).
Equation31is equivalent to the one used in previous H1 analy3@p to modifications in the
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denominator. In contrast to equatidn, they? function of equatior81is not a simple quadratic
form with respect tan' andb;. The average is found in an iterative procedure: first eqnatt

is used to get an initial approximation f@®'® andp; e Which are used to recalculate the errors
aslj = yj ' andA? = 67 1 (12— 3} ¥, Bj.ave) + (Siuncortt"**%)?. Then the determination
of i#¢is repeated. Convergence is observed after two iterations.

For measurements with multiplicative errors the geometgan instead of the arithmetic
mean can be used as an alternative, i.e. the average ismeddor Incl. In this case the
quadratic equatio7 can be used by replacing — In oy, Ai = (67 + 67 yneo) > @NAT, — /.
This logarithmic averaging procedure is used as a croskchec

For the NVX and SVX analyses, the measured cross sectioesailuy the statistical and
uncorrelated uncertainti@ssia, diuncor and all correlated systematic uncertaintjnfbsas well as

the total errow; ot = [0%,.,+ 62, . + Zj(yij)z] Y2 are given in tableg0-14. The average of the

i,stat L,uncor - ;
H1 data is reported in tabld$-20, where the average reduced cross sectidd¥ = 128 the

statisticaly; ayestas UNcorrelated; aveuncon correlatec;/ij’a"e and totab; avetot = [6avestart O aveuncor™

Zj(yij’e“’e)z]l/2 uncertainties are given. The transformation mattixs given in table21. The
shifts of the central values of the systematic error souritesnits of the systematic errors
@jave/ Aoj, are given in tablé.

9.2 Compatibility of SVX and NVX Data

The combination of the SVX and NVX data depends upon assomgptn the correlation be-
tween diferent data points, within a data set as well as across thesdttaFor each data set,
two types of systematic uncertainty are considered: fullyelated ones, which are treated as
«; in equation31, and fully uncorrelated ones, which are added to the statisincertainties in
guadrature and treated &9n equation31. Following the notation in tablé, the six sources of
correlated uncertainties ag scale g, LAr hadronic energy scale, LAr noise, SpaCal hadronic
scale and photoproduction background. A further corrdlatecertainty arises from the lumi-
nosity measurements. Concerning the relation between dttatlse systematic uncertainty of
the luminosity measurement is separated intco&dX¥ully correlated theoretical uncertainty and
an uncorrelated experimental part due to variations of beraardetector acceptance conditions.
The other systematic uncertainties are considered to bartahated.

The systematic uncertainties which are correlated betwlegan points can be assumed as
either fully correlated, uncorrelated or partially coateld between the NVX and the SVX data.
The reasons for correlations between data sets are thastgnih the calibration procedure and
the detector setup. Uncorrelatefieets arise from variations with time ftBrences between the
kinematic ranges of the calibration samples, the dead mahttére detector illumination or the
acceptance. For each source the uncorrelated part is mpatant and thus all sources are
considered to be uncorrelated between the NVX and the SV&X dat

To check the sensitivity of the averaged result to the cati@t assumptions, the average of
the NVX and SVX data, obtained by considering the six systensaurces to be uncorrelated,
is compared to 2- 1 other possible assumptions in which each source is eitiffigrcbrrelated
or fully uncorrelated. Most of the cases lead to numericaithall variations for both the central
values and the total errors of the average data. The onlyfisgm variation is observed for
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the lowesty points forQ? > 2 Ge\?, if the LAr noise is assumed to be correlated between the
NVX and SVX data. Since the LAr noise, however, is a time dejeean uncorrelated source,
no additional systematic uncertainty is assigned to thebtioead measurement.

The NVX and SVX data sets are fully consistent, accordinght dveraging procedure,
with sznin/ Ngot = 19.5/39. The shifts of the central values of the systematic uaggrés do not
exceed one standard deviation.

9.3 Global Combination of Low Q* H1 Data

The new data given in tablé€-14 are combined with the previously published H1 data obtained
for a similar kinematic region. The comparison of the présgnss section data, obtained
by averaging the SVX and the NVX data, with the published £m®ection data, is given in
figure 28. The new data are in agreement with the published NVX97 dathtpking the
+3.4% normalisation shift of the published data (sect4) into account. The data are also
consistent with the SVX95 dat&%] within their rather large uncertainties. For the combimat

of all data, the systematic uncertainties are considerée tmcorrelated across the data sets.

The published H1 date8p,37] were taken with a proton beam energyBf = 820 GeV.
Therefore a centre-of-mass energy (CME) correction, basedgoationl, is applied when
comparing to the previously published cross section adcQr

2% Q) = a7?%(x Q) + F'(x, Q%) [ f (ys20) — f (yo20)] - (32)

Here o7?%(x, Q?) is the reduced cross section rescalecEto= 920 GeV;c¥?%(x, Q?) is the
measured reduced cross sectionEgr= 820 GeV,yg,o andygyg are the inelasticities for the
two proton beam energies calculatedyas Q®/4E.Ex, andF{(x, Q) is calculated using the
fractal model forF,(x, Q%) andR = 0.5. This correction becomes large only at highTo
avoid any sizeablefiect of the energy dependencemf on the combination of the 820 and
920 GeV data, the combination of the points at the saxn@?) is restricted to a region of
ys20 < 0.35. At highery the measurements are kept separately but they fégeted by the
combination procedure. The residual dependence of tlessumption for the average points
is negligible. For illustrative purposes, the CME corregtimapplied to all 820 GeV data points
in figures28-32.

The H1 data sets are consistent with each other. If all sasgrkeaveraged in a single step
one obtaing2,/ ngr = 86.2/125. Shifts of the central values of the systematic SOutGEs,,
are given in tabl®. The systematic shifts imposed by the averaging procedammastly within
one standard deviation. The most noticealffeats are a downward shift of the normalisation
of the SVX95 data and a modification of the LAr hadronic enesggie of the SVX data which
corresponds to a small adjustment of the SVX data at large

The combination of the H1 data using tiedefinition of equatior81 has been compared to
that using the? definition of equatior27 and also using the logarithmic averaging procedure.
For the bulk of the phase space, the definition of equétibmnould lead to a change of typically
—0.7%, which increases t62.0% for the data aQ? < 0.5 Ge\~. For the logarithmic average
the diference compared to equatidhis typically below 01%.
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Systematic Source Shiftin o

SVX95 NVX97 NVX SVX
E; scale 0.03 119 -032 036
O 020 -0.72 103 048
LAr scale -0.09 006 -023 -1.79
LAr noise — -106 -0.20 -113
SpaCal hadronic scale — — 048 -1.66
vp background 048 -0.10 005 Q10
Luminosity -1.60 066 010 017

Table 5: Shifts of the central values of the systematic uag#iesa | ave/d., based on the aver-
age of the publishel, = 820 GeV and the new NVX-SVX data. For example, the quotedevalu
for the luminosity shift of the SVX95 sample,1.60, corresponds to al.60 x 3% = 4.80%
downward shift of the SVX95 cross section values.

9.4 Combined Cross Section Results

The combined lowQ? data and the resulting uncertainties are listed in tab%20 and shown

in figures28-32. There are 149 data points. The total uncertainty in therae@¥, x region

of this measurement is about 2% but it becomes larger towhedsdges of the covered phase
space. At highy, for example, the measurement @avalue of a few Ge¥ has an uncertainty
of about 5%.

Figures29 and 30 show the combined H1 reduceg cross section measurement and dif-
ferent phenomenological descriptions as introduced bekaw all Q? bins, starting at large
the reduced cross section first increasesxfes 0. ForQ? > 0.6 Ge\? there is a characteristic
turn over of the cross section observed at the smatleatues. This region, for ead®?, corre-
sponds to highest inelasticity,= Q?/(sX), and thus the turn over at~ 0.6 can be attributed to
the influence of the longitudinal structure functibp.

Fory < 0.6 the influence of the longitudinal structure function is $raad thus one can
extract the structure functiof, with only a small residual dependence on the assumption on
FL. UsingR = 0.5, F, is extracted and shown in figuBd. The structure functiof, exhibits a
steady increase as— 0 for all Q? bins.

Figure32 shows the measurement of the virtual photon-protdecéve cross sectioafrrsffp
as a function of? at various values dV. The H1 data are compared to the data of ZEBS [
39 and to diterent models, as discussed below. A good agreement betieatata sets is
observed. The H1 data extend the HERA measurements to higtiéoaerW and also cover
the Q* ~ 1 Ge\? region.

10 Cross Section Analysis

10.1 Rise off, at Low x and Extraction of R

The rise of the structure functidf, towards lowx has previously been described by a power
law in x, F, = c(Qz)x‘”(Qz), where the exponentincreases approximately logarithmically with
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In Q? for Q? » 2 Ge\? [88]. This simple parametrisation has been shown to mode fiaata
well for x < 0.01.

This idea can be extended to fit the reduced cross seatian order simultaneously to
extract the exponent and to estimate the longitudinal structure functln The measured
epcross section is sensitive to the longitudinal structurefion F| only for largey > 0.5, a
region which corresponds to a limitecrange for a giverQ? value. Gluon dominance at low
X suggests that the functidh. may exhibit anx dependence similar tB,. In the subsequent
studies using this ansatz it is assumed thats proportional toF, and that the cd&cient of
proportionality depends only o@?. For the extraction of, the ratio ofo, /ot = Ris used
such that

2
FLUQR) = P @) 1o @)
d
* 2 ) _ 2\~ AQP) |1 _ R(Qz)
7@ = @D |1 1) | 34)

The combined 1995-2000 H1 lo®? data are fitted following equatiddv for eachQ? bin.
These fits describe the data very well, as is illustrated iar&@9. The results of these fits
are shown in figure83 and34. The fit results for1(Q?) are given in tablé. One can see in
figure 33b) that the parameter shows an approximately linear increase as a function @fIn
for Q> > 2 Ge\? as has been observed previousi§][ For lower Q? the variation of? is
diminished but relatively large uncertainties preventmtdiconclusions. The normalisation
codficient c(Q?) rises with increasing)? for Q> < 2Ge\? and is consistent with a constant
behaviour in the DIS region, as i&ag).

The values of the cdicientR(Q?) are consistent with no dependence@h The mearR
is 0.55+ 0.05 with® y?/ ngor = 7.9/(8 — 1). While the experimental error is small there is a very
strong model dependenceftfdrent parameterisations fé% leading to significant changes in
F., see sectiod1l. The value of the averadgeobtained in this model is consistent within about
one standard deviation witR = 0.5 oro| = %ch. This value ofR leads to arF_ which is
higher than the first direct measurementgfat low x performed by the H1 collaboratio89).
The data in §9] correspond however to high€? values £ 12 Ge\?).

10.2 Determination of F| using they Dependence of the Cross Section

The turn-over of the measured DIS cross section for the Bighealues, apparent in figuizo,
can be used for an extraction of the longitudinal structunefionF_ using the so-called deriva-
tive method B7]. The derivative of the reduced cross section with respeltj is

do, __dF, 2y%(2-y) B y? dF_
dNyloconst  dINXx Q+@Q-y)22 " 1+(@1-y2dInx’

(35)

At high y for a wide variety of models the term proportionalRp becomes numerically larger
than other contributions. Therefore the extraction of teawvative provides means for deter-
mining F,_ at low x andQ? with little phenomenological assumptions.

9For the determination of the meaR yvalues from diferentQ? bins are assumed to be uncorrelated and total
errors are used.
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Q?/GeV? A Oastat | Oauncor | Oacor | Ontot
0.35 0.129 | 0.029| 0.026 | 0.024 | 0.046
0.50 0.192 | 0.022| 0.016 | 0.012| 0.030
0.65 0.157 | 0.010| 0.011 | 0.006 | 0.016
0.85 0.149 | 0.009| 0.009 | 0.005| 0.014
1.20 0.177 | 0.007 | 0.007 | 0.005| 0.011
1.50 0.158 | 0.004 | 0.006 | 0.004 | 0.008
2.00 0.171| 0.003| 0.005 | 0.004 | 0.007
2.50 0.166 | 0.002 | 0.005 | 0.003 | 0.006
3.50 0.177 | 0.002 | 0.003 | 0.002 | 0.004
5.00 0.198 | 0.003| 0.004 | 0.002 | 0.005
6.50 0.205 | 0.003| 0.005 | 0.003| 0.007
8.50 0.216 | 0.003| 0.005 | 0.003| 0.007

Table 6: Results of the fit (equati@¥) to the combined H1 lowQ? data on the exponent
with the statisticab, s, Uncorrelated systemati yncor, COrrelated systematit, .o, and total
uncertainties , tot.

Experimentally, @ /d Iny is approximated by,,Ac /Ay, which is calculated for each pair
of cross section measurements in neighbouring bins. KAgre determined using bin centre
values, andy,y, is the logarithmic average value. Only thg = 920 GeV data are used in this
determination. The H1 data are illustrated in figBf&and are compared to the fractal and dipole
models discussed below in sectialik1and11.2 Similar analysis using thg, = 820 GeV
data was presented i&@f]. The systematic uncertainties are evaluated by changi@gitoss
sections for each source of systematic uncertainty andatieygethe calculation of the cross
section dfference. For the model predictionsy, /Ay is calculated in an analogous way and
using the same binning as for the data.

For the extraction of the structure functién, the fractal fit, introduced in sectidhl.], is
used to estimate thed/d In x contribution toAo, /Ay, and also for the bin centre correction.
To reduce the dependence Bg, only Ao, /Ay value corresponding tg = 0.735 are used to
determineF, .

The resulting longitudinal structure function values dreven in figure36. The derivative
method is only weakly dependent on the model assumptionereTdre however large exper-
imental uncertainties, mostly due to statistics and theqgroduction background at large
The F| data are consistent with a consté&ht 0.5, as introduced above, and also with smaller
values onR, as obtained in the dipole models. The dependence of theumsrasnt on the
assumption made fd¥, is estimated by a comparison with results obtained whemaisgLF,
to be independent of. The diference between the extractedvalues is shown as the band at
the bottom of figure36.

11 Model Comparisons

In the following the combined data are analysed in the cdmtithe fractal model33] and two
versions of the colour dipole modelZ,45], which unlike pQCD may be applied to describe the
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Parameter | Value | Uncertainty
Do (GeV?) | 0.75 0.03
D, 0.052 0.002
D3 -1.16 0.03
Q3 (GeV?) | 0.093 0.010
R 0.56 0.07

Table 7: Parameters of the fractal fit and their total ungeres. For the central fiD, is kept
constant:.D, = 1.08. If the parameteD; is floated, the fit give®, = 1.061+ 0.012.

transition region from photoproduction to deep inelastattering. Fits are performed using
equation31.

11.1 Fractal Fit

In the fractal ansatZ3f3] , the proton structure functiof, is parameterised using five parameters

Qo andDg to D5 as
2 D3+l

0

Q?
1+ ?
0

2 2 Q5 o x D+l -Diln
F2(Q% %) = D0Q0(1+ &) 1+ D;—Diinx|"
The parameters of this model are determined with a fit to tbescsection data, except for the
parameteD,, which governs the structure function behaviour for thetppmoduction regime
and is fixed toD, = 1.08. This parameterisation is used in the Monte Carlo rewiighgro-
cedure. The fractal modeBg] does not provide predictions fét.. The same prescription is
followed as for thel parameterisation fit described in sectioh 1taking theF_ contribution to
be proportional td-,.

The values ofR are found to be consistent with thefit and with being independent of
Q?. Thus for the fractal parameterisation of the reduced csession,R is taken to be a
constant, which results in the simple five parameter reptaten used in the present anal-
ysis. The parameters of the fit are given in talle The fit describes the data well with
Y%/ Ngof = 1553/(149 - 5). Similarly to thea fit, the value ofR = 0.56 + 0.07 is consis-
tent within about one standard deviation wikh= 0.5. This agreement with the fit may be
attributed to the structure functidfy having a power law-likex dependence.

11.2 Dipole Model Fits
In the GBW model 42] the dipole-proton cross section(See sectiom) is given by
F(%, 1) = oo {1 - exp[—rz/ (4r§(x))]} , (37)

wherer corresponds to the transverse separation between the apitke antiquark, ang is
anx dependent scale parameter, assumed to have the form

309 ~ (x/%0)" - (38)
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Parameter | Value Uncertainty
oo (Mb) 24.5 0.5
P 0.256 0.003
X0 0.60x10* | 0.03x10*

Table 8: Parameters of the GBW dipole fit and their total uadeties.

Parameter | Value Uncertainty
Rim (fm) 0.605 0.008
Pl 0.260 0.003
X0 0.45<10% | 0.03x10™*

Table 9: Parameters of the IIM dipole fit witlly = 0.7 and their total uncertainties.

For smallr < rq, & is proportional tor? (colour transparencyr ~ (r/2ro)?) while forr >
ro the cross section approaches a constant value (saturétieng). The boundary in the
(x, @) plane which separates these regions is described by tiiedtline” at thex dependent
saturation scal®?3(x) = 1/r5(X). The model provides predictions for bat ando_ in terms
of only three parameters;y, X, anda.

The fit to the reduced cross section with the dipole model of GB®BBW fit") yields a
Y2/ Ngof = 1831/(149 - 3), acceptable but worse than that for the fractal model.ast een
suggested that improved modelsmfead to a better description of the data and a variety of
models has been developed. As an example, a fit usiag proposed in the 1IM model, with
No = 0.7 as defined in45], has been performed. This fit also has three free paranatdrgives
Y%/ Ngot = 1782/(149- 3). The results of the two dipole model fits are shown in fig3@82
and35-36. The dipole model fit parameters are given in tal@desdo.

To trace the origin of thg? differences between the models, predictions for the structure
functionsF, andF, are compared individually. As an example, fig@itshows the comparison
between the three models for the I3 = 1.2 Ge\2. The structure functions, agree rather
well for the models considered far> xs = 0.18x 1074, wherex; corresponds to the saturation
radius of the GBW dipole model at the chosgfivalue. However, fok < xs the dipole models
show a softe, dependence o®. This holds in particular for the IIM dipole model. The
main diference between the models is in the structure fundfiarAs shown in figured7, the
predictions of the dipole models are nearly half of the reful F_ obtained with the fractal
model analysis.

The strict correlation betwedf, andF, predicted by the dipole models could be broken
by higher twist &ects PQ]. To quantify the influence of the structure functibp another fit to
the reduced cross section data is performed, in whiclirthgrediction of the dipole model is
scaled with an additional free parameBgr

FL(x @) = FI™f(x, Q%) (1+ BL) . (39)

With B_ as a formal free parameter the GBW fit retuB)sdeviating from 0 by more than 3
standard deviationdg3, = 0.54 + 0.15. The fit for the IIM model does not yield a significant
change for thé=, prediction:B, = 0.15+ 0.14.
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To summarise, a steeper rise to sma¥ef the structure functiof,, together with a larger
Rvalue as obtained in the fractal model fit with constangives the best description of the H1
data. However, a shiciently softer rise ofF, together with a smalleF_, as predicted by the
[IM model, also describes the data well. For the GBW modelrideeofF; is rather steep such
that the fit to the data prefers a lardgr, which is inconsistent with the prediction of the model.

12 Summary

A new measurement is performed of the inclusive doubfiedintial cross section for neutral
current deep inelastic positron-proton scattergigy — e*X, in the region of small Bjorker
and low absolute momentum transfers squa@d The data were obtained with the H1 detector
attheepcollider HERA in two dedicated periods of data taking at beaergiesE, = 27.5 GeV
andE, = 920 GeV. In the year 1999, events were collected with a desticaigger on lowQ?
DIS events at the nominal interaction vertex position, egponding to an integrated luminosity
of 2.1 pbt. In the year 2000, the interaction vertex was shifted fodamy +70 cm in proton
beam direction to access even smaller value®%fand data with an integrated luminosity of
0.505 pb* was taken.

The measurement is performed in a wide range of inelasticifyom 00015 to 08, and
of Bjorkenx, from 5- 107 to 0.02. The data cover @ range from @ to 12 Ge\?, with an
overlap region of the nominal and the shifted vertex data®&0Q? < 3.5 Ge\?, in which both
measurements agree. At I@¥ the data analysed here comprise the full statistics celtewith
the H1 experiment at 920 GeV.

The measurement obtained with the 1999 and the 2000 datambiiced with data col-
lected in the years 1995 and 1997, which were taken at 820 G&drpbeam energy in similar
experimental conditions and published previously. Thisiemation takes the correlation of
systematic uncertainties into account and provides a negiesdata set from the H1 exper-
iment, which supersedes all H1 data previously releasetankinematic region. The total
uncertainty of the final reduced cross section measureraeiiaut 2% for a large part of the
phase space.

The neutral currergpcross section at lo@? is governed by two independent proton struc-
ture functionsF, andF_. Fory < 0.6, the influence of the longitudinal structure functien
is small, and the data in this range are also presented assaureaeent of the proton structure
function Fo(x, Q%). Fory = 0.735, using a method based on the derivative of the crossecti
with respect to Iy, the structure functiofr_ (x, Q%) is extracted with minimum assumptions on
the behaviour of-».

In eachQ? bin a simple parameterisation of the reduced cross sectiterins of a power
law of F,(x, Q%) o« x* andR = F_/(F, — F) describes the data well. The powkmcreases
approximately logarithmically wittQ? at Q> > 2 Ge\?. The parameterisation is consistent
with a constant value dR(x, Q?) ~ 0.5, which implies thaf | (x, Q%) ~ F,(x, Q%)/3 under the
assumption of a power law rise Bf towards lowx.

The transition region of DIS to photoproductio®? ~ 1 Ge\?, cannot be analysed within
perturbative QCD. The data therefore are studied here withenomenological models. The
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structure functionF,(x, Q%) is analysed using a self similarity based ansatz withinaatéd
model. The fractaF, parameterisation, combined with a const&nprovides a good descrip-
tion of the measured cross section in the full range of phpaeescovered by the data.

The Colour Dipole Model predicts both structure functiéisandF_ using a single charac-
teristic dipole scattering cross section. Two versionyief@DM, the GBW model and the 1IM
model, are used in this analysis and are found to generadlgrite the cross section data well.
The description of the data in the GBW model is observed to avgowhen the contribution
of F_ within this model is formally allowed to be enhanced. The ithddel prediction or,
is similar to the GBW model. Owing to a softer rise I8 towards smallx, the 1IM ansatz
yet is able to describe the cross section data better and ddication on the predicte#, is
suggested by the data.

For the regionQ? ~ 1 Ge\?, in which the transition from photoproduction to DIS takes
place, the data as presented in this paper are the mosteresidt of the H1 Collaboration.
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A Averaging Procedure

The y? function of equatior28 is to be minimised with respect to the setsandb;. This
determines the averaged measurements and uncertain€sA; ave @jave and the matrixAg,
used in equatio9.

The minimum)(ﬁ1in in equation28is found by solving a system of linear equations obtained
by requiringdy?/dm’ = 0 anddy?/db; = 0 which can be written in matrix form

Av  Aswm M&e ) [ Cy
( (As M)T Ag | Bae |~ Cs |’ (40)
Here the vectoM?'¢ corresponds to all measurements and the vestrcorresponds to all
systematic error sources. The maty has a diagonal structure witt, diagonal elements

. Wie
Al = A—Z (41)
e 1,e
The other matrices have the following elements
AIQJ,M = _ZeA_;e Wi e;
1,e K I“k
N &
AS = G+ Te M~ wie
’ui k.e (42)
cl = 3 _ew.’;
M e Aﬁe e -
CJS = — e |’<\INI sz,e Wke -
k.e

Hered;; is the standard Kronecker symbol. Note that the magiy has the dimensioNy x Ns
while the matrixAs is quadratic withNs x Ns elements.

Using the method of the Schur complement, the solution indaas
Ay = As—(Asm)'AyAsw

B = (A)(Cs - (Asm)"AyCu) (43)
Mae = AG[Cy — AsmB™9.

Given the components of the vectBt, 5 ave = @jave/ Ao, the solution fop-3€ can be written
in explicit form

2e

(e + i) 52
e

i,ave _

s (44)

Ze Aie

The uncorrelated uncertainty squared is determined byntrezse of the elements of the diag-
onal matrixAy

A= — . (45)



Similarly, the contributions from statistical and systéice uncertainties can be calculated

Wwj Wwj

Aﬁaves'[at = Ai‘}ave Z ﬁAﬁe,stata Aﬁaveunc = Ai‘fave Z ﬁAﬁe,unc (46)
e i.e e i.e

Equationd4 and equatiod5reproduce the standard formula for a statistically weidlateerage

of several uncorrelated measurements when all shifts ofyteEmatic error sources are set to

Zero.

The non-diagonal nature of the matA¥ expresses the fact that the original sources of the
systematic uncertainties are correlated with each otlter aferaging. The matrikg can be
decomposed to re-express equatann terms of diagonalised systematic error sources

DD = UALU™?  Tae=AsuA DU (47)
S M

HereU is an orthogonal matrix composed of the eigenvector8QfD is a diagonal matrix
with corresponding square roots of eigenvalues as diagaealents and',. represents the
sensitivity of the average result to these new sourcesldisants are thE'j’f’“’e in equation30.
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2
Q X y ar Otot  Ostat  Ouncor YEL Y0e  VYEnag  Ynoise yEgpaCal Yyp

GeV? % % % % % % % % %

0.20 3980x 10° 4948x 102 0.249 203 138 120 058 -1.74 570 -0.34 137 -6.44
0.20 2510x10% 7.845x10° 0.162 167 142 6.19 138 -0.78 -1.65 -3.64 -421  -1.68
0.25 3980x10° 6.184x102 0.302 175 9.80 113 049 -222 310 -1.48 -2.62  -7.69
0.25 2510x10% 9.806x103 0.163 141 10.8 471 -1.93 070 0.01 -4.47 571 -1.42
0.25 1580x10°% 1558x10° 0.182 132 115 529 057 046 -1.73 -1.93 -2.61  -0.30
0.35 5120x10° 6726x101 0458 252 216 128 -061 -051 034 -0.03 059  -2.45
0.35 3200x10°° 1.077x10! 0361 222 972 111 -217 -0.08 -161 054 -6.88 -14.78
0.35 1300x10% 2651x102 0.265 11.6 9.61 438 -0.38 027 255 -2.99 051  -2.46
0.35 5000x10% 6.892x10°% 0.216 11.1 922 419 -091 -081 -047 -351 -2.48  -0.53
0.35 2510x10°3 1.373x103 0.193 11.6 10.2 455 -1.19 -025 -0.04 -2.49 -1.47  -0.08
0.50 7320x10° 6.726x10! 0483 100 523 574 018 196 231 -0.18 275 -4.84
0.50 1580x10° 3.116x10°! 0477 216 186 984 -3.86 -2.83 027 0.03 0.47  -0.19
0.50 3980x10°> 1.237x10' 0431 177 107 6.07 -211 0.82 -1.48 -0.10 -4.88 -11.49
0.50 1000x10* 4923x102 0.388 11.0 9.10 4.87 -0.30 057 -0.02 0.52 339  -1.75
050 2510x10% 1961x102 0.262 12.8 10.6 445 0.01 -143 0.66 -4.32 328  -1.27
050 8000x10* 6.154x10°% 0275 951 7.92 386 -040 -043 0.04 -3.41 -0.90 -0.22
0.65 9520x10°% 6.726x101! 0502 6.22 387 290 -1.15 0.68 111 -0.18 1.85 -2.98
0.65 1580x10°> 4.050x101 0474 6.68 3.06 544 -0.63 -2.05 024 -0.09 034  -0.92
0.65 3980x10° 1608x10°! 0.681 21.7 174 112 -622 219 -0.04 0.04 -0.15 0.00
0.65 1000x10% 6.400x102 0424 132 559 585 -1.89 -222 -117 052 922  -352
0.65 2510x10% 2550x102 0.353 106 8.94 404 -0.78 -1.00 -0.48  0.49 339  -1.53
0.65 8000x10* 8000x103 0.283 105 757 361 -1.74 053 1.06 -594 -0.75  -0.15
0.65 3200102 2000x10°% 0.246 101 892 405 -1.83 036 -0.68 1.63 -0.36  -0.09
0.85 1244x10° 6726x10! 0594 501 248 252 -1.16 -022 123 -0.17 1.77  -255
0.85 2000x10° 4.184x10! 0623 624 194 536 -098 -227 016 -0.03 0.34  -0.45
0.85 3980x10° 2103x10°! 0564 624 203 537 -098 -223 0.01 -0.08 0.00  -0.05
0.85 1000x10* 8369x102 0493 7.75 498 578 -0.38 -081 016 -0.77 0.63 0.00
0.85 2510x10% 3.334x102 0.353 11.3 8.06 375 057 -1.86 -156 0.17 -6.37  -1.05
0.85 8000x10* 1.046x102 0.325 886 6.77 341 -019 -032 116 -4.25 -1.20 -0.26
0.85 3200x 103 2615x103 0.318 865 7.27 378 055 -191 143 -1.05 -0.73  -0.04
120 1757x10° 6726x10! 0.652 582 266 251 -1.08 -035 133 -0.26 216  -357
1.20 2000x 10> 5907x10! 0686 395 259 251 -0.73 -0.46 0.40 -0.04 091  -0.93
1.20 3200x10° 3692x10! 0.697 3.78 166 273 -081 -1.73 022 -0.10 0.09  -0.59
120 6310x10° 1872x10! 0653 412 137 271 -117 -250 0.07 -0.22 0.22  -0.02
1.20 1580x 104 7.478x102 0.498 440 206 278 069 -207 070 -1.43 0.35 0.00
1.20 3980x 104 2969x102 0471 752 521 316 -2.04 011 -1.35 -0.02 -3.65  -0.10
1.20 1300x 1023 9088x103% 0.378 685 508 309 -210 -039 138 -2.00 -1.05  -0.03
1.20 5000x 103 2363x103 0322 823 655 354 -154 -1.25 210 1.84 -0.71 0.00

Table 10: Reduced cross section as measured with the SVX data sample f& @ Q? <

1.2 Ge\2. The uncertainties are quoted in % relativesto dy is the total uncertainty de-
termined as the quadratic sum of systematic and statistitadrtainties.dy is the statistical
uncertaintyduncorrepresents the uncorrelated systematic uncertayatyyo,, e, Ynoise Yen

SpacCal

andy,, are the bin-to-bin correlated systematic uncertaintidhéncross section measurement
due to uncertainties in the SpaCal electromagnetic enegjg,selectron scattering angle, LAr
calorimeter hadronic energy scale, LAr calorimeter ndgggCal hadronic energy scale and the
photoproduction background, respectively. The lumiryositcertainty of 3% for the SVX data
is not included iNyq.
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Q2 X y Or Stot Ostat  Ouncor YEL Y0e  YEpag  Ynoise yEgpaCaI Yyp

GeV? % % % % % % % % %
150 2196x10° 6.726x101 0.722 4.43 245 247 -1.08 -0.58 0.81 -0.20 1.37 -1.86
150 3200x10° 4615x10! 0.774 3.28 1.78 236 -0.63 -0.76 0.39 -0.10 0.65 -0.68
150 5000x10° 2954x10°! 0.773 3.80 1.46 271 -0.93 -2.02 0.01 -0.09 -0.04 -0.13

1.50 8000x10° 1.846x10°' 0.727 3.92 157 273 -0.84 -2.17 0.04 -0.18 0.16 -0.02
1.50 1300x 104 1.136x 10! 0.654 431 1.77 275 -0.94 -257 0.18 -0.54 0.28 -0.01
150 2000x10* 7.384x102 0.628 558 3.57 277 -321 -043 045 -0.15 0.00 0.00
150 3200x10* 4.615x1072 0.564 4.78 1.90 276 -045 -240 -1.13 0.11 -2.08 -0.14
150 8000x10* 1.846x1072 0.483 432 238 247 -1.61 -0.99 0.33 -1.23 -1.30 -0.02
150 3200x10° 4.615x10°° 0.424 502 269 256 -141 -0.56 217  -2.06 -0.31 0.00
1.50 1300x 102 1.136x10° 0.384 14.1 4.49 3.05 -1.71 -0.37 1.16 12.8 -0.33 0.00
2.00 2928x10° 6726x10% 0.822 428 219 239 -0.61 -0.93 1.07 -0.18 151 -1.75
2,00 5000x10°° 3938x10°! 0837 310 1.62 233 -0.84 -0.76 0.27 -0.22 0.20 -0.30
2,00 8000x10° 2461x10°! 0791 3.03 1.63 234 -094 -0.32 0.29 -0.15 0.00 -0.05
2.00 1300x 104 1515x10' 0.731 328 1.81 236 -1.33 -0.07 037 -0.12 0.00 -0.01
2,00 2000x10* 9.846x102 0700 3.58 1.97 239 -1.73 -0.28 0.46 -0.11 0.00 -0.01
200 3200x10* 6154x102 0578 439 214 240 -0.73 -065 -0.78 -0.16 -2.71  -0.03

2,00 5000x10* 3938x102 0528 3.95 241 243 -146 -0.07 -0.61 -0.28 -1.16  -0.01
2.00 1000x 103 1.969x 1072 0.490 3.79 1.86 236 -1.38 -0.11 0.67 -1.62 -0.61 -0.01
2,00 3200x10° 6154x10°% 0424 4.65 1.63 234 -135 -0.07 241  -241 -0.25 0.00

2,00 1300x1072 1515x10°% 0404 105 2.46 248 -112 -052 0.95 9.81 -0.25  0.00
250 5000x107° 4923x10! 0881 3.68 2.28 240 -096 -047 065 -0.18 0.68 -0.75
250 8000x107° 3077x10! 0869 3.08 1.66 234 -080 -0.74 0.30 0.03 0.04 -0.14
250 1300x10* 1893x10°! 0800 3.04 1.63 234 -085 -053 033 -0.03 0.00 -0.01
250 2000x10* 1231x10! 0777 325 1.63 234 -144 -047 036 -0.16 0.00 -0.01
250 3200x10* 7.692x102 0683 4.03 1.71 235 -269 -052 048 -0.15 0.00 -0.01
250 5000x10* 4923x102 0601 3.45 1.90 236 015 -085 -0.10 -0.81 -1.14  -0.01
250 8000x10* 3077x102 0574 331 1.96 238 -0.23 -041 035 -0.95 -0.49  0.00
250 1580x10°° 1558x1072 0527 3.99 1.44 232 -020 -0.42 117 -2.60 -0.27  0.00
250 5000x 1023 4923x10° 0448 410 1.29 231 -0.19 -0.58 2.66 -1.53 -0.21  0.00
250 2000x1072 1231x10°% 0409 16.8 2.30 244 -014 -063 0.73 16.4 -0.18  0.00
350 8000x10° 4307x10°! 0971 375 235 242 -109 -115 032 -0.14 0.22 -0.25
350 1300x10* 2651x10% 0.925 321 1.81 236 -050 -1.04 034 -0.05 0.00 -0.05
350 2000x10* 1723x10! 0852 3.20 1.78 235 -102 -064 035 -0.08 0.00 -0.02
3.50 3200x10* 1077x10% 0.779 3.44 1.80 236 -153 -071 040 -0.14 0.00 -0.01
350 5000x10* 6.892x102 0716 3.49 1.96 238 039 -073 0.02 -0.88 -1.11 -0.01
350 8000x10* 4307x102 0651 359 2.02 238 036 -066 045 -145 -0.56  0.00
350 1300x10° 2651x102 0588 3.65 2.09 239 036 -088 037 -146 -0.30  0.00
350 2510x107° 1373x102 0566 4.57 1.48 233 023 -0.63 187 -3.04 -0.22 0.00
350 8000x10° 4307x10°% 0481 3.76 1.38 232 030 -0.73 2.48 0.20 -0.17 0.00

Table 11: Reduced cross section, as measured with the SVX data sample fdr & Q? <

3.5 Ge\2. The uncertainties are quoted in % relativesto ¢y is the total uncertainty de-
termined as the quadratic sum of systematic and statistitagrtainties.ds IS the statistical
uncertaintyduncorrepresents the uncorrelated systematic uncertayatyyg,, e, Ynoise Yen

SpacCal

andy,, are the bin-to-bin correlated systematic uncertaintig¢héncross section measurement
due to uncertainties in the SpaCal electromagnetic enegjg,selectron scattering angle, LAr
calorimeter hadronic energy scale, LAr calorimeter ndiggCal hadronic energy scale and the
photoproduction background, respectively. The lumiryogitcertainty of 3% for the SVX data
is not included iNy.
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Qz X Y (o3 Otot Ostat  Ouncor YEL Yoe YEhad  Ynoise yEgpaCal Yyp
Ge\? % % % % % % % % %
0.50 2510x10% 1968x10°¢ 0.334 196 14.4 100 191 -141 176 0.43 -6.60 -4.90
0.50 8000x10* 6.176x10°3 0.266 11.7 9.14 6.46 -046 -0.75 -1.13 -2.77 -0.84  -1.10

0.50 3200x10°% 1544x10° 0.184 135 11.3 6.39 -0.76 0.65 -0.94 0.61 -3.15 -0.59
0.65 2510x 104 2559x 1072 0.385 142 10.8 6.38 -0.77 0.64 025 -2.71 -5.02 -3.39
0.65 8000x10* 8029x10°% 0315 875 6.62 4.88 0.06 0.57 -1.69 -1.78 -1.52 -0.46

0.65 3200x10°% 2007x10% 0.209 9.47 7.68 459 -0.03 068 -0.76 -2.43 -1.64  -0.14
0.85 1000x 104 8399x102 0,523 205 142 530 -1.12 -062 -0.92 -1.13 -4.02 -13.04
0.85 2510x10% 3.346x102 0428 119 945 493 -063 071 0.07 -1.49 332 371
0.85 8000x 104 1.050x102 0.359 815 6.42 413 -051 022 -0.98 -1.97 -0.54  -1.63
0.85 3200x10°% 2625x10% 0.302 7.22 582 398 -036 027 -0.90 -0.10 -1.17  -0.11
1.20 1757x10° 6.750x10! 0563 10.1 6.54 379 -195 182 -0.15 -0.16 1.00  -6.00
1.20 1580x 104 7505x102 0.542 158 102 406 -0.24 026 -0.90 -0.93 -7.76  -8.15
1.20 3980x 104 2979x102 0501 8.02 6.08 414 0.00 038 0.18 -0.94 270  -1.37
120 1300x103 9.121x103 0364 7.27 498 445 007 -0.11 -148 -2.36 -0.50 -0.50
1.20 5000x 103 2372x103 0295 7.64 603 375 151 -0.06 -1.63 0.84 -151  -0.25
150 2196x10° 6750x10! 0.703 578 3.08 253 -095 049 -010 -0.11 090 -3.94
150 3200x10° 4632x10! 0.706 841 646 421 -066 258 -0.07 -0.09 0.67 -1.95
150 3200x 104 4632x102 0565 107 7.50 3.18 -1.08 009 -0.14 -0.68 -5.64  -3.71
150 1000x 1073 1.482x102 0459 694 524 374 -141 073 -093 -1.45 -1.04  -0.44
150 3200x 103 4632x103 0.390 6.13 443 329 -053 004 -2.05 -1.51 -0.63 0.00
150 1300x102 1140x103 0.331 115 693 432 121 -049 -126 7.65 -1.98 0.00
2.00 2928x10° 6750x10! 0.788 445 200 228 -1.08 019 -013 -0.11 110 -2.85
2.00 5000x10° 3953x10! 0.792 531 425 258 -091 142 -0.16 -0.08 029 -0.73

2.00 3200x10%* 6.176x1072 0.645 12.2 3.48 270 -2.66 1.50 0.91 0.92 -10.8 -1.58
2.00 1000x 10%  1.976x 1072 0.527 593 4.55 3.36 0.77 -0.05 -0.20 -0.41 -1.43 -0.52
2.00 3200x10°% 6.176x10° 0.426 580 3.93 3.06 -0.63 051 -241 -1.00 -1.16 -0.05

200 1300x102 1520x10°% 0372 9.24 578 3.79 -0.68 0.63 -0.80 5.80 -1.55 0.00
250 3660x10° 6.750x10°! 0.857 4.42 2.29 229 -070 -032 -0.21 -0.12 0.96 -2.73
250 5000x10° 4941x10! 0856 3.39 1.99 226 -1.01 0.00 -0.19 -0.10 0.52 -1.05
250 8000x10° 3088x10°! 0.839 3.01 1.63 229 -0.76 0.66 -0.27 -0.05 0.12 -0.23
250 1300x10% 1900x10! 0.759 4.67 2.73 262 -1.39 232 -031 0.00 0.00 -0.05
250 2000x10* 1235x10°! 0756 7.06 4.84 3.65 -1.19 3.38 -0.38 0.00 0.00 -0.10
250 5000x10* 4941x102 0651 8.65 1.99 236 -2.61 1.76 0.86 1.25 -7.27 -0.55
250 1580x10° 1564x102 0511 586 3.52 292 -234 237 -0.16 0.61 -1.40 -0.10
250 5000x10°% 4941x10° 0451 591 3.27 282 -1.43 221 -2.87 -0.75 -0.79 0.00
3.50 5124x10° 6750x10% 0935 427 217 225 -0.87 -014 -0.16 -0.11 1.03 -2.57
3.50 8000x10° 4.323x10% 0947 289 1.49 220 -0.85 -0.20 -0.20 -0.09 0.38 -0.57
350 1300x10% 2660x10t 0908 263 1.21 221 -0.67 0.00 -0.35 -0.01 0.00 -0.07
3.50 2000x10* 1729x10% 0.879 283 1.42 2.26 -0.83 0.35 -0.30 0.00 0.00 -0.03
350 3200x10% 1081x10! 0775 3.60 1.75 232 -1.70 121 -0.45 0.00 0.00 0.00
3.50 8000x10* 4.323x102 0.651 4.34 1.08 220 -144 0.67 0.30 0.38 -3.17 -0.12
350 2510x10° 1378x102 0533 3.64 1.66 231 -154 114 -0.80 -0.19 -0.89 -0.01
3.50 8000x10° 4.323x10° 0433 4.44 1.68 231 -1.56 1.20 -2.71 0.46 -0.36 -0.01

Table 12: Reduced cross section as measured with the NVX-BST data sample f& 8

Q? < 35 Ge\2. The uncertainties are quoted in % relativeoto 6y is the total uncertainty
determined as the quadratic sum of systematic and statisticertaintiess is the statistical
uncertaintyduncorrepresents the uncorrelated systematic uncertayatyyo,, e, Ynoise Yen

SpacCal

andy,, are the bin-to-bin correlated systematic uncertaintidhéncross section measurement
due to uncertainties in the SpaCal electromagnetic enegjg,selectron scattering angle, LAr
calorimeter hadronic energy scale, LAr calorimeter ndgggCal hadronic energy scale and the
photoproduction background, respectively. The lumiryositcertainty of 11% for the NVX
data is not included iA.
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2
Q X y ar Otot  Ostat  Ouncor YEL Y6e  YEhaq  Ynoise yEgpaCal Yyp

Ge\? % % % % % % % % %
500 7320x10° 6.750x10% 1.052 326 1.60 221 -0.75 -0.31 -0.22 -0.12 0.84 -1.33
500 1300x 104 3801x10! 1.066 272 133 220 -0.79 -032 -0.26 -0.07 0.09 -0.14

5.00 2000x10% 2470x10! 1.009 262 1.13 220 -0.75 -0.22 -0.40 0.00 0.00 -0.03
500 3200x10% 1544x10! 0911 279 120 221 -1.15 -0.17 -0.32  0.00 0.00 -0.01
500 5000x10“4 9.881x102 0.838 3.11 127 222 -1.72 -0.04 -040 0.00 0.00  0.00
500 8000x10% 6.176x102 0775 350 129 223 -027 -0.09 0.17 -0.40 -2.32  -0.02
500 1300x10°% 3801x102 068 291 139 224 -046 0.07 -018 -0.53 -0.99 -0.04
500 2000x103 2470x102 0636 284 145 226 -069 0.26 -0.24 -0.06 -0.53 -0.01
500 3980x10°% 1241x102 0569 3.18 1.08 220 -050 -0.04 -1.73 -0.86 -0.33  -0.01
500 1300x102 3801x103% 0440 390 113 220 -043 005 -250 1.62 -0.26  0.00
6.50 9515x10°° 6.750x101 1.050 471 296 231 -0.65 -0.19 -0.20 -0.14 0.82 -2.63
6.50 1300x10* 4941x10! 1122 298 167 222 -080 -045 -023 -0.11 0.37 -0.31
6.50 2000x 104 3211x10! 1122 270 125 220 -0.84 -0.24 -0.31 -0.03 0.02 -0.06
6.50 3200x10*% 2007x10! 1.024 270 119 220 -0.85 -040 -0.39 0.00 0.00 -0.01
6.50 5000x 104 1.285x10! 0937 279 122 221 -1.08 -041 -0.31 0.00 0.00 -0.01
6.50 8000x10% 8029x102 0.865 350 125 222 -231 -051 -0.39 0.00 0.00  0.00
6.50 1300x 103 4.941x102 0.780 3.06 132 223 0.19 -022 -041 -0.96 -1.20 -0.03
6.50 2000x103 3211x102 0691 280 136 224 048 -055 -0.03 -0.33 -0.59  0.00
6.50 3980x10°% 1614x102 0618 279 1.00 219 007 -0.22 -1.09 -0.82 -0.28  0.00
6.50 1300x102 4941x103% 0497 352 0.98 218 0.03 -0.24 -239 0.89 -0.24  0.00
850 1244x10* 6.750x10! 1.207 360 226 228 -065 -0.33 -0.21 -0.12 0.88 -1.15
850 2000x 104 4200x10! 1176 287 152 222 -090 -0.27 -0.22 -0.09 0.20 -0.14
850 3200x10* 2625x101 1.097 276 129 221 -094 -031 -0.30 0.00 0.00 -0.01
850 5000x10% 1680x10! 1.036 271 130 222 -071 -0.39 -0.28 0.00 0.00  0.00
850 8000x10* 1050x10! 0959 305 132 223 -153 -0.30 -0.38 0.00 0.00 0.00
850 1300x103 6461x102 0837 3.13 141 224 043 -055 -026 -0.97 -1.14  0.00
850 2000x103 4200x102 0784 289 143 225 047 -047 -0.20 -0.53 -0.68  0.00
850 3200x10°% 2625x102 0679 291 149 226 037 -044 -045 -0.66 -0.42  0.00
850 6310x103 1.331x102 0621 3.09 1.08 220 0.16 -0.34 -159 -0.89 -0.29  0.00
850 2000x102 4200x10°% 0464 399 120 221 041 -050 -1.77 245 -0.27  0.00
12.00 8000x104 1.482x10' 1.067 3.05 145 225 -140 -0.34 -024 0.00 0.00  0.00
12.00 1300x10°% 9121x102 0938 3.31 154 226 048 -036 -0.29 -0.80 -1.54 -0.01
12.00 2000x 1023 5929x102 0.850 3.00 158 227 047 -042 -0.08 -0.67 -0.67  0.00
12.00 3200x10°% 3.706x102 0.752 2.98 163 229 044 -039 -040 -0.55 -0.40  0.00
12.00 6310x103 1.879x102 0.650 2.89 121 222 046 -047 -091 -0.77 -0.31  0.00
12.00 2000x102 5929x10° 0494 345 125 222 054 -056 -1.75 1.32 -0.26  0.00

Table 13: Reduced cross section, as measured with the NVX-BST data sample fok5
Q? < 12 Ge\2. The uncertainties are quoted in % relativeoto dy is the total uncertainty
determined as the quadratic sum of systematic and statisticertaintiesd is the statistical
uncertaintyduncorrepresents the uncorrelated systematic uncertayatyys,, ¥e..q Ynoise VEL cu
andy,, are the bin-to-bin correlated systematic uncertaintidbéncross section measurement
due to uncertainties in the SpaCal electromagnetic enegjg,selectron scattering angle, LAr
calorimeter hadronic energy scale, LAr calorimeter ndiggCal hadronic energy scale and the
photoproduction background, respectively. The luminositcertainty of 11% for the NVX

data is not included if;.
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QZ

X Y ar Stot Ostat  Ouncor YEL Yoe YEhad  Ynoise yEgpacm Yvp

GeV? % % % % % % % % %

1.50 1853x 10> 8000x10r 0.605 120 3.18 3.48 0.49 0.81 -0.02 0.20 1.19 -10.97
2.00 2470x10°° 8000x10! 0.756 9.23 2.35 270 -1.47 1.36 -0.03 0.12 2.15 -7.98
2.50 3088x10° 8000x10! 0.837 7.11 2.46 2.67 -1.17 -0.44 -0.05 0.21 0.12 -5.98
3.50 4323x10° 8000x10' 0.871 7.99 3.10 283 -0.86 -0.56 0.62 -0.04 2.32 -6.28
5.00 6176x 10> 8000x101 0993 7.70 3.12 278 -1.70 -0.72 -0.72 0.14 0.50 -6.13
6.50 8029x 10> 8.000x101 1.080 6.42 3.11 2.64 -0.55 0.91 0.00 -0.46 -1.62 -4.54
8.50 1050x 104 8.000x10! 1.174 6.22 3.73 280 -0.28 1.06 -0.89 0.00 -1.12 -3.71

Table 14: Reduced cross section as measured with the NVX-S9 data sample. The uncer-
tainties are quoted in % relative tg. &y IS the total uncertainty determined as the quadratic

sum of systematic and statistical uncertaintigg;is the statistical uncertaintyy,cor represents

the uncorrelated systematic uncertaingy, ¥s., Yene Ynoise Yen

SpaCal

andvy,, are the bin-to-bin
correlated systematic uncertainties in the cross sectieasorement due to uncertainties in
the SpaCal electromagnetic energy scale, electron scaftangle, LAr calorimeter hadronic
energy scale, LAr calorimeter noise, SpaCal hadronic engtgle and the photoproduction

background, respectively. The luminosity uncertainty .44 for the NVX data is not included

in 6tot.
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# QZ X Y F}_h o ?\ve Fz Savestat 5aveuncor 5avetm CME
Ge\? % % % GeV

1 0.2 0398x10% 0050 0.08 0230 0.230 143 12.0 19.98 319
2 0.2 0251x 1073 0008 0.06  0.190  0.190 13.1 6.18 15.03 319
3 025  0398x10% 0.062 0.09 0300  0.300 9.84 11.3 16.82 319
4 025  0251x103 0010 007 0191  0.191 10.00 4.70 12.05 319
5 025  0158x102 0.002 006 0203  0.203 10.8 5.29 12.37 301
6 035  0512x10°> 0675 —  0.450 — 21.7 12.8 25.34 319
7 035  0610x10° 0634 — 0357 — 5.74 11.0 13.50 301
8 035  0320x10% 0108 012 0410 0411 9.12 11.1 20.36 319
9 035  0130x103  0.027 010 0.264 0.264 9.62 438 10.99 319
10 | 035  0500x1073 0007 008 0237  0.237 8.81 4.19 10.08 319
11 | 035  0251x1072 0001 0.07 0204 0.204 9.93 455 11.08 319
12 0.5 Q732x107° 0675 —  0.449 — 5.42 5.74 9.44 319
13 0.5 0860x 1075  0.642 —  0.442 — 3.75 9.17 10.69 301
14 0.5 0158x 104 0313 016 0461  0.472 19.0 9.84 21.61 319
15 0.5 0398x 104 0124 015 0478  0.480 10.1 6.07 16.25 319
16 0.5 0100x 1073 0049 013 0411  0.411 8.85 487 10.57 319
17 0.5 251x 103 0.020 011 0296 0.296 8.37 4.20 9.74 319
18 0.5 0800x 1073  0.006 0.0 0280  0.280 5.92 3.44 7.07 319
19 0.5 0320x 1072  0.002 0.08 0183 0.183 11.4 6.39 13.12 301
20 | 065 0952x10°°  0.675 ~—  0.479 — 3.96 2.90 5.85 319
21 | 065 0112x10% 0641 — 0504 — 3.74 8.21 9.89 301
22 | 065 0158x10% 0407 020 0466  0.490 3.09 5.44 6.51 319
23 | 065 0164x10% 0438 019 0510 0538 3.02 7.28 8.33 301
24 | 065 0398x10%4 0161 017 0.678  0.681 17.5 11.2 21.16 319
25 | 065  0100x103 0.064 015 0500  0.500 5.14 5.84 10.70 319
26 | 065 0251x103 0026 013 0376 0.376 6.79 3.46 7.98 319
27 | 065 0800x103 0.008 011 0.308  0.308 4.94 3.02 6.17 319
28 | 065  0320x102 0.002 009 0225 0.225 5.81 3.15 6.76 319
29 | 085  0124x10% 0675 — 0565 — 2.54 2.52 450 319
30 | 085  0138x10% 0675 — 0614 — 5.20 9.45 1217 301
31 | 085  0200x10% 0420 022 0612 0641 1.96 5.36 5.99 319
32 | 085  0200x10% 0469 022 059  0.634 2.65 4.98 6.27 301
33 | 085 0398x10% 0211 020 0567 0573 1.65 3.39 413 319
34 | 085  0500x10% 0.168 020 0546  0.549 2.92 452 5.97 319
35 | 085  0100x103 0084 018 0499  0.500 2.78 3.59 5.98 319
36 | 085  0251x103 0.033 015 0414 0414 5.88 2.98 7.31 319
37 | 085 0800x103 0.010 013 0350  0.350 461 2.66 5.60 319
38 | 085 0320102 0003 011 0307 0.307 456 2.81 5.49 301
39 1.2 Q176x10% 0675 —  0.608 — 2.54 2.14 4.65 319
40 1.2 0200x 104 0593 —  0.671 — 2.62 2.51 3.94 319
41 1.2 0200x 104 0663 — 0741 — 3.60 8.36 9.98 301
42 1.2 0320x 104 0371 026 0689 0.714 1.67 2.73 3.55 319
43 1.2 Q320x 104 0414 026 0705 0.738 2.68 455 5.83 301
44 1.2 0631x 104 0188 023 0.647  0.652 1.18 2.25 3.09 319
45 1.2 0800x 1074  0.148 022 0594  0.597 2.18 4.02 5.24 319
46 1.2 Q130x 103 0.091 021 0543 0544 2.43 4.97 5.78 319
47 1.2 0158x 103 0075 020 0503  0.504 1.67 2.30 3.24 319
48 1.2 0398x 1073 0030 017 0502  0.502 2.88 2.67 4.26 319
49 1.2 Q130x 102 0009 0.14 0374 0374 3.58 2.62 474 319
50 1.2 Q500x 102 0.002 0.12 0298  0.298 451 2.60 5.47 319
51 15 0185x 104 0800 —  0.610 — 3.17 3.48 7.93 319
52 15 0220x 104 0675 —  0.702 — 1.94 1.78 3.31 319
53 15 0320x 104 0463 029 0756  0.804 1.77 2.12 3.08 319
54 15 0320x 104 0518 029 0801  0.864 1.20 3.20 4.47 301
55 15 0500x 104 0296 027 0759  0.775 1.06 1.97 2.62 319
56 15 0800x 1074  0.185 025 0699 0.705 1.26 2.15 2.95 319
57 15 0130x1073 0114 023 0643  0.644 1.49 2.42 3.32 319
58 15 0200x 1073 0074 022 0615 0.616 2.40 2.59 3.97 319
59 15 0320x 1073 0046 020 0584  0.584 1.60 2.18 3.30 319
60 15 0500x 1073 0030 019 0548 0.548 251 7.05 7.74 319
61 15 0800x 1073 0019 017 0495 0.495 2.35 2.47 3.80 319
62 15 0100x 102 0015 017 0463  0.463 5.22 3.74 6.61 319
63 15 0320x1072 0005 0.14 0409  0.409 2.32 2.03 351 301
64 15 0130x 101 0001 011 0327  0.327 3.99 2.49 7.00 319

Table 15: Combined H1 reduced cross sectififor 0.2 < Q* < 1.5 Ge\2. The uncertainties
are quoted in % relative to®®. F" represents the structure functién used for the CME
correction (equatioB2) and to calculate the structure functibn. Savestat (aveuncor) represents
the statistical (uncorrelated systematic) uncertaibifyo: is the total uncertainty calculated as a
sum of uncorrelated uncertainty and all correlated sourcgisadrature. A global normalisation
uncertainty of (6% is not included it CME stands for the centre-of-mass energy of the
measurement.
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LS

# 71 72 73 Y4 75 Y6 Y7 g Y9 710 711 712 713 g Vs Vi Y17 Vi 715 753 i Y22 753 Y24 Y25 Y26
%o %o %o %0 %o %o %0 %0 %0 %o %0 %o %o %o %o %o %o %o %0 %o %o %0 %o %o %0

1 -8.47 4.05 13.89 -47.47 28.59 -29.31 8.41 9.60 11.37 0.70 2.45 10.13 4.13 4.537.00 16.08 5.55 -2.12 5.17 -4.79 -1.39 0.57 3.25 -0.76 -1.67 6.96
2 -8.44 0.03 2.05 -16.70 4.06 3.02 8.85 4.87 -8.92 4.13 7.94 1.45 17.70 1.42 2-13.713.88 -0.90 1.39 -7.65 2.47 -9.60 -0.56 1.05 -1.06 -1.12 5.38

3 -8.46 5.18 15.49 -60.99 27.90 -21.88 11.74 5.01 3.26 2.87 4.43 8.68 9.12 2.880.26 - 4.44 1.89 -3.94 2.73 -2.79 -3.82 0.68 2.74 -0.82 -1.69 7.03
4 -8.45 -1.19 1.31 -12.83 11.91 -7.49 20.51 8.35 -7.96 -2.77 22.68 -11.42  711.9-7.76 -6.84 -12.41 0.96 2.99 -8.42 3.25 -10.50 -1.33 2.29 -1.41 -1.41 6.91
5 -8.46 -1.54 -0.42 -4.36 -2.37 8.37 2.08 9.28 -6.33 2.73 6.68 -1.39 10.58 -1.367.56 -11.91 0.62 1.23 -5.17 1.79 -4.26 -0.14 0.76 -0.69 -0.87 4.36
6 -8.45 1.47 4.81 -19.08 3.08 1.98 -1.34 3.89 0.63 4.12 -1.29 2.26 -4.14 -1.06 .34 -1 -0.65 1.81 -2.91 2.88 -1.95 1.69 0.89 1.76 -0.02 -1.03 4.82

7 -8.66 19.34 9.32 4.74 8.68 7.41 -10.14 -4.02 -0.07 0.70 26.17 10.09 -11.30 .55 25 5.77 -5.90 1.03 -1.40 -1.20 1.14 0.98 6.38 7.17 -15.10 2.23 -1.74
8 -8.42 7.01 28.05 -123.68 41.80 -15.78 17.04 18.13 -7.89 -1.98 22.54 -2.542.13 2 -12.02 -7.29 -21.45 -2.31 -11.93 4.21 0.70 4.74 2.76 0.80 -0.93 -1.77 9 6.1

9 -8.46 0.28 4.59 -17.69 9.30 -6.18 5.69 10.17 0.15 1.78 6.25 0.08 -4.02 -1.68 .16 -5 7.06 1.47 0.40 0.05 -2.06 -7.68 -1.15 3.32 -0.83 -1.23 6.19

10 -8.46 0.26 0.04 -5.57 2.86 0.54 11.44 -1.48 -6.32 3.04 8.08 -3.79 4.03 -2.11 41 -6 -8.73 0.29 1.19 -5.28 1.42 -8.00 -0.65 212 -0.71 -1.22 6.19

11 -8.47 -0.34 -0.56 -0.84 0.85 1.46 7.59 1.31 -3.73 2.29 6.72 -4.19 -0.09 -2.913.31 - -5.60 141 1.01 -3.33 0.59 -5.04 -0.41 2.10 -0.52 -1.12 5.73

12 -8.44 0.29 9.73 -35.80 6.26 3.70 -10.82 23.30 2.89 291 -0.79 4.32 -13.10 8 -3.3-0.91 13.08 0.79 -4.09 7.84 -5.04 0.10 -0.19 2.90 -0.32 -0.84 4.16
13 -8.66 21.09 3.43 2.40 0.05 1.81 -4.02 -3.78 0.51 0.33 20.31 9.38 -7.66 15.14 8 2.3-7.80 4.12 -1.96 -0.15 -6.68 1.36 -7.56 1.17 -8.39 1.49 -1.27

14 -8.48 3.46 0.47 -0.95 2.62 -4.76 11.15 -19.63 1.55 3.96 -0.89 -4.72 -11.40 .11 -3 5.69 -5.85 3.61 -2.83 1.84 -0.76 4.21 1.70 2.20 0.56 -1.39 6.60
15 -8.43 457 21.52 -96.02 29.98 -7.24 11.43 18.94 -7.85 -1.25 19.35 -4.28 8 13.211.98 -4.93 -16.82 -2.15 -9.41 3.50 0.34 2.78 1.81 1.20 -0.81 -1.49 5.64
16 -8.47 -0.86 3.21 -14.11 7.55 -4.49 3.90 13.42 1.00 -1.32 9.85 -1.87 13.02 4 -2.6-3.47 -8.49 4.41 0.24 -1.94 0.79 2.78 1.05 0.52 -0.60 -1.05 4.50
17 -8.47 0.90 1.81 -10.87 6.19 -4.16 10.70 -1.34 -3.16 2.24 4.90 -0.34 7.40 1.234.87 - -5.96 -0.04 7.70 -5.29 -1.76 -8.17 -0.62 5.40 0.89 0.46 4.72

18 -8.46 -0.12 -0.41 -1.73 0.12 2.30 6.67 0.72 -6.06 6.10 4.41 -0.39 -2.26 -0.936.12 - -0.98 -0.77 4.02 -2.33 -0.09 -3.58 -0.06 0.94 0.06 0.31 3.43

19 -8.48 -0.13 0.14 1.36 1.68 -3.36 1.87 2.48 2.66 2.81 0.02 0.58 -0.46 0.58 -1.664.41 - 111 0.75 2.51 -0.03 -0.55 -0.28 5.49 3.61 4.55 -0.73

20 -8.45 0.84 5.86 -22.11 3.12 3.62 -4.22 10.18 1.17 3.16 -0.05 0.34 -11.86 -4.001.27 4.83 1.37 -3.47 5.19 -3.16 1.36 0.38 2.47 -0.04 -0.96 4.73

21 -8.65 20.32 3.93 2.78 2.24 3.05 -5.19 -3.74 0.38 0.55 20.73 9.06 -8.13 16.77 7 2.9-7.18 3.44 -1.80 -0.34 -4.92 1.25 -4.46 2.44 -9.73 1.63 -1.36

22 -8.47 2.20 1.96 -7.04 1.11 -0.54 2.14 -6.90 1.55 5.53 -4.53 3.52 -2.39 213 5 -1.8-2.62 2.79 -1.88 1.19 -1.35 1.67 1.22 1.57 0.16 -1.13 5.29

23 -8.60 17.09 -8.57 -1.73 -3.98 -1.64 0.24 -1.41 1.38 2.84 5.70 2.20 -3.48 4.080.37 - -3.64 3.89 -0.68 0.22 -2.30 0.72 0.31 4.07 -11.34 1.74 -1.56
24 -8.47 -1.45 -0.74 1.62 0.81 2.74 8.57 551 -1.63 -4.27 16.47 -20.04 -17.657.26-1 13.57 -7.04 3.48 -1.72 2.01 0.29 5.31 0.52 2.48 0.08 -1.08 5.62
25 -8.47 2.45 6.38 -31.57 23.73 -22.45 25.69 -2.50 -1.25 -4.12 20.69 -6.10 5 33.6-3.25 -6.44 -26.34 5.80 -0.20 -7.40 4.79 4.15 2.58 -0.51 -0.84 -1.72 6.54
26 -8.47 0.69 1.95 -10.69 5.12 -2.52 8.31 1.20 -2.17 2.61 5.27 -1.29 6.70 0.25 7 -4.8-7.55 3.59 4.91 -3.17 -0.93 3.90 1.35 3.44 1.90 1.61 2.75

27 -8.47 -0.53 -0.73 0.23 1.70 0.53 9.59 2.56 -4.82 2.94 6.83 -4.26 -7.21 -2.28 .14 -7 -0.15 -1.88 3.65 -1.02 0.16 -6.45 -0.93 2.24 0.34 0.86 3.38

28 -8.47 -0.35 -0.56 0.36 -0.63 2.74 4.23 1.95 -1.82 0.93 3.68 -2.31 -2.55 -1.354.59 - -2.15 0.31 1.73 1.17 -0.82 5.09 1.38 0.84 1.12 1.28 1.51

29 -8.45 1.53 5.16 -18.70 3.31 1.29 -2.22 4.47 1.99 3.96 -1.96 1.47 -11.17 -2.20 .92 0 4.49 1.87 -3.25 4.75 -3.07 1.44 0.59 2.45 0.05 -1.04 5.06

30 -8.70 23.84 10.36 5.53 6.16 5.84 -9.16 -5.70 0.01 -1.55 30.75 15.38 -12.02 .47 23 4.49 -9.88 3.79 -2.20 -0.78 -6.07 1.57 -6.03 2.46 -10.56 1.81 -1.45
31 -8.47 2.26 1.04 -3.27 0.34 -0.80 3.24 -9.51 1.66 5.48 -4.58 2.61 -3.13 192 3 -0.9-3.44 3.08 -1.71 0.93 -1.14 2.10 1.32 1.56 0.24 -1.15 5.42

32 -8.61 18.05 -7.99 -1.01 -1.26 -0.16 -0.97 -1.35 0.94 2.93 7.86 1.83 -3.62 7.390.73 -3.78 3.22 -1.06 0.16 -2.86 0.79 -1.16 3.13 -9.74 1.53 -1.36

33 -8.48 4.42 -1.99 -0.46 -0.97 -0.59 2.40 -5.61 1.56 3.93 -1.05 1.99 -2.33 0.011.63 - -3.62 4.04 -0.48 0.25 -0.76 1.14 2.56 3.85 -7.64 0.64 1.30

34 -8.47 -0.30 2.10 0.44 -3.54 -1.65 3.26 -4.98 2.41 1.35 -0.36 6.63 -3.37 -9.215.03 - -4.90 7.60 0.55 0.67 -3.16 0.67 0.65 5.53 -15.11 2.29 -2.13
35 -8.47 0.31 411 -5.19 -6.12 1.27 1.30 5.71 -0.09 12.30 -5.40 -16.02 -0.58 917.2 6.25 5.63 -3.93 3.08 -2.00 9.65 -0.45 16.99 7.93 -6.56 1.04 1.00
36 -8.47 0.70 1.64 -10.06 6.23 -4.71 9.66 0.29 -1.57 1.96 5.60 0.03 16.26 256 6 -7.113.29 4.58 5.94 -6.66 1.56 2.20 1.15 1.81 1.22 1.08 2.73

37 -8.47 -0.07 0.12 -2.35 1.87 -0.19 7.08 1.88 -3.63 4.38 4.05 -0.74 -3.24 0.11 .71 -6 0.99 0.65 4.88 -3.20 0.43 -4.44 -0.60 1.12 0.15 0.54 3.08

38 -8.47 0.36 0.10 1.05 1.75 -3.55 2.87 -0.56 2.01 2.88 -0.51 2.68 0.72 2.00 -3.790.34 - 1.29 0.86 0.55 0.04 -0.93 0.21 1.36 0.75 0.95 2.14

39 -8.45 2.26 6.77 -24.90 4.39 1.50 -2.50 3.92 2.41 4.89 -3.89 1.71 -12.77 -0.87 .71 0 4.36 4.00 -0.73 1.74 -1.45 1.19 -0.02 1.97 0.46 -0.33 3.85

40 -8.46 0.65 1.86 -6.42 -0.75 3.25 -1.89 2.34 1.30 4.00 -2.04 1.28 -5.72 -0.73 .22 -0 -0.07 2.54 -1.65 2.11 -1.76 1.69 0.75 1.74 0.05 -0.96 4.72

41 -8.65 19.02 3.66 3.59 5.94 4.61 -6.00 -4.30 0.16 0.33 20.90 9.48 -8.11 16.48 8 2.8-7.48 3.63 -1.84 -0.29 -5.55 1.28 -5.67 1.86 -8.97 1.54 -1.29

42 -8.47 1.68 1.25 -4.31 0.72 -0.48 2.54 -5.52 1.46 4.70 -2.90 212 -2.03 126 2 -1.3-3.13 3.06 -1.39 0.71 -1.06 1.71 1.13 1.53 0.11 -1.11 5.25

43 -8.58 13.51 -6.83 -1.18 -1.40 -0.20 -0.45 -1.46 1.28 3.32 4.69 1.21 -3.48 4.630.05 -2.66 3.21 -0.40 0.09 -0.24 0.55 3.91 5.50 -12.79 1.88 -1.66
44 -8.47 2.22 0.22 0.06 -1.15 -1.11 4.10 -9.48 1.56 4.51 -3.05 2.71 -3.06 -0.46 .70 -1 -4.29 4.16 -0.91 0.41 -1.56 1.40 0.86 251 -3.84 -0.21 3.32

45 -8.47 -1.72 1.85 0.72 1.37 1.19 0.80 -3.89 1.92 2.81 -0.58 3.26 -3.55 -3.91 2 -29-2.39 5.00 0.80 0.22 1.74 0.32 8.73 8.37 -17.40 2.47 -2.21

46 -8.47 -0.17 1.27 -0.73 -1.94 -0.14 4.34 0.00 0.50 6.35 -2.71 -8.02 2.23 3.73 8 0.4-0.47 1.76 -1.37 0.86 -3.27 0.54 -3.55 0.52 -4.62 0.76 -0.79

a7 -8.47 0.91 0.45 -0.64 -0.55 0.22 2.09 -3.37 0.86 6.94 -5.11 2.27 -0.47 482 0 -3.9-0.38 2.49 1.82 -0.81 -1.70 -1.85 0.01 2.70 -1.26 0.15 3.21

48 -8.47 -0.39 -0.73 -1.57 3.31 1.37 5.23 1.37 -1.41 1.38 491 -6.20 4.31 -0.08 .36 -0 -6.73 1.58 1.83 -1.94 0.69 1.77 1.75 2.49 -1.38 0.83 1.73

49 -8.47 -0.04 -0.37 0.82 2.94 -3.09 8.60 0.29 -1.85 271 5.70 -2.84 -4.57 -1.953.82 - 0.16 0.37 3.44 -0.22 -0.06 -0.56 0.34 0.56 0.06 0.21 3.39

50 -8.48 0.32 0.61 2.45 3.93 -7.98 2.06 1.24 8.00 -1.04 -0.84 0.21 -0.57 0.75 1.253.12 - 0.95 2.57 441 -0.82 2.32 0.86 1.35 0.67 0.48 2.35

51 -8.45 3.77 9.23 -29.52 3.30 2.81 -5.20 2.53 11.83 5.11 -16.00 -3.97 -18.62 4 7.310.88 -6.95 16.43 35.69 -19.63 5.70 0.80 -3.19 -0.64 1.91 1.75 -1.58
52 -8.46 1.44 3.59 -12.55 1.39 1.58 -1.29 1.02 2.21 4.21 -3.19 0.65 -8.34 -0.10 1 1.7 1.08 4.70 3.06 -1.91 0.49 1.05 -0.20 0.58 0.42 0.05 2.56

53 -8.46 0.80 1.49 -4.84 -0.54 2.39 -0.68 0.56 2.13 2.79 -2.49 0.96 -4.78 054 0 -1.4-0.62 3.37 -0.89 0.46 -0.71 1.37 0.50 1.37 0.17 -0.67 4.09

54 -8.65 20.32 12.14 4.13 1.88 6.94 0.93 -2.78 -0.14 3.49 3.77 -1.86 2.24 -1.59 .25 -2 0.39 6.11 1.73 4.71 -0.14 -1.24 0.27 1.25 -0.11 -2.26 -1.57

55 -8.47 4.02 0.50 -0.36 -0.62 0.76 2.62 -5.38 -0.07 3.58 -0.77 0.76 -0.68 0.72 .28 -1 -2.75 4.33 -0.12 1.68 -0.61 0.73 0.90 1.79 -1.70 -1.00 2.11

56 -8.47 0.86 0.50 -0.07 -1.58 0.22 3.02 -7.42 2.14 4.55 -2.01 2.48 -1.88 -0.90 .34 -2 -3.74 4.70 -0.50 0.81 -1.75 0.88 0.83 2.14 -3.35 -0.43 2.58

57 -8.47 1.76 -0.40 0.48 1.50 0.05 4.06 -9.57 0.86 5.55 -3.82 1.09 -1.97 2.02 -1.483.47 3.18 -1.28 0.34 -2.79 0.70 -2.24 0.56 -0.14 -0.77 4.10

58 -8.47 0.33 0.67 0.60 -1.50 -1.74 6.77 -2.79 0.96 2.27 1.91 -5.61 -4.44 -5.07 0 2.1-3.96 4.39 -1.39 1.25 -4.56 2.18 -5.80 -0.34 -0.16 -0.53 3.19

59 -8.47 1.15 0.52 -2.31 0.17 -1.24 6.11 -6.12 -0.41 4.87 -0.93 0.56 6.18 1.02 4 -31-9.45 3.90 0.73 -1.76 -1.99 2.02 -2.19 0.74 0.40 0.18 3.06

60 -8.47 -0.02 -0.71 0.26 1.13 0.47 4.47 -1.74 0.49 4.78 -2.20 -4.58 2.27 -0.83 .30 -1 -2.88 4.07 -1.58 1.25 -7.91 0.86 -11.42 -2.45 -1.80 0.50 -0.63

61 -8.47 0.52 -0.26 0.19 2.39 -2.63 8.11 -3.04 -0.48 2.09 4.58 -3.30 -0.35 -1.971.10 - -5.22 3.09 0.36 -1.91 0.19 -1.19 0.42 1.85 -0.24 -1.19 5.81

62 -8.47 -0.04 -0.31 0.03 0.90 -0.21 5.50 0.66 -3.43 5.31 3.31 0.36 -3.80 0.06 5 -7.2 177 1.88 0.65 -0.95 1.72 221 0.26 0.44 1.87 3.16 -0.49

63 -8.47 -0.03 -0.22 2.39 3.48 -5.32 6.97 1.21 0.52 3.37 4.01 -1.22 -5.44 -1.03 .25 -3 2.64 1.71 1.73 0.51 -0.30 -2.30 -0.11 1.42 0.01 -0.02 4.16

64 -8.50 0.05 2.81 4.38 3.81 -14.06 -15.68 9.14 25.44 -5.63 -8.31 3.97 9.46 0.238.29 1 -8.77 11.73 -4.45 10.74 -0.87 22.17 3.93 -0.06 1.60 0.11 0.71

Table 16: Correlated systematic uncertainties given in pkretative to the cross section measurement reportedaleteb. The codficients
represent diagonalised correlated systematic uncedsifstee sectiof.l).
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# Q? X y F}_h odve Fa Oavestat Javeuncor Savetot CME
GeV? % % % GeV

65 2.0 0247x 1074 0.800 — 0.775 — 2.32 2.70 6.03 319
66 2.0 Q293x 1074 0.675 — 0.792 — 1.49 1.65 2.86 319
67 2.0 0327x 1074 0.675 — 0.839 — 1.82 5.21 6.34 301
68 2.0 Q500% 1074 0395  0.32 0.825 0.861 1.61 1.86 271 319
69 2.0 Q500x 1074 0.442 0.32 0.856 0.903 0.92 2.45 3.00 301
70 2.0 800x 1074 0.247 0.29 0.768 0.780 0.91 1.64 2.19 319
71 2.0 Q130x 1073 0.152 0.27 0.726 0.730 1.05 1.69 2.32 319
72 2.0 Q200x 1073 0.099 0.25 0.679 0.680 1.09 1.78 251 319
73 2.0 0320x 1073 0.062 0.23 0.634 0.635 1.15 1.55 2.49 319
74 2.0 Q500% 1073 0.040  0.21 0.578 0.578 1.33 1.94 2.83 319
75 2.0 Q100x 1072 0.020 0.19 0.510 0.510 1.15 1.69 2.42 319
76 2.0 0320% 1072 0.006  0.15 0.424 0.424 1.26 1.78 2.77 319
77 2.0 Q130x 101 0.002 0.12 0.361 0.361 2.40 211 5.34 301
78 2.5 0309x 1074 0.800 — 0.835 — 2.46 2.67 5.06 319
79 25 0366x 1074 0.675 — 0.860 — 2.29 2.29 3.74 319
80 25 Q409x 1074 0.675 — 0.920 — 1.56 6.21 6.98 301
81 2.5 Q500x 1074 0.494 0.35 0.861 0.930 1.51 1.65 2.51 319
82 25 Q500% 1074 0.552 0.35 0.895 0.984 1.20 2.09 3.13 301
83 25 Q800x 1074 0.309 0.32 0.856 0.877 0.69 1.17 1.72 319
84 2.5 Q130x 1073 0.190 0.30 0.795 0.801 0.73 1.14 1.73 319
85 2.5 0200x 1073 0.124  0.27 0.758 0.760 0.92 1.53 2.09 319
86 25 0320x 1073 0.077 0.25 0.671 0.672 0.92 1.68 2.28 319
87 25 Q500% 1073 0.049 0.23 0.630 0.631 0.90 1.39 2.09 319
88 25 Q800x 1073 0.031 0.21 0.578 0.578 1.02 1.77 2.30 319
89 2.5 Q158x 1072 0.016 0.19 0.534 0.534 0.87 1.54 2.13 319
90 25 Q500% 1072 0.005 0.16 0.439 0.439 1.01 1.69 2.59 319
91 2.5 0200x 101 0.001 0.12 0.342 0.342 2.52 2.45 8.69 319
92 3.5 0432x 1074 0.800 — 0.877 — 3.09 2.83 5.75 319
93 3.5 Q512x 1074 0.675 — 0.940 — 2.16 2.25 3.61 319
94 35 Q573x 1074 0.675 — 0.931 — 2.00 6.18 6.94 301
95 3.5 800x 1074 0.432 0.38 0.954 1.007 1.29 1.64 2.33 319
96 3.5 Q800x 1074 0.483 0.38 0.950 1.020 1.00 1.75 2.67 301
97 35 Q130x 1073 0.266  0.35 0.918 0.934 0.66 1.06 1.60 319
98 3.5 0200x 1073 0.173 0.32 0.859 0.865 0.69 1.07 1.64 319
99 35 0320x 1073 0.108  0.29 0.800 0.802 0.74 112 1.70 319
100 35 Q500x 10723 0.069 0.27 0.759 0.760 0.83 131 1.91 319
101 3.5 Q800x 1073 0.043 0.25 0.661 0.662 0.69 1.15 1.71 319
102 35 Q130x 102 0.027 0.22 0.626 0.626 0.89 1.36 1.98 319
103 3.5 0251x 1072 0.014 0.20 0.556 0.556 0.64 1.11 1.69 319
104 3.5 Q800x 1072 0.004 0.16 0.448 0.448 0.84 1.48 2.32 319
105 5.0 0618x 1074 0.800 — 0.990 — 3.13 2.78 561 319
106 5.0 0732x 1074 0.675 — 1.056 — 1.60 2.21 3.02 319
107 5.0 0818x 1074 0.675 — 1.047 — 2.08 4.85 6.07 301
108 5.0 Q130x 1073 0.380  0.41 1.066 1.108 1.33 2.20 2.76 319
109 5.0 Q130x 1073 0.425 0.41 1.053 1.108 1.02 1.68 2.28 301
110 5.0 Q200x 1073 0.247 0.37 1.011 1.025 0.74 1.19 1.75 319
111 5.0 0320x 1073 0.154  0.34 0.931 0.936 0.80 1.28 1.81 319
112 5.0 Q500x 1073 0.099 0.31 0.839 0.841 0.80 1.28 1.83 319
113 5.0 Q800x 1073 0.062 0.28 0.753 0.754 0.82 1.29 1.84 319
114 5.0 Q130x 102 0.038  0.25 0.696 0.696 0.85 131 1.93 319
115 5.0 0200% 1072 0.025  0.23 0.639 0.639 0.88 1.31 1.89 319
116 5.0 0398x 102 0.012 0.20 0.569 0.569 0.67 1.22 1.81 319
117 5.0 0130x 1071 0.004 0.16 0.438 0.438 0.80 1.82 2.60 319

Table 17: Combined H1 reduced cross sectidf for 2 < Q*> < 5 Ge\2. The uncertainties
are quoted in % relative to®®. F" represents the structure functién used for the CME
correction (equatioB2) and to calculate the structure functibn. dayestat (Gaveuncon represents
the statistical (uncorrelated systematic) uncertaidiyo is the total uncertainty calculated as a
sum of uncorrelated uncertainty and all correlated sourcgisadrature. A global normalisation
uncertainty of (% is not included it CME stands for the centre-of-mass energy of the
measurement.
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ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave ave
# 71 72 73 Y4 75 76 7 78 79 710 Y11 V12 713 Y14 Y15 Y16 Y17 Y18 Y19 720 Y21 Y22 723 Y24 Y25 Y26
%0 Y60 Y60 Y60 Yoo Yoo Y60 Yoo Yoo Yoo Yoo Yoo Yoo %0 %0 Y60 Yoo Yoo Yoo Yoo Y0 Y60 Yoo Y0 %0 Yoo

65 -8.45 2.93 7.08 -22.67 214 2.65 -4.10 1.48 7.64 6.42 -10.74 -2.44 -15.86 4.69.62 -1.76 17.36 20.72 -18.15 8.18 0.83 -3.09 -2.60 1.13 151 -1.28
66 -8.46 1.33 3.06 -10.30 1.08 0.83 -1.52 0.18 2.05 4.65 -3.35 1.92 -6.78 0.40 1.4312 4.52 2.63 -2.21 0.96 0.72 -0.23 -0.17 0.24 0.12 2.09
67 -8.65 16.65 17.02 5.22 2.96 3.20 -6.82 -4.37 -1.78 2.03 10.40 -1.38 -1.14 5.29.14 -2.75 6.23 0.05 2.70 -4.25 -1.60 -1.02 -0.99 0.12 -1.15 -1.24
68 -8.47 0.51 0.65 -1.95 -0.57 1.64 0.76 -0.14 1.56 2.16 -0.82 0.04 -3.32 -0.02.30 -1 -1.36 3.29 -0.85 -0.36 0.05 1.04 0.38 1.06 0.21 -0.38 3.60

69 -8.55 7.89 3.89 1.58 0.45 0.84 -0.63 -1.59 1.39 3.68 2.72 -1.41 -0.21 -1.15 4 -2.31.17 3.86 0.10 1.32 -1.87 -1.05 1.15 0.79 -0.67 -1.62 -1.44
70 -8.47 0.29 0.06 0.20 -0.62 1.17 0.34 -0.02 1.94 3.44 1.87 -1.11 -1.63 -0.91 2 -1.31.82 3.91 -0.22 0.77 -1.59 -0.14 1.76 1.19 -0.93 -1.17 1.18
71 -8.48 -0.25 0.08 0.44 -0.88 0.85 0.73 0.05 2.18 291 2.36 -0.77 -2.56 -2.39 7 -0.92.05 4.09 -0.10 0.73 -1.40 0.21 1.81 1.80 -1.99 -0.98 1.24
72 -8.47 0.16 -0.51 0.96 1.08 2.02 5.83 1.96 2.61 2.94 1.53 -1.69 -3.07 -0.72 1.12.69 - 457 -1.37 0.22 -3.61 -0.41 1.60 -0.30 0.52 -1.16 1.44
73 -8.48 -0.37 -0.63 0.31 1.69 -0.33 5.39 1.71 0.26 2.97 3.01 -1.17 4.00 -0.09 6 -1.66.90 4.42 -0.49 -1.35 -3.44 -0.12 0.98 3.73 2.24 141 0.82
74 -8.47 -0.47 -0.32 -0.37 -1.67 2.06 5.90 2.25 -3.24 0.19 2.24 -2.87 -0.09 -0.49).66 -5.59 7.25 -0.63 1.17 -3.24 -1.27 2.32 -1.16 0.51 -0.81 1.66
75 -8.47 -0.29 -0.14 0.98 1.20 -1.16 4.49 2.88 -0.96 0.63 1.95 -1.65 -3.14 -0.88.38 - -2.68 2.98 -0.12 -1.16 -2.96 -2.42 2.35 0.26 0.50 -0.61 2.04
76 -8.47 -0.33 0.09 2.89 3.92 -6.03 5.98 4.75 0.86 1.99 2.92 -1.63 -6.35 -1.01 5 -2.11.35 2.32 0.15 -1.26 -2.56 -3.68 1.33 0.86 0.25 -0.08 3.28
7 -8.48 0.07 2.19 3.47 2.59 -10.31 -12.26 7.77 19.82 -3.09 -6.44 4.04 7.82 1.02.151 -5.37 12.20 -4.28 7.70 -0.94 21.83 3.98 -0.54 1.37 -0.07 1.41
78 -8.46 1.84 4.77 -15.40 173 0.03 -3.07 1.02 2.68 10.09 -6.20 0.94 -8.09 1.38 3 9.32.03 10.32 17.91 -11.40 3.73 0.30 -1.69 0.22 1.89 2.49 -0.99
79 -8.46 0.95 2.36 -7.68 0.57 0.27 -1.35 -0.25 1.32 4.95 -2.34 1.21 -4.60 -0.10 8 4.30.60 4.61 8.20 -5.85 3.24 0.20 -0.77 -2.25 0.22 0.96 -0.36
80 -8.64 17.04 12.77 4.46 2.83 2.62 -3.61 -2.45 -0.89 2.96 1.25 -5.00 1.58 -4.23.60 - -0.61 7.65 0.83 3.12 -3.02 -3.04 4.20 -0.90 1.61 -1.91 -1.54
81 -8.46 0.48 1.22 -3.92 0.06 0.76 -0.26 0.52 0.84 3.33 -0.36 0.94 -3.77 -0.95 0.80.99 2.95 0.39 -0.97 0.77 0.69 0.06 0.01 0.21 0.23 2.09
82 -8.59 9.90 7.63 2.40 0.93 3.54 -1.07 -2.87 5.04 5.59 4.95 -1.84 0.45 -2.31 -3.08.81 4.43 0.41 1.82 -2.15 -1.60 1.44 0.32 112 -2.45 -1.66

83 -8.46 1.55 1.07 0.01 -0.14 0.78 0.21 -0.91 211 291 1.61 -0.53 -1.10 -0.54 -1.50.79 3.08 -0.38 0.43 -0.47 -0.19 1.07 0.56 0.28 -0.99 0.23
84 -8.47 -0.12 0.15 0.11 -0.34 0.21 0.21 -0.49 1.38 2.00 1.57 -0.86 -1.82 -0.22.04 -2 -1.37 4.35 -0.87 0.42 -0.98 -0.58 2.08 0.71 -0.10 -0.99 0.06
85 -8.47 0.22 0.25 0.70 0.06 0.52 2.87 0.28 1.95 1.95 0.76 -0.14 -2.89 -1.40 -1.26.72 - 2,67 -0.90 -0.17 -0.19 0.78 0.55 1.90 -1.12 -1.00 113
86 -8.47 0.08 -0.51 0.77 1.19 0.58 4.35 -1.09 171 2.94 2.50 -2.13 -3.54 -1.85 1.21.74 213 -0.52 0.71 -0.37 117 0.11 177 -0.05 -1.71 1.65

hgye)

87 -8.47 -0.19 -0.38 0.57 -0.28 0.05 2.86 0.85 -0.35 2.72 0.87 0.35 2.83 0.70 -2.13.04 3.35 -1.30 -0.27 -1.59 -0.38 -0.84 5.00 2.56 1.34 0.57
88 -8.47 -0.25 -0.28 0.51 -0.51 0.91 3.21 1.90 0.29 2.93 0.93 0.63 -0.17 -0.01 6 -1.61.53 2.45 0.04 -0.07 -0.97 -0.78 -0.27 1.07 0.25 -1.62 1.44
89 -8.47 -0.17 -0.31 0.79 0.53 0.32 4.24 212 0.33 2.35 1.30 0.74 -2.17 0.31 -2.8326 0 2.68 -0.80 -1.18 -0.20 -2.92 0.03 1.96 0.63 -0.88 1.66
90 -8.48 -0.14 0.31 2.92 3.92 -6.34 4.30 4.82 4.73 3.28 0.90 1.01 -4.45 1.01 -4.6425 2 2.39 -0.56 -1.40 -1.27 -2.03 0.64 112 0.38 -0.23 2.73
91 -8.51 -0.05 3.62 5.10 2.44 -14.55 -24.91 14.68 31.99 -5.24 -13.43 11.07 1 19.15.27 16.83 -5.88 20.59 -5.17 13.72 -3.40 48.22 9.22 -4.88 1.94 -0.51 -0.65
92 -8.45 2.27 5.42 -18.65 0.50 291 -4.76 -1.17 2.95 7.20 -7.19 0.58 -9.04 1.19.18 11 0.99 11.06 18.82 -14.80 5.01 0.50 -1.84 -3.66 -0.12 0.20 -0.68
93 -8.46 0.93 2.28 -7.45 0.45 0.50 -1.29 -0.36 1.29 4.59 -2.14 1.08 -4.62 -0.09 3 3.80.97 5.05 7.01 -6.05 3.52 0.23 -0.83 -2.28 0.22 0.97 -0.36
94 -8.62 14.45 11.11 3.86 2.27 0.47 -5.96 -3.19 -2.03 2.80 1.24 -4.45 1.66 -4.08.88 - 0.08 5.06 1.25 2.79 -1.03 -1.71 2.13 0.34 1.27 -2.15 -1.33
95 -8.46 0.51 0.54 -1.60 -0.16 0.11 0.72 -1.61 0.40 3.28 -0.06 1.21 -2.02 -0.87 0 0.90.10 2.20 0.12 -0.90 0.94 0.65 0.23 -0.26 0.20 0.31 1.87
96 -8.55 8.15 6.46 2.97 219 -1.33 -1.15 0.34 -6.57 -0.64 -0.53 -1.98 -0.43 -0.3a..02 -1.50 5.67 0.01 1.92 -2.44 -1.93 2.64 -0.58 0.68 -1.32 -1.14
97 -8.46 0.45 0.45 0.25 -0.21 -0.25 0.26 -0.89 1.48 3.17 1.40 0.21 -0.75 -0.57 6 -1.20.85 2.42 -0.34 0.36 -0.74 -0.34 0.85 0.38 0.41 -1.01 0.02
98 -8.47 -0.38 -0.20 0.03 -0.35 -0.01 0.35 -0.85 1.88 2.98 1.95 -0.16 -1.34 -0.721.28 -0.90 2.75 -0.51 0.31 -0.49 -0.32 1.42 0.76 -0.01 -0.98 0.01
99 -8.47 0.04 0.10 0.80 0.60 -0.57 2.40 0.24 1.00 2.66 0.64 1.12 -2.14 -1.13 -1.20.37 - 0.66 -1.14 -0.75 1.72 1.15 -0.39 2.18 -0.46 -1.08 0.26

100 | -8.47 -0.18 -0.33 0.41 0.06 0.24 1.86 0.51 1.55 4.08 1.34 152 1.16 -0.32 -2.45.01 - -0.25 0.37 -0.48 0.96 0.46 -1.75 2.10 0.32 -2.32 0.35
101 | -8.47 -0.29 -0.52 0.32 -0.40 0.43 1.67 -0.08 -2.43 1.47 1.20 0.91 1.19 0.55 2 -1.50.51 2.95 -0.05 1.24 0.03 -0.74 -0.26 2.94 1.35 -0.03 0.12
102 | -8.47 -0.03 -0.43 0.67 0.14 1.08 3.36 0.94 1.64 4.21 0.60 2.20 -0.18 0.05 -2.08.41 - -0.26 0.14 -0.52 0.70 -0.20 -1.09 2.18 0.31 -2.32 0.42
103 | -8.47 -0.18 -0.37 0.72 0.48 -0.45 3.39 0.87 -0.43 2.59 1.47 1.43 -1.28 0.33 7 -2.71.08 1.78 0.08 0.34 1.03 -1.51 -0.62 1.96 0.68 -1.20 0.44

104 -8.48 -0.12 0.68 2.99 3.46 -7.43 0.68 5.19 4.35 3.65 -0.92 2.05 -3.06 1.30 -3.20.14 3.08 -1.61 0.05 0.10 -0.13 0.73 0.11 0.59 0.44 1.53
105 -8.46 1.80 4.92 -14.97 2.59 -1.94 -2.92 2.30 1.72 14.68 -5.70 1.97 -9.50 0.82.43 9 -2.10 11.20 17.94 -11.17 5.22 0.25 -1.82 -1.08 1.70 2.67 -0.99
106 -8.46 0.50 1.24 -4.03 0.10 0.05 -0.67 -0.67 0.33 3.67 -0.41 1.63 -2.41 -0.96 6 2.71.49 2.55 3.52 -3.39 2.73 0.06 -0.40 -2.26 0.00 0.83 -0.17
107 -8.66 19.06 14.15 5.00 3.27 3.75 -3.04 -2.46 0.80 3.95 1.40 -5.04 1.88 -5.00.91 -3 -0.38 7.23 0.85 2.97 -2.86 -2.95 4.10 -0.70 1.67 -2.10 -1.62
108 -8.46 0.04 0.14 -0.41 -0.13 -0.54 0.28 -0.74 -0.67 2.96 141 2.03 -0.01 -1.63.27 1 154 0.48 -0.21 -0.63 1.62 -0.07 -0.01 -1.03 0.39 1.29 -0.09
109 -8.51 2.68 2.06 0.99 0.37 -0.45 -0.48 -0.85 0.05 2.70 1.99 -0.99 -0.54 -1.07 .83 -1 -1.01 3.54 0.06 114 -1.47 -1.32 1.98 0.36 111 -2.17 -1.38
110 -8.46 -0.04 0.00 0.10 -0.23 -0.48 0.02 -0.94 1.92 3.66 2.58 0.32 -0.60 -1.15.10 -1 -0.31 1.76 -0.26 0.36 -0.29 -0.74 1.08 0.20 0.90 -1.19 -1.02
111 -8.46 -0.05 -0.01 0.61 0.35 -1.54 0.83 0.12 -1.36 2.69 0.93 1.92 -0.43 -1.04.39 -0 0.65 -0.41 -0.39 -0.19 2.04 0.67 -1.07 1.36 0.55 -1.14 -0.75
112 -8.47 -0.17 -0.13 0.42 0.10 -1.25 0.56 -0.32 -0.92 3.65 1.67 1.70 -0.43 -1.10.75 - 0.83 0.54 -0.74 -0.12 2.12 0.51 -0.91 131 0.70 -1.10 -0.84
113 -8.47 -0.20 -0.40 0.66 -0.05 -0.45 1.66 -0.58 -0.76 2.03 1.70 1.40 0.58 -0.791.28 - 0.20 -1.27 0.84 0.77 0.67 0.92 -0.84 3.05 1.21 -0.81 -0.89
114 -8.47 -0.10 -0.57 0.25 -0.22 1.30 3.40 -0.59 0.98 3.05 2.16 2.04 0.21 -0.91 9 -1.40.95 -1.13 0.84 0.89 2.09 1.16 -1.42 2.54 0.88 -1.46 -0.95
115 -8.47 -0.30 -0.47 -0.23 -0.72 0.43 1.45 -1.12 -2.73 0.58 1.64 0.76 0.18 0.15.83 -0 0.34 2.86 0.57 2.39 1.24 -0.30 -0.08 112 0.90 -1.02 -0.89
116 -8.47 -0.07 -0.26 1.33 1.09 -1.28 3.77 155 0.41 4.00 1.27 2.10 -1.76 -0.70 8 -2.60.30 -1.38 0.41 0.59 1.64 0.85 -0.61 1.06 0.65 -1.22 -0.90

117 | -8.48 -0.12 0.86 2.97 3.00 -7.66 -1.74 4.35 5.83 4.88 -1.40 1.72 -3.17 -0.97 4 0.24.68 -1.40 -1.78 1.56 2.23 -1.66 -0.25 -0.32 0.67 0.69 -0.50

Table 18: Correlated systematic uncertainties given in piremative to the cross section measurement reportedaletb/. The codicients
Y36 vos represent diagonalised correlated systematic unceesifstee sectiofi. ).



# Q2 X Y F}_h ("?Vé Fa davestat Saveuncor Savetot CME
GeV? % % % GeV

118 6.5 0803x 104 0.800 — 1.083 — 3.11 2.64 4.85 319
119 6.5 Q951x 1074 0.675 o 1.053 e 2.95 231 4.16 319
120 6.5 Q130x 1073 0.494 0.45 1.123 1.211 1.67 2.22 297 319
121 6.5 Q130x 1073 0.552 0.45 1.124 1.239 1.53 1.73 3.03 301
122 6.5 0200x 103 0.321 0.41 1.123 1.152 1.25 2.20 2.72 319
123 6.5 Q200x 1073 0.359 0.41 1.117 1.155 1.09 1.62 2.24 301
124 6.5 0320x 1073 0.201 0.37 1.006 1.015 0.84 1.16 1.75 319
125 6.5 Q500x 1073 0.128 0.34 0.936 0.939 0.86 1.26 1.86 319
126 6.5 Q800x 1073 0.080 0.31 0.854 0.855 0.87 1.26 1.91 319
127 6.5 Q130% 1072 0.049 0.28 0.758 0.758 0.90 1.28 1.87 319
128 6.5 Q200x 102 0.032 0.26 0.694 0.694 0.92 1.29 1.89 319
129 6.5 Q398x 1072 0.016 0.22 0.616 0.617 0.69 1.19 1.76 319
130 6.5 Q130x 101 0.005 0.18 0.482 0.482 0.73 1.80 2.44 319
131 8.5 Q105x 1073 0.800 — 1.178 — 3.72 2.80 5.20 319
132 8.5 Q124x 1073 0.675 — 1.211 — 2.26 2.28 3.44 319
133 8.5 0139x 1073 0.675 o 1.136 e 2.07 1.82 4.54 301
134 8.5 Q200x 1073 0.420 0.46 1.178 1.239 1.52 2.22 2.88 319
135 8.5 0200x 1073 0.469 0.46 1.182 1.261 1.38 1.64 2.59 301
136 8.5 0320x 1073 0.262 0.41 1.112 1.131 0.91 1.25 1.86 319
137 8.5 Q500x 1073 0.168 0.37 1.033 1.039 0.95 1.18 181 319
138 8.5 Q800x 1073 0.105 0.34 0.950 0.953 0.95 1.28 1.90 319
139 8.5 Q130x 102 0.065 0.30 0.842 0.842 0.99 1.30 1.94 319
140 8.5 Q200x 1072 0.042 0.28 0.773 0.773 1.00 1.30 1.93 319
141 8.5 0320% 1072 0.026 0.25 0.663 0.663 1.04 1.32 1.99 319
142 8.5 1631x 1072 0.013 0.22 0.604 0.604 0.79 1.24 1.83 319
143 8.5 Q200x 1071 0.004 0.17 0.456 0.456 0.88 1.82 2.67 319
144 12.0 0800x 1073 0.148 0.38 1.053 1.058 1.07 1.30 1.99 319
145 12.0 0130x 102 0.091 0.34 0.923 0.924 1.10 1.30 197 319
146 12.0 0200x 102 0.059 0.31 0.861 0.861 111 1.33 2.00 319
147 12.0 0320x 1072 0.037 0.28 0.757 0.757 1.14 1.34 2.02 319
148 12.0 0631x 102 0.019 0.24 0.646 0.646 0.88 1.24 1.86 319
149 12.0 0200x 10°* 0.006 0.19 0.490 0.490 0.93 1.83 2.51 319

Table 19: Combined H1 reduced cross sectidff for 6.5 < Q% < 12 Ge\2. The uncertainties
are quoted in % relative to®°. F" represents the structure functién used for the CME
correction (equatioB2) and to calculate the structure functibn. Savestat (aveuncor) represents
the statistical (uncorrelated systematic) uncertaibifyo: is the total uncertainty calculated as a
sum of uncorrelated uncertainty and all correlated sourcgisadrature. A global normalisation
uncertainty of (6% is not included id,e0r. CME stands for the centre-of-mass energy of the
measurement.
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T9

Ve

# " 72 73 s 75 Y6 "7 78 Y9 710 Y11 Y12 713 Y14 715 Y16 717 Y18 Y19 Y20 Y21 Y22 723 A Y25 Y26
%0 %o %o %o %o o %0 %o %o %o %o %o %o %o %o %o %o %o %o %o %0

118 -8.46 1.37 3.17 -11.27 1.39 1.70 1.22 0.86 2.94 3.14 -4.40 -1.73 -7.26 3.19 0.63.69 7.29 14.18 -7.90 1.22 1.47 -1.01 3.45 3.17 3.62 -1.11
119 -8.46 0.93 2.26 -7.40 0.54 0.40 -1.09 -0.24 1.49 4.29 -2.28 0.96 -4.56 0.08 3.78.48 4.45 7.88 -5.60 3.07 0.26 -0.74 -1.96 0.33 1.05 -0.37
120 -8.46 0.11 0.30 -1.03 -0.17 -0.41 0.00 -0.89 -0.86 3.43 1.27 2.20 -0.25 -1.76.91 1 1.85 0.70 0.43 -1.18 1.85 -0.04 -0.04 -1.59 0.15 1.05 -0.06
121 -8.59 10.47 7.68 2.70 1.52 2.48 -1.22 -1.95 1.85 4.01 2.36 -2.94 0.75 -3.10 7 -2.90.64 5.55 0.49 2.18 -2.22 -2.23 3.14 -0.14 1.46 -2.26 -1.59
122 -8.46 0.01 0.08 -0.12 -0.06 -0.69 0.35 -0.60 -0.53 291 1.46 1.98 -0.03 -1.59.96 0 1.40 0.56 -0.69 -0.43 1.71 -0.11 -0.03 -0.89 0.47 1.39 -0.11
123 -8.50 1.34 1.04 0.58 0.03 -0.48 -0.36 -1.00 0.99 3.18 2.42 -0.64 -0.63 -0.98.87 -1 -0.91 2.88 0.06 0.93 -1.14 -1.05 1.60 0.65 1.07 -2.30 -1.39
124 -8.46 -0.45 -0.22 0.18 -0.13 -1.32 -0.10 -0.54 -0.01 2.96 2.05 0.49 -0.69 3 -0.80.57 -0.43 2.06 -0.36 0.38 -0.49 -0.84 1.24 -0.05 0.83 -0.97 -0.93
125 -8.47 0.42 0.34 0.90 0.62 -1.60 0.89 0.28 -0.78 3.33 0.85 2.24 -0.29 -1.48 -0.20.78 -1.42 -0.30 -0.55 2.22 0.93 -1.36 1.57 0.48 -1.24 -0.72
126 -8.47 -0.16 -0.12 0.55 0.12 -1.64 0.40 -0.31 -2.32 4.68 1.84 2.28 -0.07 -1.59.07 - 1.30 0.68 -0.91 -0.21 251 0.64 -1.14 1.36 0.68 -0.96 -0.79
127 -8.47 -0.15 -0.39 0.67 0.16 -0.34 2.57 -0.18 -1.07 1.93 1.56 1.46 -0.25 -0.58.76 - 0.28 -1.50 1.45 1.07 0.88 0.99 -0.63 1.90 0.81 -1.09 -0.82
128 -8.47 -0.20 -0.55 -0.10 -0.69 0.95 217 -1.19 -2.02 0.46 1.55 1.40 0.82 -0.2D.21 - 0.48 0.35 1.92 2.57 1.03 0.19 -0.46 1.43 0.64 -1.41 -0.79
129 -8.47 -0.03 -0.42 0.92 0.64 0.12 4.65 1.14 -0.15 2.55 1.11 221 -1.06 -0.39 9 -1.20.07 -0.97 0.94 1.13 1.29 0.67 -0.46 1.06 0.59 -1.42 -0.89
130 -8.48 -0.19 0.52 2.59 2.43 -6.37 -0.78 3.29 4.07 4.47 -0.50 1.58 -2.72 -0.82.58 -0 -3.79 -2.07 0.11 2.60 1.96 -1.09 -0.17 -0.54 0.50 0.44 -0.44
131 -8.47 1.14 2.93 -8.35 2.27 -0.86 0.79 2.55 5.45 2.64 -4.75 -1.59 -7.97 3.23 7 -0.54.39 5.86 11.44 -4.64 2.62 0.47 -1.14 1.96 2.49 3.18 -0.93
132 -8.46 0.46 1.11 -3.62 0.02 0.09 -0.64 -0.79 0.37 3.16 -0.27 1.63 -2.11 -1.03 3 2.61.55 2.05 3.14 -2.99 2.60 0.02 -0.33 -2.38 -0.12 0.69 -0.12
133 -8.70 24.85 18.62 7.45 5.55 2.79 -3.21 -0.87 -2.55 2.64 -1.56 -4.85 2.24 -6.13.80 0.10 5.30 0.87 2.28 -1.70 -2.06 2.95 -0.09 1.41 -2.01 -1.37
134 -8.46 0.06 0.15 -0.56 -0.20 -0.36 0.25 -0.85 -0.81 3.03 1.48 2.02 -0.12 -1.67.20 1 1.85 0.85 -0.55 -0.99 1.84 -0.02 -0.05 -1.19 0.34 1.25 -0.09
135 -8.54 6.02 4.54 1.91 1.12 0.06 -0.36 -0.51 -2.38 1.40 1.01 -1.83 -0.24 -1.17.65 -1 -1.24 5.60 0.13 1.95 -2.34 -2.10 3.03 -0.41 1.22 -1.85 -1.37
136 -8.46 -0.08 0.01 0.06 -0.27 -0.79 -0.14 -0.85 0.14 2.98 2.32 0.20 -0.56 -0.89.58 - -0.36 2.91 -0.49 0.52 -0.78 -1.14 1.65 -0.36 0.92 -0.76 -0.94
137 -8.47 -0.47 -0.26 0.05 -0.28 -0.98 -0.11 -0.77 0.43 2.90 2.22 0.42 -0.56 -0.8D.56 -0.38 2.06 -0.29 0.42 -0.59 -0.89 1.31 -0.08 0.84 -0.97 -0.93
138 -8.46 -0.09 -0.04 0.61 0.28 -1.64 0.72 0.02 -2.19 3.17 1.14 2.06 -0.30 -1.12.16 -0 0.86 0.21 -0.56 -0.04 2.19 0.58 -1.02 1.23 0.59 -0.96 -0.73
139 -8.47 -0.16 -0.30 0.73 0.15 -0.91 1.43 -0.57 -0.57 2.31 1.71 1.45 0.02 -1.04.69 -1 0.45 -2.85 1.74 0.66 0.83 1.28 -0.87 2.05 0.69 -1.16 -0.74
140 -8.47 -0.10 -0.33 0.45 -0.04 -0.10 1.94 -0.55 -0.27 1.66 1.39 1.69 0.22 -0.80.93 - 0.46 -2.07 1.61 1.11 1.30 0.95 -1.02 1.87 0.56 -1.41 -0.75
141 -8.47 -0.19 -0.48 0.09 -0.50 0.27 2.12 -0.96 -3.53 0.28 1.36 1.30 0.36 0.03 1 -0.80.56 0.41 2.14 291 1.43 0.40 -0.58 1.13 0.54 -1.24 -0.71
142 -8.47 -0.12 -0.25 1.19 0.84 -1.51 291 1.00 -0.60 3.00 1.19 1.75 -1.40 -0.52.95 -1 -0.36 -1.55 1.29 141 1.41 0.74 -0.50 0.81 0.52 -1.18 -0.78
143 -8.48 -0.09 1.02 2.43 2.38 -7.17 -3.89 3.29 7.94 2.93 -2.21 1.91 -1.14 -1.44 7 3.35.15 -2.86 -1.06 1.68 1.42 -2.33 -0.45 0.29 0.43 0.06 -0.41
144 -8.46 -0.12 0.11 0.51 0.13 -2.48 -0.89 -0.51 -3.53 2.40 0.95 1.63 -0.08 -1.08.17 - 1.00 0.17 -0.34 0.07 2.24 0.63 -1.15 1.23 0.50 -0.84 -0.62
145 -8.47 -0.16 -0.21 0.95 0.40 -1.56 1.84 0.28 -2.89 0.39 0.73 1.01 -0.30 -0.15.20 -1 -0.50 -1.04 1.44 1.17 -0.44 0.46 0.25 1.48 0.89 -0.56 -0.71
146 -8.47 -0.04 -0.23 0.55 0.12 -0.47 2.03 -0.24 -1.47 0.84 0.92 1.60 0.03 -0.60.86 -0 0.41 -1.98 1.51 0.82 0.89 0.94 -0.74 1.61 0.53 -1.19 -0.68
147 -8.47 -0.16 -0.29 0.28 -0.23 -0.51 1.12 -0.89 -1.95 0.84 1.27 1.24 0.15 -0.43.08 - 047 -1.05 1.87 1.91 1.49 0.71 -0.89 1.38 0.47 -1.28 -0.67
148 -8.47 -0.01 -0.31 0.96 0.65 -0.42 3.82 0.95 -0.55 2.02 0.85 2.12 -0.83 -0.48.05 -1 -0.10 -1.80 1.38 1.15 1.14 0.77 -0.54 1.05 0.47 -1.35 -0.77
149 -8.48 -0.07 0.66 2.34 2.22 -5.85 -1.40 3.01 5.28 2.94 -1.32 1.93 -1.56 -1.16 3 1.53.92 -3.41 0.24 1.78 1.08 -1.30 -0.21 -0.08 0.33 0.03 -0.38

Table 20: Correlated systematic uncertainties given in pkreative to the cross section measurement reportedalete0. The codficients

ave . ave

Y1 >V

represent diagonalised correlated systematic uncedsifgtee sectiof.l).



29

NVX SVX NVX-97 SVX-95
bg, bge By DPnoise  bgh p by A bge  DPE,y  bnoise ch byp by be,, bge  DE,y  broise  Dyp by be, bge  bEpq byp bt by
SpacCal SpacCal
61 0.0 0.0 0.0 0.0 0.0 0.0 -77.0| 0.0 0.0 0.0 0.0 0.0 0.0 -28.2 0.1 0.1 -0.1 0.1 0.6 -49.8 0.0 0.0 0.0 0.1 -0.4 -28.2
2 0.5 1.3 -1.1 0.5 1.3 -3.2 09 -2.6 -10.8 -0.5 0.0 1.9 -5.7 -2.3 3.0 2.4 -3.8 1.8 -69.0 -1.5 1.9 1.8 0.2 -0.6 70.8 0.0
03 0.6 1.7 0.7 4.3 2.7 -8.3 1.1 0.7 -1.2 2.4 2.2 0.4 -20.6 -0.3 3.2 4.8 0.8 -5.7 -52.5 1.2 -2.6 -8.5 -26.1 -54.5 -53.7 -5.2
o4 -1.1 -4.5 14.6 1.2 -7.6 27.0 -54 -07 2.7 10.6 25 2.2 87.9 2.9 6.3 6.8 -8.3 -4.0 -21.3 6.8 -0.9 -0.7 13.2 -9.4 -12.2 -0.3
05 -0.3 0.6 14.5 1.9 -1.9 -3.9 -49 -9.1 -8.4 26.1 1.8 -21.6 -24.4 -10.7 7.3 8.2 -12.3 -5.2 -17.7 54/ -0.8 20.1 76.7 10.3 -22.0 14.5
[ 4.4 10.2 -29.0 -13.9 4.0 -1.2 6.4 10.7 22.1 -48.5 -9.6 28.9 5.2 17.2 -11.6 -25.1 -15.2 36.0 -15.4 -244 -0.8 115 32.6 -2.9 -13.4 9.1
67 -0.2 6.7 8.0 -27.6 -8.2 4.6 2.3 -27.8 -21.3 10.7 -16.7 -26.1 -0.6 -11. 15 -3.2 -58.2 47.7 2.0 -2.2 4.2 -7.8 -26.1 7.1 -5.5 9.2
og -1.1 3.0 25.2 6.8 -3.7 -4.2 -13.§ 27.2 72.9 125 8.5 -8.7 -11.1 24. 9.9 17.2 -34.5 3.3 -2.0 7.2 3.8 10.3 -12.1 4.4 7.7 0.2
b9 229 24.9 9.6 35.1 55 -7.7 14.1 3.3 -4.9 275 21.8 -0.8 51 34 -85 -65.6 -23.1 -18.2 1.0 -25.1  -2.0 -4.6 -4.0 13 12 0.0
610 -45.6 -44.5 36.1 -10.8 -5.8 -14.4 -20.2 10.0 -16.1 -11.4 -6.7 14.4 -2.4 142 -18 -38.8 -4.8 -13.0 -4.4 6.3] 3.9 12.2 9.1 51 -3.7 29.7
611 -15.0 -12.7 -15 -22.9 -55 18.8 5.7 -26.6 33.1 7.4 -10.9 -35.9 -3.1 -2.4 -16.0 -32.6 17.0 -1.0 14.4 -0.9 -30 -2.6 16.1 -51.4 22.6 -12.0
612 -12.5 -25.6 3.8 5.1 0.2 4.3 119 430 -23.5 5.9 8.2 11.7 -8.1 6.6 143 1.6 -25.5 18.9 13.6 4.7 -155 -37.2 24.6 -21.2 9.9 -45.3
613 0.0 -25.9 -29.4 13.0 -12.3 233 4.1 427 -7.1 -8.2 175 -61.3 1.0 03 -11 -7.4 13.8 125 -12.8 -13.5 9.8 8.5 -11.1 175 -9.0 12.2
614 11.8 22.2 4.3 -1.7 -2.0 -9.5 -10.3 336 -27.6 8.1 3.8 2.2 6.2 04 -44 141 -2.1 125 253 -0.5] 8.6 46.0 -0.9 -52.3 19.0 28.8
15 -4.7 -51.0 -25.6 49.9 7.0 -17.9 7.9 -37.7 9.3 3.3 18.7 11.7 6.2 -10.9 21 14.4 -18.4 16.1 9.1 -8.5 4.3 19.8 -1.4 -14.6 5.2 6.7
016 -21.6 -7.1 -31.2 -29.5 15.8 12.2 13. 16.2 11.5 64.6 -5.7 324 -1.8 -13. 7.7 -8.1 11.5 10.9 -6.9 -12.3] 1.1 19.7 -9.9 11.9 -5.6 0.2
617 -42.7 26.2 -7.8 14.5 9.2 -29.3 -16.2 -1.6 -1.8 18.8 19.5 -10.3 10.8 20.0 -50.2 9.1 15.6 30.1 -4.1 10.1 -41 -25.9 5.8 4.5 -1.2 6.5
18 43.2 -28.0 10.2 -27.1 -8.3 -68.0 6. 8.2 6.9 12.4 -6.8 -12.4 19.6 -0.4 -0.6 -4.8 21.3 15.3 -4.1 -4.7)  -5.2 -3.5 2.1 5.2 -2.0 -10.0
619 28.2 -13.7 44.6 10.9 -19.1 38.3 0. -7.1 1.8 8.9 18.4 255 -17.5 0.1 -20.1 -1.5 32.6 45.8 -4.4 -3.4 2.1 -2.2 -1.4 3.6 -2.2 5.8
620 -28.0 20.4 30.4 17.2 31.3 -8.7 17. -4.5 0.4 -14.8 -3.8 -17.4 7.3 -8. 394 -8.6 24.0 30.5 -14 -7.6| -23.6 32.9 -6.4 5.8 -3.0 -25.5
021 -4.1 5.8 -6.0 -40.2 -3.3 -3.4 -4.3 -18.8 -3.0 -8.1 81.0 1.7 -0.8 124 322 -2.2 1.6 -1.3 3.4 -2.9 1.2 -2.8 0.8 -3.1 1.3 4.6
022 6.1 -9.3 -1.9 -14.5 -4.7 7.9 24 -24 -8.7 -4.6 15.6 -1.6 -2.2 6.3 -46.5 5.7 -17.8 -15.2 -5.2 10.3 -56.2 44.2 -9.9 10.4 -4.0 -31.1
23 -4.0 13.9 -26.0 18.5 -66.4 -6.0 -19.3 75 0.1 11.0 -13.2 6.9 -2.9 13.7 33.0 -16.4 10.0 11.6 0.3 19.9 -36.7 3.1 -2.1 0.0 1.3 3.9
624 -13.7 10.0 -0.1 1.6 -35.7 -9.8 9.1 -32 -4.9 -3.2 5.1 5.4 0.7 -1.8 -10.9 -8.0 -1.7 11 -3.8 16.0f 64.7 289 0.5 5.9 -6.3 -51.0
625 -28.4 7.5 18.0 -3.2 -45.0 -9.8 39.7 35 4.8 -3.4 15 2.7 18 -14.4 -8.8 27.6 -1.4 -15.2 21 -59.0 -10.5 -7.2 0.5 -1.9 1.6 10.7
026 5.8 -7.2 -1.2 -0.3 7.5 8.5 -2.0] -19.7 -20.0 16.0 -18.6 -7.1 -3.6 80. 8.8 14.4 6.1 -5.0 1.5 -35.3 9.5 8.4 0.3 0.2 -0.9 -12.3
Table 21: etc) to the diagonalised3", b5{°) systematic sources for the averaged H1

Orthogonal transition matriX;, from the original bE'e’

data. The matrix ellements are given in %.
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Figure 1: lllustration of the bins used for the cross sectim@asurement in the NVX (left) and
SVX (right) analyses. Dashed lines of const&nindicate approximate angular acceptance for
both measurements. The dark (light) shaded area correspotite bins where the electran)(
method is used for the measurement of the cross section. €asurement in the bins outside
the angular acceptance range employdheethod for ISR events.

hadronic

LArcalonmeter ecromagneic

Figure 2: A lowQ? event as reconstructed in the H1 detector. The electronatesed into
the backward region. The electron trajectory is recongtdim the Backward Silicon Tracker
(BST) and in the Backward Drift Chamber (BDC). The electron enésgyetermined using
the SpaCal calorimeter. The hadronic final state is detent#uki central and forward tracking
detectors, and in the LAr calorimeter.
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Figure 3: Schematic layout of the H1 Backward Silicon Tracd®$T). The active area is
composed of eight wheels subdivided into two modules, BSHIBSIT2, of four wheels each.
One wheel is made of 16 sensors and one sensor (mounted on the back side, not shown
here). Eight consecutive sensors ja@ of azimuth build a BST sector. Inthe module BST1
extends from-73.2 to —-95.7 cm, BST2 from-35.9 to —-46.9 cm. Readout boards are placed in
the rear section. Also indicated are the electric shieldimg) the water cooling pipes.

Figure 4: The two types of silicon sensors used in the BST:s@nsor, b sensor, each with
640 readout strips. Thesensor has a double metal structure for the readout linesatthrthe
top (outer radius) part where the five amplifiers are mountethe hybrid, as sketched.
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Figure 5: Three-dimensional view of a section of the BDC tlasng the layer structure and
the drift cell geometry. The chamber has a radial coverag®a B cm to 71 cm. At a radius of

about 22 cm the segmentation is changed and a transitidrediifs introduced.
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Figure 6: Hficiency of the SpaCal electron triggers, S9 a), S0 b), and $3ejy in this analysis,
as a function oE,.
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Figure 7: Central Tracker vertex reconstructidgfiociency as a function afs. The dashed line
corresponds to the applied selection criterign,> 0.03. In the analysis the cross section at
highy is measured witly, instead ofys.
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Figure 8: a) BST track segment findin¢fieiency as a function of the radial position of the
electron candidate in the SpaCal, for the NVX data samplegtiy) of data to MC #iciencies.
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Figure 9: a) BST track segment findingfieiency as a function of the radial position of the
electron candidate in the SpaCal, for the SVX sample, b) adtaata to MC diciencies.
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Figure 10: Relative alignment of the Central Tracker (CT) and BD&t: Oct — Ogpc Versus
Oct after alignment. Rightdct — 0gpc after alignment.
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Figure 11: a) Scatter plot of the number of BST hits linked te #tectron candidate BST
track as a function of the azimuthal anglgdetermined by the associated SpaCal cluster. At
least three linked hits are required to define a track. A nurobénked hits exceeding eight
corresponds to a track passing the azimuthal BST wafer qveelgion; b) Contours of equal
density for the distribution oA6 = 6, — 6,, where6, , are the polar angles measured in the two
overlapping BST sectors, as a functionggf The horizontal dotted lines indicai®.2 mrad as

is used for the systematic uncertainty of the alignment.
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Figure 12: a) Distribution of the scattered electron enefjyfor the NVX data sample;

b) Kolmogorov-Smirnov test probability distribution as @n€tion of the relative shift in the
measured and simulated energy distributions.
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Figure 13: a) Energy distribution faf candidates based on the NVX sample as triggered by the
low energy trigger, S9; b) di-photon invariant mass disttitn for z° candidates. The double
angle calibration constants are applied to the data and kiGlation.
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Figure 14: Invariant mass distribution of the two electramdidate tracks for a specidly
event selection. The line indicates a fit to the dd#; ando; correspond to the Gaussian
mean and width of the peak.
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Figure 15: Summary of SpaCal energy scale determinationb@hd indicates the uncertainty
due to the scale fference between the data and the simulation.
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Figure 16: Distributions of the scattered electron endtgfor the data and the MC simulation
in the NVX (left) and the SVX (right) analyses. The MC banddinle the statistical uncertainty
and the &ect of a+0.2% electromagnetic energy scale variation.
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Figure 17: Transverse momentum balaié¢Pe distribution for the data and the MC simu-
lation in the NVX and the SVX analyses. The bands include thgssical uncertainty of the
simulation and theféect of the LAr hadronic scale uncertainty, see descriptiaihé text. The
vertical line indicates the analysis requiremeftP > 0.3.
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Figure 18: E-P, distribution for the data and the MC simulation in the NVX ahe& SVX
analyses. The bands include the statistical uncertainthefsimulation and thefiect of a
+0.5 GeV variation of the SpaCal hadronic final state contributio
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Figure 19: Relative contributions to the measwgftom the LAr (closed circles), tracks (trian-
gles) and SpaCal (open circles) together with the subtrddedoise fractions (squares) in the
NVX (left) and SVX (right) analyses. The distributions ofrgilated events are shown as curves.
The shaded areas correspond to a 10% systematic uncedaititg LAr noise description.
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Figure 20: Distribution ofE} a) andd, b) for photoproduction events detected in the electron
tagger. The plots are based on the NVX-S9 analysis. The ddsieein a) corresponds to the
minimum E; permitted by the analysis cyt < 0.85.

73



1004 ‘ * H1 data
_ - MC

o |

50 |

4 5 6 7 8 9 10 11
E./ GeV

Figure 21: Distribution oE/ for background events, estimated using wrong charge BSKgrac
(equation25) for data and the PHOJET simulation. The simulated sampiersalised using
photoproduction events with the scattered electron deddotthe electron tagger.
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Figure 22: Distribution of events for the NVX-BST analysisetenergy a) and the polar angle
b) of the scattered positrofE—P, c¢) and thez vertex position d). Control distributions for
the NVX-S9 analysis: energy e) and polar angle f) of the soadk positron candidates. The
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Figure 23: Distribution of events for the SVX-BST a-c,e,f)daBVX-BDC d) analyses: the
energy a) and the polar angle b) of the scattered posiEeR, c) and thez vertex position d);
the energy e) anB-P, f) for the ISR bins. The histograms represent the simulaifddlS and
the photoproduction background (shaded).
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Figure 24: Distribution of BjorkencandQ? using the electron (top) and sigma (bottom) recon-
struction methods for the NVX data. The histograms repretbensimulation of DIS and the
photoproduction background (shaded).
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Figure 25: Distribution of BjorkencandQ? using the electron (top) and sigma (bottom) recon-
struction methods for the SVX data. The histograms reptebensimulation of DIS and the
photoproduction background (shaded).
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Figure 27: Reduced inclusiwee p scattering cross section as measured in the NVX-BST (open
circles), NVX-S9 (triangles) and SVX (closed circles) aisals of the 920 GeV data. The errors
represent the statistical and systematic uncertaintidsdchoh quadrature.
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Figure 28: Reduced cross section Closed circles: combined 1999-2000 data takefiat
920 GeV; Triangles: SVX data taken in 1995%]; Open circles: NVX data taken in 1993T7].
The normalisation of the 1997 data has changed®¥%%, see sectiof.4. The 1995 and 1997
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Figure 29: Reduced cross section from the combined lowQ? H1 data, as a function of
compared to thel fit result (solid line) and to a parameterisation with the same values of
c(Q?) and A(Q?) butR = 0 (dashed line). The errors represent the statistical ast:isatic
uncertainties added in quadrature.
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Figure 30: Reduced cross section, from the combined lowQ? H1 data, as a function of
x compared to the GBW and IIM models. The errors represent #isstsital and systematic
uncertainties added in quadrature.
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Figure 31: Structure functioR,, from the combined lov? H1 data fory < 0.6, as a function
of x compared to the fractal, the dipole GBW and the dipole IIM fules. The errors represent
the statistical and systematic uncertainties added inrqi.ae.
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Figure 32: Measurement of the virtual photon-proton crmisncrgifp as a function ofQ?

at various values d#V. The cross sections forftierentW values are multiplied with the fac-

tors indicated in the figure. The errors represent the statisand systematic errors added in
quadrature. The averaged H1 results are compared to datmedttby the ZEUS experiment
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Figure 33: Coficientsc and 4, as defined in equatioB4, determined from a fit to the H1
data as a function of?. The inner error bars represent uncorrelated systematiertainties.
The outer error bars represent total uncertainties. Theeifirb) shows a straight line fit for

Q% > 2 Ge\l.
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Figure 34: CofficientR as a function of)? from a simple parameterisation of the reduced cross
section as defined in equati@d. The dashed line is drawn BRt= 0.5. The errors represent the
total uncertainties.
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Figure 35: Derivativey, Ao, /Ay for the combined 1999-2000 H1 data compared to the predic-
tions of the dipole models and the fractal model Fgrwith an assumptioR = 0.5 to describe

F., labeledR = 0.5. The lines increasing as a function ofylicorrespond td-, = O for these
models. The lines turning over at highcorrespond to the cross section predictions. The in-
ner error bars represent statistical and uncorrelatedriancees added in quadrature, the outer
error bars represent the total uncertainties.
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Figure 36: Structure functioR, extracted using the derivative method. The solid line iswira
for R = 0.5 assuming the fractal parameterisationfFgr The dashed (dotted) line corresponds
to the dipole GBW (1IM) model. The inner error bars represdatistical and uncorrelated
uncertainties added in quadrature, the outer error bargsept the total uncertainties. The
solid (yellow) band indicates the model uncertainty, sae te
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Figure 37: Comparison of the structure functidhs(left) andF_ (right) for Q? = 1.2 Ge\? as

a function of Bjorkenx, for the fractal fit withR = 0.5 (solid line), and the predictions of the
dipole models, GBW (dashed line) and IIM (dotted line), réaglfrom the fits to the H1 cross
section data. The vertical line indicates the valueef xs for which the GBW dipole model
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