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Abstract

Inclusive production of D∗±-mesons in deep inelastic scattering at HERA is studied at
high photon virtualities Q2 > 100 GeV2 for the first time with the H1 experiment. The
data were collected during the years 2004-2007 and correspond to an integrated luminos-
ity of 351 pb−1. D∗-mesons are reconstructed in their decays D∗± → D0 + π±

slow →
K∓ + π± + π±

slow. The visible range for the measurement covers the pseudorapidity inter-
val |η(D∗)| <1.5, transverse momenta pt(D

∗)>1.5 GeV, and inelasticity in the scattering
process 0.02 < y < 0.7. Differential cross sections are compared to predictions from the
next-to-leading order calculation HVQDIS and the leading order Monte Carlo codes RAP-
GAP and CASCADE.



1 Introduction

The description of open heavy flavour production in electron1 proton collisions is based on per-
turbative QCD. In leading order (LO), the photon gluon fusion process (γg → QQ), depicted
in Fig. 1 is the dominant contribution, i.e. the virtual photon couples to the gluon in the proton
through a heavy quark-antiquark pair. The boson-gluon fusion process itself is interesting be-
cause it may constrain the gluon density in the proton as demonstrated in previous analyses at
lower photon virtuality Q2 [1].

This paper presents the first analysis of D∗±-meson production for large Q2 > 100 GeV2

with the H1 detector at HERA at a centre-of-mass energy of 320 GeV. Charm events are tagged
via full reconstruction of D∗±-mesons using the decay chain D∗± → D0 +π±

slow → K∓ +π±+
π±

slow.

2 Theoretical models

The leading order treatment of heavy flavour production has been extended to next-to-leading
order (NLO) for which calculations in several schemes are available [2–6]. All approaches as-
sume the scale to be hard enough to apply pQCD and to guarantee the validity of the factorisa-
tion theorem. Here, the massive approach is adopted, i.e. a fixed order calculation with massive
quarks assuming three active flavours in the proton. The momentum densities of the three light
quarks and the gluon in the proton are evolved by the DGLAP equations [7]. The heavy quarks
are assumed to be produced only at the perturbative level [2] via photon gluon fusion. Based on
the NLO calculations of order α2

s in the coefficient functions [2] programs for different applica-
tions were developed in the fixed-flavour-number-scheme (FFNS). The Riemersma program [3]
allows the calculation of inclusive quantities of heavy quark production, like F c

2 (x, Q2), while
the HVQDIS program [4] allows the calculation of exclusive quantities by providing the four-
momenta of the outgoing partons.

Inclusive charmed meson production cross sections are calculated using the HVQDIS pro-
gram after fragmenting the charm quarks in the photon - proton centre-of-mass frame into D∗±

mesons. The Kartvelishvili et al. fragmentation function [8] is used, which is controlled by a
single parameter α. The charm fragmentation function was measured at H1 using inclusive D∗±

meson production associated with jet production. Differences in the measured non-pertubative
fragmentation function close to and well above threshold of charm production has been re-
ported [9]. To account for the experimental observation a ŝ-dependent charm fragmentation
function is introduced with α = 6.0 for ŝ < 70 GeV2 and α = 3.3 otherwise. With this pro-
cedure it becomes possible to calculate differential inclusive D∗± meson cross sections in the
experimentally visible phase space region. To estimate the theoretical systematic uncertainty
of the predictions for the kinematical regime of this paper the charm mass is varied between
1.3 GeV and 1.6 GeV, the factorization and renormalization scales are varied simultaneously
around 0.5µ < µ < 2µ, with µ2 = Q2 + 4m2

c , and the fragmentation parameter is varied in the
interval 2.9 < α < 3.7.

1Here and further electron denotes electron or positron
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In addition the RAPGAP [10] and CASCADE [11, 12] Monte-Carlo simulations are used
for comparison to the data. Both simulations are based on leading order matrix elements with
the higher order corrections implemented via parton showers. Parton evolution according to
the DGLAP [7] equations is used in the RAPGAP program. All events generated are passed
through the full GEANT [13] based simulation of the H1 apparatus and are reconstructed using
the same program chain as for the data. The RAPGAP based simulation has been used also to
correct the data for the limited acceptance and efficiency of the detector.

CASCADE implies the intrinsic kt factorisation and parton evolution according to the CCFM
equations [14]. The latter is expected to be more appropriate to describe the parton evolution
at small x, where the collinear assumption of a large longitudinal momentum compared to the
transverse momentum of the partons might not be valid. In the parton cascade, gluons are emit-
ted in an angular ordered manner to account for coherence effects. Due to this angular ordering,
the gluon distribution depends on the maximum allowed angle in addition to the momentum
fraction x and the transverse momentum of the propagator gluon. The cross section is then cal-
culated according to the kt-factorisation theorem by convoluting the unintegrated gluon density
with the off-shell photon gluon fusion matrix element with massive quarks for the hard scatter-
ing process. The parametrisation set A0 [15] is used for the unintegrated gluon distribution of
the proton.

3 Experimental method

3.1 H1 detector

A detailed description of the H1 detector can be found in [16]. In the following only detector
components relevant to this analysis are briefly discussed. The origin of the H1 coordinate
system is the nominal ep interaction point, with the direction of the proton beam defining the
positive z-axis (forward direction). Transverse momenta are measured in the x − y plane.
Polar (Θ) and azimuthal (φ) angles are measured with respect to this reference system. The
pseudorapidity is defined to be η = − ln tan(Θ/2). In the central region (20◦ < Θ < 165◦)
the interaction region is surrounded by the central tracking system, which consists of a silicon
vertex detector, drift chambers and multi-wire proportional chambers, all operated within a
solenoidal magnetic field of 1.16 T. The trajectories of charged particles are measured in the
central tracker with a transverse momentum resolution of σ(pt)/pt ≈ 0.005pt/GeV⊕ 0.015. In
each event the ep interaction vertex is reconstructed from the measured charged tracks.

The liquid argon (LAr) sampling calorimeter [17] surrounds the tracking chambers. It has a
polar angle coverage of 4◦ < Θ < 154◦ and full azimuthal acceptance. It consists of an inner
electromagnetic section with lead absorbers and an outer hadronic section with steel absorbers.
Electromagnetic shower energies are measured with a precision of σ(E)/E = 12%

√

E/GeV⊕

1% and hadronic energies with σ(E)/E = 50%
√

E/GeV ⊕ 2%, as determined in test beam
experiments [18].

The luminosity is determined from the rate of the Bethe-Heitler process ep → epγ, mea-
sured using a photon detector located close to the beam pipe at z = −103 m, in the backward-
direction.
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At higher Q2 DIS events are selected by requiring a scattered electron in the liquid argon
calorimeter. For the electron in addition to the LAr cluster a matching track with the correct
charge is required. The quantity zimpact describes the z-position where the extrapolation of the
matched track subtends the area of beginning LAr. A cut on this quantity is normally applied
to avoid the most backward edge of the LAr calorimeter where the electron reconstruction
efficiency strongly decreases. The analysis presented here deals only with events triggered by
the LAr calorimeter with a threshold of ∼ 5 GeV (higher in forward region), for which the
efficiency exceeds 97 %, determined by inspecting independent triggers.

3.2 Event selection and reconstruction of the kinematics

The full HERA-II statistics collected with H1 experiment in the years 2004-2007 is used for
the analysis. This corresponds to the integrated luminosity of 351 pb−1. The event selection
and the acceptance of the H1 detector limits the cross section measurement to a visible range,
whose boundaries are given in Tab. 1.

Photon virtuality (Qe) 100 < Q2 < 1000 GeV2

Inelasticity (yeΣ) 0.02 < y < 0.7
Pseudorapidity of D∗ −1.5 < η(D∗) < 1.5
Transverse momentum of D∗ a) pt(D

∗) > 1.5 GeV

Table 1: Kinematical acceptance. (a) see text for details)

This analysis covers the DIS phase space 100 < Q2 < 1000 GeV2 and 0.02 < y < 0.7,
where y quantifies the inelasticity of the interaction. These two variables as well as Bjorken-x
are reconstructed from the four momenta of the scattered electron (E ′

e, Θe), which is detected
in the LAr-calorimeter excluding the most backward part (zimpact > −1.9 m), and the hadronic
final state particles (yh) using the electron-sigma method [20]: .

Q2
e = EeE

′
e(1 + cos Θe) Q2

Σ =
E2

e · sin
2 Θe

1 − yΣ
yΣ =

2yh · E
′
e

2yhE
′
e + Ee · (1 − cos Θe)

(1)

yh =

∑

i(E − pzi)

2Ee

yeΣ =
Q2

e
xΣ · s xΣ =

Q2
Σ

yΣ · s
(2)

Events with charm quarks are identified via full reconstruction of the decay chain D∗± →
D0 +π±

slow → K∓ + π± + π±
slow. Due to the small difference between the masses of the D∗ and

D0 mesons the pion πs receives only small amount of kinetic energy and genuine D∗±-decays
manifest themselves as a narrow peak in the distribution of the mass difference

∆m ≡ m(Kππs) − m(Kπ), (3)

as evident in Fig. 2. Unfortunately the branching ratio of this decay channel is only 2.35%,
and the peak is superimposed on a background of primarily combinatorial origin.

3



The fraction z(D∗) of the virtual photon momentum which is transfered to the D∗ is calcu-
lated as

z(D∗) =
E(D∗) − pz(D

∗)

2yEe

(4)

The tracks of the decay particles are reconstructed in the central track detector, which deter-
mines the accepted D∗ pseudorapidity range η(D∗). The tracks have to fulfill quality criteria like
minimal length and minimal number of hits in the central jet chambers, originate from the event
vertex and have a transverse momentum exceeding either 0.5 GeV (K∓, π±) or 70 MeV (π±

slow).
Furthermore the sum of the transverse momenta of K∓ and π± is required to be larger than 2
GeV, their invariant mass has to fall into the D0 mass window |m(Kπ) − m(D0)| < 80 MeV
and the angle (Θ∗) of the kaon in the rest frame of the D0 has to pass the cut cos Θ∗ > −0.7.
The lower limit of the transverse momentum of the D∗ accepted in the analysis is slightly larger
than that for the visible range and furthermore depends on Q2 as

pt(D
∗)/GeV > 3(log(Q2/GeV2) − 2) + 2 (5)

The latter two conditions are imposed by background considerations described below.

To get an adequate description of the combinatorial background and for signal-to-background
ratio (S/B) studies an additional wrong charge sample is selected by requiring a doubly charged
“D” with otherwise the same cuts. This sample has no D∗ signal but describes very well the
background shape of the correct charge sample. The absolute normalisation differs only by a
few percent (see Fig. 2). The combinatorial background is mainly reduced by the cuts on pt(D

∗)
and cos(Θ∗) mentioned above.

The pt(D
∗) spectrum of the signal and the background becomes harder with growing Q2

since the complete hadronic final state receives a higher transversal boost. The cut applied
in the analysis according eq. 5 takes this behavior into account. The function is motivated
by signal-to-background ratio studies, which used a D∗ Monte-Carlo simulation for the signal
and the combinatorial background taken from the data. Further an acceptable extrapolation in
pt(D

∗) down to 1.5 GeV is required.

The cut on cos(Θ∗) is motivated by the observation, that the corresponding distribution for
the D∗ signal is nearly flat, as expected for the isotropic decay topology, while the background
strongly increases at low values of cos(Θ∗). If the kaon candidate is emitted opposite to the D0

flight direction, it has a lower momentum, which enhances the contamination from misidentified
pions.

3.3 Signal extraction and determination of the cross section

Figure 2 shows ∆m distribution for the complete data sample. The D∗ signal at 145.5 MeV con-
tains N(D∗) = 497 ± 37 events above a background which matches closely the wrong charge
sample. The fit to the mass-difference distribution for the full sample and in the individual bins
assumes a symmetric Gauss-function for the signal and the Granet et al. parametrisation [21]
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for the background. The latter accounts for the characteristic power law behavior of the phase
space at threshold and includes an exponential damping term to describe the behavior at larger
∆m:

f(m) = (m − mπ)p1 exp(−p2m − p3m
2) (6)

A small tail of the signal to the higher mass side which has been observed in some higher
statistics D∗ analyses is not resolvable in this analysis and therefore not taken into account. The
sum of the two functions is then fitted to the signal sample and simultaneously to the wrong
charge sample. The shape of the background function for the two data samples is forced to be
the same but the relative normalisation is left free. To keep the fit stable for the individual bins
the width of the signal has been fixed to the value predicted by the simulation corrected for the
small difference in resolution between data and Monte-Carlo observed for the full sample.

The total visible D∗ production cross section or that in a certain bin is calculated as follows:

σvis =
N(D∗) (1 − R)

LB(D∗ → Kππs) εrec (1 − δr)
(7)

Here N(D∗) is the number of D∗ obtained from fit to the ∆m - distribution, L the lumi-
nosity, B the branching ratio and εrec is the total reconstruction efficiency determined using the
RAPGAP Monte Carlo2. For it the Monte-Carlo was reweighted in Q2 to better describe the
measured differential cross-sections.

By the D0 mass window cut also small contributions from other deacay channels like

D∗ −→ (KK, ππ, πππ0, Klνl) πs (8)

are accepted. The amount of these reflections is determined from Monte-Carlo to be R =
(4.4 ± 0.5)% nearly independent of the D∗ transverse momentum. This contribution is sub-
tracted in the cross sections according eq. 7.

Finally, to get to the visible cross sections at the Born level the reconstruction efficiency
has to be corrected for initial and final state QED radiation. The corresponding correction δr,
varying between 2 and 4 %, is evaluated comparing at the generator level Monte Carlo data with
and without radiative corrections using the HERACLES-code [23] interfaced to the RAPGAP
Monte Carlo for the corresponding kinematics bin.

3.4 Systematic errors

The following sources of systematic errors have been considered:

• The single track finding efficiency has been determined up to an uncertainty of 2%, trans-
lating to 6% per D∗.

2The trigger efficiency is determined without Monte-Carlo simulation by inspecting independent triggers
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• The vertex fit efficiency has been systematically studied for D∗ analysis at medium
Q2 [24] and found to be subject to an uncertainty 2.5% per D∗.

• The systematic error associated to the signal extraction has been estimated by compar-
ing the results from the fits to those obtained by statistical subtraction of the interpolated
background and by varying the scale factor for the fixed Gausssian width within its un-
certainty. It amounts to 5 % at most.

• The loss of signal events outside the accepted window around the D0 mass differs between
data and Monte Carlo due to resolution effects between 0.5 and 5 % (last Q2) bin.

• The uncertainty stemming from possible photoproduction background is below 1 %.

• To estimate the systematic uncertainties from the models the acceptances for each bin
are calculated both with the RAPGAP and the CASCADE Monte Carlo simulation. The
considerable differences are taken as systematic error ranging from 0.5% to 17% (last x
bin).

• The uncertainty of the energy of the scattered electron of 1.5% and of the hadronic final
state energy of 2% may change the cross section for a given bin between 0.5% to 10% (last
z(D∗) bin) for the electron scale and from 0.5% to 4% for the hadronic scale. Similarly
the uncertainty in the determination of the electron angle Θe of 3 mrad translates into a
possible variation of the cross section between 0.5% and 1.5% (last Q2 bin)

• The trigger efficiency is known with an uncertainty of 1%, the branching ratio for the
decay channel used in this analysis with an uncertainty of 2.3%, and the luminosity with
an uncertainty of 3.2%.

Adding these contributions in quadrature leads to systematic errors varying between 8 % and
21 %

4 Results and conclusions

This analysis yields for the total cross section in the visible range as given in Tab. 1

σtot
vis(e

±p → e±D∗±X) = 243 ± 18 (stat.) ± 25 (syst.) pb,

to be compared with the HVQDIS [4] prediction of

σtot
vis(e

±p → e±D∗±X) = 251 + 6 − 7 (model) pb.

The agreement is very good and apparently the model uncertainties have only minor influence
on the prediction at large Q2.

Figures 3 and 4 show the measured differential cross section either in bins of log Q2 and
log x, or in bins of pt(D

∗), η(D∗) and z(D∗), respectively, compared to the Monte Carlo sim-
ulations RAPGAP [10] and CASCADE [11] as well as to the NLO calculation HVQDIS [4].
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The latter describes all data distributions well, while RAPGAP and CASCADE fail to describe
the Q2 dependence, and CASCADE the pt(D

∗)-dependence as well.

The failure to describe the Q2-dependence becomes more evident from Fig. 5, where the
data from the present analysis are combined with those from an analysis at lower Q2 [22, 24].
RAPGAP with the parton density CTEQ6`` [25] describes the data at medium Q2 well, while
the more recent PDF-set CTEQ65m [26] gives a better description of the high Q2 data, which
explains why it was used for the determination of the acceptances here. Neither PDF-set ac-
counts for the slope over the complete range, however. To a lesser degree this is also true for the
CASCADE prediction. The best description of the data provides the NLO HVQDIS calculation
using the PDF-set MRST2004FF3nlo [27].
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Figure 1: Leading order diagram of the boson-gluon fusion.
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Figure 2: ∆m distributions for all D∗ candidates (data points). The histogram shows wrong
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of the fit to the sum of signal and background (see text).
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Figure 3: Differential cross sections as a function of log(Q2) and log(x) compared with the
predictions of the RAPGAP and CASCADE Monte Carlo simulations and the NLO calculation
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