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Abstract

A first measurement of the 1-jettiness event shape observable in neutral-current deep-inelastic
electron-proton scattering is presented. The 1-jettiness observable τ1b is defined such that it
is equivalent to the thrust observable defined in the Breit frame. The data were taken in the
years 2003 to 2007 with the H1 detector at the HERA ep collider at a center-of-mass energy
of 319 GeV and correspond to an integrated luminosity of 351.6 pb−1. The triple-differential
cross sections are presented as a function of the 1-jettiness τ1b , the event virtuality Q2 and
the inelasticity y in the kinematic region Q2 > 150 GeV2. The data have sensitivity to the
parton distribution functions of the proton, the strong coupling constant and to resummation
and hadronisation effects. The data are compared to selected predictions.



1 Digest

A variety of event shape observables have been measured in neutral-current deep-inelastic scat-
tering (NC DIS) in the past in electron-proton collisions by the H1 experiment [1–3] and by
ZEUS [4, 5]. They have proven to exhibit an interesting sensitivity to the strong coupling con-
stant, αs(mZ), to hadronisation and to resummation effects. Due to their close relation to
inclusive DIS cross sections they also have sensitivity to the parton distribution functions of the
proton (PDFs) [6]. An event shape observable of particular interest is the thrust τ = 1 − T ,
which measures the sum of the longitudinal momentum components of the hadronic final state
particles in the current hemisphere. In this quantity, the current hemisphere HC defines the
region in the Breit frame [7] with η < 0. The hadronic final state (HFS) refers to all final-state
particles in the event that are not the scattered lepton.

There are different definitions of the thrust, differing in the normalisation parameter. The
definition in which the total longitudinal momentum in the current hemisphere of the Breit
frame is normalised to Q/2 is of particular interest for precise and stable theoretical predictions
[8–10]:

τQ = 1− 2

Q

∑
i∈HC

PBreit
z,i . (1)

The denominator Q denotes the square-root of the virtuality Q =
√
−q2, where q is the four-

vector of the exchanged boson, PBreit
z,i are the longitudinal momenta of the HFS particles in

the current hemisphere HC . This definition is infrared safe, allows for analytic or automatised
resummation and is free of non-global logarithms [11]. With the rise of soft-collinear effective
theory (SCET), it was recognised that τQ has an equivalence with a global event-shape observable
in terms of a 1-jettiness observable [12,13]

τ b1 =
2

Q2

∑
i∈X

min{xP · pi, (q + xP ) · pi} . (2)

The quantity x denotes the Bjorken-scaling variable, P is the proton beam four-vector and pi
are the four-vectors of the HFS particles. Differently than for τQ, the summation index in the
definition of τ b1 runs over the HFS particles in both current and beam hemispheres. The τ b1 is
a Lorentz invariant observable, thus the quantity can be evaluated directly in the laboratory
frame. From energy-momentum conservation it is found that [13]

τQ = τ b1 . (3)

Since both definitions are equivalent, the 1-jettiness τ b1 can be measured as τQ. Therefore,
only the particles in the current hemisphere are considered, while the particles in the beam
hemisphere do not contribute directly to the observable τQ.

The data was taken in the years 2003 to 2007 using electron or positron beams at a center-of-mass
energy of

√
s = 319 GeV, and correspond to an integrated luminosity of L = 351.6 pb−1 [14].

The events are triggered by a high-energetic cluster in the liquid argon calorimeter (LAr). The
efficiency is larger than 99 % for an inclusive DIS sample in the given phase space [15], if the
scattered electron energy exceeds Ee′ > 11 GeV.

A number of requirements to suppress non-collision background from beam-gas interaction or
beam-halo are applied [15,16], as well as to suppress QED compton events [15]. A particle-flow
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algorithm is employed for the reconstruction of individual particle candidates, which combines
the information from tracks with clusters. Their energy is calibrated using a neural-network
based shower-classification algorithm and a dedicated jet-calibration sample [17].

At detector-level in data and particle-level1, the data are required to have a longitudinal energy-
momentum balance between 45 < (E − Pz)tot < 65 GeV, which is defined from a sum over all
particles as (E−Pz)tot =

∑
e′,i∈X(Ei−Pz,i). This requirement reduces effects from initial state

QED radiation (ISR).

The DIS kinematic variables are defined from the IΣ-method [18,19]:

Q2 = Q2
Σ =

E2
e′ sin2 θe′

1− yΣ
, y = yΣ =

Σ

Σ + Ee′(1− cos θe′)
and x = xIΣ =

Ee′

Ep

cos2(θe′/2)

yΣ
. (4)

The quantity Σ is defined as Σ =
∑

i∈X(Ei − Pz,i), the polar angle of the scattered electron
is denoted θe′ , and Ep is the proton beam energy Ep = 920 GeV. The Bjorken variable x is
required to define the boost-vector to the Breit frame. The IΣ method has the advantage that
the electron-beam energy does not enter into the equations. Thus they are largely insensitive to
initial state QED radiative effects. In addition, it was found that the IΣ method yields highest
purities for most of the bins in the measured phase space, as compared to other reconstruction
methods.

The polar-angle acceptance of the LAr, θ . 154◦, defines the Q2-region of the measurement
and thus Q2 > 150 GeV2. The electron-energy requirement translates roughly to y . 0.7. The
region y . 0.1 (which corresponds to high-x) is omitted from the measurement, as this kinematic
regime cannot be well measured due to limited acceptance and resolution in the very forward
region. In addition, the Lorentz-factor β of the boost vector approaches unity.

The data are corrected for detector effects, background processes and higher-order QED effects at
the lepton-vertex, as described in the following. Cross sections dσ/dτ b1(Q2, y) =

∫
∆Q2∆y

dσ
dQ2dydτ

are measured in each (Q2, y) bin as

σ =
Ndata −NBkg

L ·∆τ
· cunfold · cQED , (5)

where Ndata denotes the number of data events, NBkg denotes the estimated number of events
from processes other than high-Q2 inclusive NC DIS, ∆τ denotes the bin-width in τ b1 , cunfold

is the detector-correction factor, cQED denotes the QED corrections. The data are corrected
for acceptance and resolution effects of the detector using the bin-by-bin method (denoted as
unfolding) and the correction factors cunfold are obtained from two signal Monte Carlo models
Djangoh [20] and Rapgap [21] (see below) together with a detailed simulation of the H1 detector
based on GEANT3 [22]. Altogether more than 4×108 events are simulated for that purpose. All
technical aspects of the detector are well modelled, and both MC models provide an accurate
description of the data; the two models based on different physics models commonly bracket
the data. A comparison of the data and these simulations for selected observables is displayed
in figs. 1 and 2. The data are further corrected for QED radiative effects, where multiplicative
factors cQED are derived using Djangoh and Rapgap. Both models implement higher-order

1The particle-level used for the unfolding includes higher-order QED radiation at the lepton-vertex. In these
radiative MC events, ISR photons are not included into the calculation of (E−Pz)tot at particle-level. In contrast,
in non-radiative MC this cut is not applicable and one always finds (E − Pz)tot = 2Ee.
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QED effects with the subroutines from Heracles [23]. The QED effects corrected for include
the emission of photons from the lepton line, photonic lepton vertex corrections, self-energy
contributions at the external lepton lines, but not for fermionic contributions to the running of
the electromagnetic coupling. The number of events from processes other than high-Q2 inclusive
DIS, NBkg, are obtained from simulated events of low-Q2 NC DIS (Djangoh, 4 < Q2 < 60 GeV2),
photoproduction (Pythia 6.2 [24, 25], Q2 < 4 GeV2), charged current DIS (Djangoh), QED
Compton events (Compton [26]), while the contributions from di-lepton production (Grape [27]),
charged current DIS (Djangoh) and deeply virtual Compton scattering (TinTin/Milou) are found
to be negligible. The name in the parenthesis denotes the respective MC event generator program
used.

To the measurement of τQ all particle candidates in the current hemisphere in every selected
NC DIS event contribute, see eq. (1). Therefore a detailed understanding of the acceptance
and resolution of all single particles is of importance, and a precise modelling of the detector
response is required for an unbiased unfolding. The distribution of the longitudinal momentum
in the Breit frame of all particle-candidates PBreit

z in the selected events are compared with the
simulations in fig. 3, separately for reconstructed clusters (left) or tracks (right). Overall, good
agreement between the simulation and the data is observed, both, for clusters and tracks. The
contribution from individual particle-candidates to τQ in different θ-regions or different particle
energies E are displayed in figs. 4 and 5. It is observed that the most relevant contributions are
from objects in the central part of the detector (25 < θ < 153◦) and from objects with large
energy (E > 1.0 GeV). Both can be well measured with the various subdetector components of
the H1 detector [28–31]. The simulations provide an accurate description of the data altogether.

The measurement is associated with a number of systematic uncertainties from various sources.
These are briefly summarised in the following:

• The energies of all clusters and tracks receive final calibration factors from a dedicated
jet-energy calibration [15, 17]. This calibration procedure results in two independent un-
certainty contributions, denoted as ‘jet energy scale uncertainty’ (JES) and ‘remaining
cluster energy scale uncertainty’ (RCES). Both uncertainties are determined by varying
the energy of the HFS objects by 1 %. The JES rather affects high-energetic objects, while
the RCES rather affects low-PT objects.

• The energy of the scattered lepton is measured with a precision of 0.5 % in the central
and backward region of the detector, and with 1 % precision in the forward region of the
detector [32].

• The polar-angle position of the LAr with respect to the Central Tracking Detector (CTD)
is aligned with a precision of 1 mrad [32]. This uncertainty component is considered sepa-
rately for the scattered electron and for the HFS objects.

• The integrated luminosity is associated with an uncertainty of 2.7 % [14].

Various predictions are compared to the measured cross sections

• The DIS MC event generator Djangoh 1.4 [20] which implements higher-order QCD ra-
diation through the color-dipole model as implemented in Ariadne [33]. The Lund string
fragmentation model [34, 35] with the ALEPH tune [36] and the CTEQ6L PDF [37] are
used. Higher-order QED radiation is simulated with the Heracles program [23], although
this is used only for radiative MC events used for unfolding, but not for the cross section
predictions.
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• The DIS MC event generator Rapgap 3.1 [21], which implements parton showers in the
leading-logarithmic approximation. Similarly as Djangoh, Heracles, the Lund string frag-
mentation model with the ALEPH tune, and the CTEQ6L is implemented.

• The MC event generator Pythia 8.303 [38, 39] is used together with the NNPDF3.1 PDF
set [40]. The value of the strong coupling constant is set consistently to 0.118. Three
different parton-shower models are studied: i) the ‘default’ dipole-like p⊥-ordered shower,
ii) the p⊥-ordered Vincia parton shower [41–44] at leading color, and ii) the Dire [45–47]
parton shower which is an improved dipole-shower with additional handling of collinear
enhancements. The Pythia 8.3 default for hadronisation is used [39].

• The MC event generator Herwig 7.2 [48] is used with its default settings, and the events
are analysed with Rivet [49].

• Next-to-next-to-leading order predictions in perturbative QCD for the process ep → e +
2jets +X are obtained with the program NNLOJET [50–53]. The factorisation and renor-
malisation scales are identified with µ = Q. Scale uncertainties are obtained as the largest
difference in the 7-point scale-variation prescription with scale factors 0.5 and 2. The
PDF set NNPDF3.1 [40] is used. Non-perturbative correction factors are applied to these
parton-level predictions and multiplicative correction factors for hadronisation effects are
obtained from Pythia 8.3. These NNLO predictions are valid only in the region where the
2 → 2 process dominates and hadronisation corrections are small, and thus aproximately
τ b1 & 0.22 and τ b1 6= 1. From the same program, also NLO predictions are obtained and
are displayed for comparison.

2 Results

The 1-jettiness cross sections are measured as single-differential cross sections dσ/dτ b1 in two
variants. In both cases, the full τ b1 spectra is measured and no further cuts are applied, so τ b1
is measured in the range 0 ≤ τ b1 ≤ 1. Consequently, if all bins in τ b1 are integrated, one obtains
the bin-integrated inclusive NC DIS cross section in the respective Q2 and y interval. First,
single-differential cross sections dσ/dτ b1 are measured in 13 bins in τ b1 in a large kinematic region

150 < Q2 < 20 000 GeV2 and 0.2 < y < 0.7 . (6)

These are referred to as single-differential cross sections in the following. Secondly, dσ/dτ b1 is
measured for adjacent smaller intervals in Q2 and y in the range

150 < Q2 < 20 000 GeV2 and 0.1 < y < 0.9 , (7)

where (Q2,y)-intervals with low purities or data points with large statistical uncertainties are
omitted. These cross sections are referred to as triple-differential cross sections in the following.

The single-differential cross sections dσ/dτ b1 are presented in figs. 6 and 7 and compared to
various predictions, as described in the caption of the figures. The τ b1 cross section exhibits a
distinct peak at around τ b1 ∼ 0.15 and a tail towards high values of τ b1 . The peak region is related
to DIS born-level kinematics and subject to hadronisation and resummation effects, while the
tail region is populated by events with additional hard radiation. The highest bin at τ b1 ∼ 1
has a sizeable cross section, and these are from events that have no particles in the current
hemisphere in the Breit frame.
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The classical MC event generators Djangoh and Rapgap provide an overall reasonable descrip-
tion of the data, although the region of low τ b1 is underestimated by both models. The high τ b1
region is well described, and Djangoh is a bit higher than Rapgap, which is related to its harder
PT -spectra of jets [54]. The MC predictions from Pythia+Dire provide a somewhat reasonable
description. In particular, the peak region at τ b1 ∼ 0.15 is better described than by Djangoh or
Rapgap, but the tail-region at high τ b1 is underestimated by Pythia+Dire. Vinca and the Pythia-
default parton shower provide a similar description of the high-τ b1 region than Dire, but Vincia
overestimates the peak-region, whereas the default-shower is better in normalisation but fails to
describe the shape of the peak-region. The NNLO predictions provide an improved description
of the data as compared to Pythia+Dire, although the bulk region remains somewhat underes-
timated. The NNLO predictions provide an improved description of the data as compared to
NLO predictions, and the NLO predictions are altoghether quite similar to Pythia+Dire.

The triple-differential cross sections are presented in figs. 8, 10 and 12, and the ratio to the
data are displayed in figs. 9, 11 and 13. With increasing Q2, the peak of the distribution shifts
towards lower values of τ b1 , which is related to the increasing momentum of the DIS born-level
jet, and a reduced importance of hadronisation effects. Similarly, at higher Q2, the high τ b1
region is of less importance. Furthermore, the cross section at τ b1 ∼ 1 reduces with increasing
Q2. This region is dominated by event topologies without particles in the current hemisphere,
which is related to events with x at least smaller than 0.5 [13]. This configuration is present
because DIS is a hadron-initiated process and τ b1 is defined in the Breit frame, whereas such
configurations do not exist in the equivalent definition of τ b1 in e+e− collisions [55].

The triple-differential cross sections are best described by Djangoh. Rapgap underestimates
the high τ b1 region at low y. Pythia+Dire is similar to Rapgap at low-y but has additionally
a too high peak at low τ b1 , and underestimates the data at high τ b1 . The other parton-shower
models interfaced to Pythia are similar to Dire, and the main difference is at low τ b1 , where all
models overestimate the data at lower Q2. The Herwig predictions are often similar to those
from Pythia, but they have two features: in the low τ b1 region the data are underestimated, and
there is a prominent structure in the τ b1 spectrum at medium τ b1 that changes with y. The NNLO
predictions provide a good description of the data at τ b1 ∼ 0.35 and underestimate the data at
higher τ b1 . The sizable NP corrections limit may be a limiting factor and need to be investigated
in detail. The NNLO predictions provide an improved description as compared to Pythia+Dire
or NLO predictions. The latter are altogether similar to Pythia+Dire in the region of validity.

3 Summary and conclusion

A first measurement of the 1-jettiness event shape observable in neutral-current deep-inelastic
electron-proton scattering at HERA is presented using data taken with the H1 experiment. The
1-jettiness observable τ b1 is equivalent to the classical event shape observable τQ. The cross
sections are measured as a function of τ b1 in the kinematic region 150 < Q2 < 20 000 GeV2 and
0.2 < y < 0.7, and in a triple-differential manner in the region 150 < Q2 < 20 000 GeV2 and
0.1 < y < 0.9. The data are compared to various predictions, while only the classical Monte
Carlo event generators Djangoh and Rapgap provide a satisfactory description. The data will
be valuable for optimisation of multi-purpose MC event generators, and the data is sensitive
to the value of the strong coupling constant, to hadronisation and resummation effects and to
parton-distribution functions of the proton.
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4 Figures
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Figure 1: Detector level distributions of y (left) and Q (right) of all pre-selected data. The definition of
these observables is given in the Equations (4).The data are compared to simulated data using the MC
generators Djangoh and Rapgap. Further simulated data with different processes are added to both mod-
els. The most relevant background processes are low-Q2 NC DIS (Q2 < 60 GeV2) and photoproduction,
displayed in a stacked style. Other processes are found to be negligble and hence the photoproduction
represents the sum of all background processes.
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Figure 2: Detector-level distribution of τQ, of the pre-selected data and in the range 150 < Q2 <
20 000 GeV2 and 0.2 < y < 0.7. The data are compared to simulated data using Djangoh or Rapgap, and
to both models various other background processes are added (green line, see fig. 1 for further details).
The signal MC models provide a satisfactory description of the data and bracket the data. The simulation
of the experimental apparatus is found to be very satisfactory.
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Figure 3: The longitudinal momentum PBreit
z in the Breit frame of reconstructed particle candidates

(denoted as particles) in the selected events. Only particle candidates with ηBreit < 0 are displayed, since
only those contribute to the actual calculation of τQ. Particle candidates are defined by an energy-flow
algorithm taking clusters and tracks into account. Left: the PBreit

z distribution for clusters, right: the
PBreit
z distribution for tracks. The detector-level data are compared to signal MC models Djangoh and

Rapgap, which include further MC samples for background processes (see text).
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Figure 9: The ratio of the predictions to the differential cross section dσ/τ b1. for adjacent regions in Q2

and y (compare fig. 8 for more details). The black boxes indicate the size of the systematic uncertainties.
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Figure 10: Similar as fig. 8, but the data are compared to predictions from recent MC generators Pythia 8.3
and Herwig 7.2. For Pythia, furthermore three different parton shower models, the ‘default’ shower (no
label), Vincia or Dire, are displayed.
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Figure 11: The ratio of the predictions (recent MC generators, as displayed in fig. 10) to the cross sections
dσ/dτ b1 (c.f. caption of fig. 8).
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Figure 12: Similar as fig. 8, but the data are compared to predictions from a fixed order calcuation in
next-to-leading order perturbative QCD (NLO) of the process ep→ e+ 2jets +X. The NLO predictions
are multiplied with hadronisation corrections (NP), which were obtained from Pythia 8.3.
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Figure 13: The ratio of the predictions (fixed order predictions, as displayed in fig. 12) to the cross
sections dσ/dτ b1 (c.f. caption of fig. 8).
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