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Abstract

Differential dijet cross sections in diffractive deepiamic scattering are measured with
the H1 detector at HERA using an integrated luminosity o65ib!. The selected events
are of the typeep — eXY, where the systenX contains at least two jets and is well
separated in rapidity from the low mass proton dissociasigstemY”. The dijet data are
compared with QCD predictions at next-to-leading orderetasn diffractive parton dis-
tribution functions previously extracted from measuretaaf inclusive diffractive deep-
inelastic scattering. The prediction describes the digg¢a dvell at low and intermediatgp
(the fraction of the momentum of the diffractive exchangeied by the parton entering the
hard interaction) where the gluon density is well determifrem the inclusive diffractive
data, supporting QCD factorisation. A new set of diffragtjpparton distribution functions
is obtained through a simultaneous fit to the diffractivdusive and dijet cross sections.
This allows for a precise determination of both the diffieequark and gluon distributions
in the range.05 < zp < 0.9. In particular, the precision on the gluon density at high
momentum fractions is improved compared to previous etitnas.
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1 Introduction

Hadron-hadron collisions proceed predominantly via soferiactions to which perturbative
Quantum Chromodynamics (QCD) cannot be applied. In a siededction of these soft pro-
cesses the colliding hadrons remain intact or merely diat®oto larger mass states with the
same quantum numbers. These “diffractive processes” damihe behaviour of the total cross
section at high energy and are phenomenologically destbigehe exchange of the pomeron
trajectory, which carries the quantum numbers of the vaculine parton composition of this
diffractive exchange is, however, not well known.

Processes of the typ® — e Xp have been studied in detail at HERA. These processes can
be pictured as*p scattering, where the virtual photon interacts with a difive exchange and
dissociates to produce a systéfn In QCD a hard scattering collinear factorisation theorém [
predicts that the cross section for diffractive deep-istétaep scattering (DIS) factorises into
a set of universal diffractive parton distribution funetgo(DPDFs) of the proton and process-
dependent hard scattering coefficients. DPDFs have beemuaed through QCD fits to the
measured cross sections of inclusive diffractive scaitest HERA [2—-15].

If QCD factorisation is fulfilled, next-to-leading order J®) QCD calculations based on
DPDFs such as those extracted in [5] should be able to prédgbroduction rates of more
exclusive diffractive processes such as dijet and opemtipgioduction. Previous measure-
ments of such exclusive cross sections in DIS [16—23] supgp@D factorisation since they
can be reasonably well described using the DPDFs deternfioetinclusive diffractive scat-
tering. Diffractive dijet and charm production proceed miyaivia boson gluon fusion (BGF,
depicted in figuré]l) and are therefore mainly sensitive ¢odiffractive gluon density. It was
recently shown [5] that inclusive diffractive scatterirgfa do not constrain the diffractive gluon
density well at high momentum fractions. Thus stringentistes$ factorisation can only be per-
formed at low momentum fractions. However, the gluon dgradihigh momentum fractions is
particularly relevant for the estimation of cross sectitorsseveral important processes at the
LHC [24]. Measurements of diffractive dijet production cdinectly constrain the diffractive
gluon density at high momentum fractions, extending thesikiatic range of reliably deter-
mined diffractive parton densities.

In this paper, a new measurement of diffractive dijet cresgisns in deep-inelastic scat-
tering is presented, based on data collected with the Hlcuetat HERA in the years 1999
and 2000. These are the first HERA diffractive DIS dijet datthvt, = 920 GeV. Jets are
defined using the inclusivie; algorithm [25]. The resulting dijet cross sections are careg
to NLO QCD predictions based on DPDFs previously extrac&drpm inclusive diffractive
ep scattering at H1. For the first time, a combined NLO QCD fit ifqened to the differential
dijet cross sections and the inclusive diffractive crosgisa data in order to determine a new
set of DPDFs.

2 Kinematics

The dominant process leading to the production of dijetsiffrtadtive DIS is depicted in
figure[d. The incoming proton of four-momentupinteracts with the positron of four-momen-
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Figure 1: Leading order diagram for diffractive dijet pration in DIS.

tum k via the exchange of a virtual photon with four-momenturnithe DIS kinematic variables
are defined as

2
2 2 _ 9 P-q

Q - q ) .,I; - 2P . q? y P . k?

whereQ? is the photon virtualityy is the longitudinal momentum fraction of the proton carried
by the struck quark angl is the inelasticity of the process. These quantities areected by
the relation

Q* = xys,
wheres denotes the fixedp centre-of-mass energy squared.
The hadronic final state of the events is divided into twoaystX andY’, separated by

the largest gap in the rapidity distribution of the hadraglative to the collision axis in the*p
centre of mass system. The diffractive scattering is diesdrin terms of the variables

q-(P—py)
q-P

with py representing the four-momentum of the systénHeret is the squared four-momentum

transfer at the proton vertex ang- is the fraction of the proton’s longitudinal momentum

t=(P —py)2, Tp = B=x/zp,
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transferred to the systeii. The fractional longitudinal momentum of the diffractiveceange
carried by the parton which enters the hard interaction feiti-momentunv is given by

_ . av

Zp = ——.
r Q‘(P—pY)

3 Experimental Procedure

3.1 H1 Detector

A detailed description of the H1 detector can be found in E8j— Here, a brief account of
the components most relevant to the present analysis ia.givee origin of the H1 coordinate
system is the nominap interaction point. The direction of the proton beam defilegtositive
z—axis (forward direction). Transverse momenta are medsuwreéhe z—y plane. Polar {)
and azimuthalg) angles are measured with respect to this reference sy$tespseudorapidity
is defined ag = — Intan(0/2).

Theep interaction region is surrounded by a two-layered silicioip sletector [29] and two
large concentric drift chambers, operated inside a 1.16l@nhsadal magnetic field. Charged
particle momenta are measured in the pseudorapidity rarige < n < 1.5 with a reso-
lution of o(pr)/pr = 0.005pr/GeVa 0.015. The central tracking detectors also provide
triggering information based on track segments measuredein-¢ plane of the central jet
chambers and on the position of the event vertex obtained from the double laydrsnvo
multi-wire proportional chambers. A finely segmented elatiagnetic and hadronic liquid
argon (LAr) calorimeter [30] covers the rangel.5 < n < 3.4. The energy resolution is
o/E =0.11/,/E/GeV for electromagnetic showers andFE = 0.50/,/E/GeV for hadrons,
as measured in test beams [31]. A lead/scintillating fiblerocaeter (SPACAL) [28] covers the
backward region-4 < n < —1.4. Its main purpose is the detection of scattered positrons.

The luminosity is measured via the Bethe-Heitler Brembdirag processp — epy, the
final state photon being detected in a crystal calorimeter=at—103 m.

The Forward Muon Detector (FMD) and the Proton Remnant TageT) are sensitive
to the energy flow in the forward region. They are used to effity reject events which do
not exhibit a rapidity gap between thé system and the proton dissociation systémThe
FMD is located at = 6.5 m and covers a pseudorapidity rangeldf < n < 3.7. It may also
detect particles produced at largedue to secondary scattering within the beam pipe. The PRT
consists of a set of scintillators surrounding the beam ptpe= 26 m and covers the region
6 <n<T.5.

3.2 Event Selection

The data used in this analysis correspond to an integratathdsity of 51.5 pb'! taken in
the 1999 and 2000 running periods, in which HERA collidedtpns of 920 GeV energy
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with positrons of 27.5 GeV. The data are collected using ggéi which requires the scat-
tered positron to be detected in the SPACAL calorimeter dridast one track of transverse
momentum above.8 GeV to be recorded in the central jet chamber. In the off-linelyana
sis, the scattered positron is selected as an electroma@RACAL cluster with an energy
E. > 8 GeV and polar anglé56° < 6. < 176°. These requirements are well matched to the
chosen kinematic range of< Q? < 80 GeV? and0.1 < y < 0.7. Background from photopro-
duction, where the positron scatters unobserved at snglisaand a particle from the hadronic
final state is misidentified as the scattered positron, ipgsed by the requirement that the
difference between the total energy and longitudinal mdomarreconstructed in the detector,
E — p., must be larger thal5 GeV. Background not related tep collisions is reduced by
restricting thez position of the event vertex to lie withiBb cm of the averagep interaction
point.

Diffractive events are selected by the absence of hadratiitst above noise threshold in
the most forward part of the LAr calorimetey ¢ 3.2) and in the FMD and PRT. This selection
ensures that the rapidity gap between the syst&masdY spans more than four units between
n = 3.2 and7.5. In addition the restriction » < 0.03 is imposed to limit the contribution from
secondary reggeon exchanges and to ensure good acceptance.

The hadronic systerX is measured in the LAr and SPACAL calorimeters and the ckntra
tracking system. Calorimeter cluster energies and trackemba are combined into hadronic
objects using an algorithm which avoids double counting.[3@ts are formed from the hadronic
objects, using the inclusiver cluster algorithm [25] with a distance parameter of unityha
photon-proton rest frame. At least two jets are requiredhwiansverse momenta in thép
centre of mass frame of. ., > 5.5 GeV andpz. ;.,, > 4 GeV for the leading and sub-leading
jet, respectively. Asymmetric cuts on the jet transversenerata are chosen to facilitate com-
parisons with NLO QCD predictions. The axes of the jets agaired to lie within the region
—1.0 < nje < 2.0 in the laboratory frame, well within the acceptance of the cAlorimeter.
After all cuts 2723 diffractive dijet events are selected.

3.3 Kinematic Reconstruction

The energyr, and polar anglé. of the scattered positron are measured using the SPACAL and
the reconstructed vertex position. The inelastigitygnd photon virtualityQ? are determined
according to

whereE? is the positron beam energy. The energy and momentum of thetia systemX
are reconstructed from the observed hadronic objects anhvariant mas3/y is computed
from this information. The invariant mass of the dijet systis given by

My = \/(pjetl +pjet2>27

7



with p,.1 andp,..» being the four-momenta of the leading and sub-leadinggspectively. The
observables » andz are reconstructed according to

M3 +@Q*
rp = —
ys
M, + @
P o2
My +@

3.4 Monte Carlo Simulations and Fixed Order QCD Predictions

Monte Carlo simulations are used in the analysis to cortextdata for detector effects. For
events generated with Monte Carlo programs, the H1 deteesmonse is simulated in detail
using GEANT [33] and the events are subjected to the samgssals the data. Events are
generated using the RAPGAP program [34] which simulateptbeessp — ¢Xp, assuming
proton vertex factorisation (see section]5.2). Leadingordatrix elements for the hard QCD
sub-process are convoluted with DPDFs, taken at the faetion scale.; = +/p> + @2,
wherep is the transverse momentum of the emerging hard partoris/esia the collision axis
in the~*p centre of mass frame. A preliminary version of the ‘H1 200@0PB¥fit [35] is used
to simulate pomeron and sub-leading reggeon exchangehieHayder effects are simulated
using parton showers [36] in the leading logarithm appr@tion. The Lund string model
[37,38] is used for hadronisation. QED radiative corretsiare applied using the HERACLES
program [39]. Processes with a resolved virtual photon B@iacluded, with the structure of
the photon given by the SAS-2D parameterisation [40].

The background due to non-diffractive deep-inelastictedal is estimated and accounted
for using the RAPGAP Monte Carlo program in its inclusive rao@he parameters are chosen
to be similar to the ones used for the generation of the dtifra sample discussed above. The
inclusive simulation uses the CTEQS5L parton densities eftoton [41].

In diffractive DIS measurements using the present teclnthe systent” does not nec-
essarily consist only of a single proton, but may also be a hoass dissociative system.
The DIFFVM program [42] includes a sophisticated treatnenthe dissociating proton. It
Is used to study the response of the forward detectors to lagsmproton dissociation sys-
tems (n, < My < 5 GeV). The non-resonant part of they distribution is modelled with
do/dME < (1/ME)1%8 while thet dependence follows an exponential decredsgt « e
with b = 1.6 GeV 2. This parameterisation is motivated by measurements fsadiive vector
meson production at H1 [43]. Proton dissociation processis)y > 5 GeV are included in
the treatment of non-diffractive background with RAPGARIestussed above.

NLO QCD predictions for the dijet cross sections are catealat the parton level using the
NLOJET++ program [44] in slices af p, assuming proton vertex factorisation. The resulting
cross sections are converted to the stable hadron levelchyréaextracted from the RAPGAP
Monte Carlo model in the diffractive mode. The renormal@atnd factorisation scales are set
to p1, = pp = /D5 + Q2, Wherepy. ;. ,, is the transverse momentum of the leading jet in the

~*p centre of mass frame. The NLOJET++ calculation uses partoisities obtained from a
NLO QCD analysis of inclusive diffractive scattering at Fgl.[ That publication provides two
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4 < @Q* < 80GeV?

DIS Selection 01 < y < 07
rp < 0.03
Diffractive Selection My < 1.6 GeV
it| < 1GeV?

Prjen> 9.5 GeV
Jet Selection PTjern> 4 GeV
B3 < e <0

Table 1: The kinematic domain in which the cross sectionsraasured at the level of jets of
stable hadrons. The jets are reconstructed using the inelks algorithm as described in the
text. Variables marked with @aare evaluated relative to the collision axis in tjf@ centre of
mass frame.

sets of parton densities, H1 2006 DPDF fit A and fit B, whichetifh the parameterisation of
the gluon density. A steeper fall-off in the gluon densithigih = » is obtained for fit B than for
fit A, while the quark densities agree within the uncertastiBoth DPDF sets provide a good
description of the inclusive diffractive DIS data.

The experimental and theoretical uncertainties on the BPDHF5] are propagated to the
dijet prediction via an eigenvector decomposition of thesources according to the method
presented in [48]. The deviations from the nominal predicare added in quadrature to obtain
the uncertainty on the dijet prediction due to DPDF uncaetias. Alternative hadronisation
corrections are extracted from the POMWIG Monte Carlo m¢éte], which uses cluster frag-
mentation [46, 47] to describe hadronisation. The diffeesbetween the nominal and alterna-
tive hadronisation corrections is taken to be the hadrainisaincertainty on the NLO QCD
prediction. To account for the uncertainty due to the mggsilgher orders in the calculation,
the renormalisation and factorisation scales are varieddmymon factors of 2 and 0.5 with
respect to the nominal prediction.

3.5 Cross Section Measurement

The measured differential dijet cross sections are defihéloedevel of stable hadrons in the
kinematic region specified in taklé 1. A correction of tyfiig@0% is applied to account for
detector acceptances, inefficiencies and migrations legtwesasurement bins using the RAP-
GAP 3.1 Monte Carlo program. This simulation gives a reabtendescription of the shapes
of all data distributions. According to the simulation, tietector level observables are found
to be well correlated with the observables at hadron levie @ross sections are corrected to
the QED Born level using the HERACLES interface to the RAP@Aénte Carlo program.
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The small background contribution from non-diffractiveegdenelastic scattering is statistically
subtracted using the Monte Carlo sample introduced above.

The cross section definition for this study is chosen to ielall events with\/y < 1.6 GeV
and|t| < 1 GeV* as in [2,5,16-18]. As\/y and|t| are not measured directly, the effects of
migration across these boundaries must be estimated. fidigserom largeMy > 5 GeV and
xp > 0.2 are corrected for using RAPGAP in inclusive mode. Smeartrgss theMy, =
1.6 GeV boundary of events with/y < 5 GeV is evaluated with the DIFFVM [42] simulation
of proton dissociation, following [2].

3.6 Systematic Uncertainties

The systematic uncertainties are evaluated separatelgaicn measurement bin, except for
uncertainties on global correction factors. The followsaoyirces of uncertainty are determined
to be largely correlated between bins:

LAr calorimeter energy scale: The energy scale of the LAr calorimeter response to hadrons
is varied by+4% in the simulation, which causes a variation of the total sesction by
2% and slightly larger uncertainties in individual measuretrigns.

Track Momenta: The contribution of the track momenta to tAesystem is varied by-3%,
resulting in a total cross section uncertainty of around 3%.

Luminosity: The measurement of the integrated luminosity has an unegriaf 1.5%. This
translates directly into a 1.5% uncertainty on the cross@ec

FMD noise: The cross section is corrected for the fraction of evenesctef due to noise in
the forward muon detector. A global correction factor isedetined from a sample of
randomly triggered events and is found to {32 + 0.4)%. The uncertainty on this
correction factor leads to an overall normalisation uraiety of 0.4%.

x p-migration: The estimated number of non-diffractive background everiteeh migrate
into the sample from the unmeasured regign > 0.03 or My > 5 GeV is varied by
+50%, leading to a total cross section uncertainty of 1%.

M,y and |t| migrations: The systematic uncertainties connected to migrations theef/y
and|t| limits are assessed following the method of [5], giving atoincertainty of 5%.

Rapidity gap selection inefficiency: A fraction of the events in the kinematic range specified
in table] give rise to hadronic activity at pseudorapiditager than allowed by thg, ...
cut in the LAr calorimeter or in the forward detectors andisstlost. The correction for
this effect relies heavily on the RAPGAP simulation to ddsethe forward energy flow
of diffractive events. The forward energy flow in diffraciDIS is investigated with a
sample of elastically scattered protons detected in theaia proton spectrometer of
the H1 detector [49]. The study finds the RAPGAP model to desdhese migrations
to within 30% [50]. The effect of this uncertainty on this measurementtingated by
reweighting all events in the signal simulation which dopass the forward detector cuts
by +30%. This translates into an uncertainty @df'% on the total cross section.
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The remaining systematic uncertainties, described bedtvw significantly less correlation
and are thus treated as uncorrelated between measuremgnt bi

Positron energy: The energy of the scattered positron is known to within 2% at= 8 GeV,
falling linearly to 0.3% atF, = 27.5 GeV. This translates into a 2% uncertainty on the
total cross section.

Positron angle: The uncertainty in the polar anghe of the scattered positron is 1 mrad. This
contributes an uncertainty @4 to the total cross section.

Trigger efficiency: The average difference between the trigger efficiency aaebed from the
Monte Carlo simulation and from the data using monitor teiggamples is taken as the
uncertainty on the trigger efficiency, which is around 1%.

Unfolding uncertainties: To evaluate the model dependence of the correction frometecd
tor to the hadron level, key kinematic dependences of thet®@arlo simulation are
reweighted within the limits imposed by the present datae fbtlowing distributions are
varied: zp by 232, pr by p=04, |t| by 2 GV andy by y*°3. The largest uncer-
tainty is introduced by thg; reweighting (typically 4%) followed by: » (3%), while the
reweights in the two other variables have rather small &ffec

The largest contributions to the systematic errors on thescsections arise from the uncer-
tainty in the LAr calorimeter energy scale, from unfoldingcertainties and from the rapidity
gap selection inefficiency. The overall uncertainty on thtaltcross section i$}5%. The un-
certainties on individual measurement bins are slightiyda

4 Dijet Results

The integrated cross section in the kinematic range spédifitable_1 is determined to be
o (ep — eXY) = 524 1 (stat.) * (syst.) pb.

When this measurement is translated to the kinematic rahgieeoprevious H1 result [18]
(i.e. after correcting for the different proton beam enesgi-range andy ,.,,-ranges), the
two results are compatible within the uncertainties. Thaltcross section can be compared to
the NLO QCD predictions based on the two sets of DPDFs deteifrom inclusive diffrac-
tion [5]:

o®°*(H1 2006 DPDF fit A) = 75 *}7 (scale unc.) + 7(DPDF) pb,
0¥ (H1 2006 DPDF fit B) = 57 "2} (scale unc.) + 8(DPDF) pb.

The scale uncertainty is derived by simultaneously varyipgnd, by common factors of 2
and 0.5. Whilst both predictions are compatible with the sneament, the central result of fit
A overestimates the cross sectionbyl0%.

Differential dijet cross sections are shown in figures Pltmé tabulated in tabldd 4 fo110.
Cross sections as a function@fz p, p7 .., andAns, . = 0.1 — M| are shown in Figurel2
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and are compared to NLO QCD predictions. Differential crsesstions as a function afp are
shown in Figuré 3. The NLO QCD prediction for the highest lirtj is not shown due to
problems in evaluating the hadronisation corrections

The prediction based on H1 2006 DPDF fit B describes the shapdkdistributions well,
whereas some discrepancies are apparent between the fittAeaddta. The largest differences
between the shapes of the two predictions can be seghamdy, which are correlated through
the kinematics. The discrepancies between Fit A and theadlatenost prominent in the region
of highzp (zp 2 0.4), where the prediction is clearly too high. The good agrednrethex
distribution between the dijet data and the predictionsceies that the pomeron flux (which
governs this distribution) for jet production does noteiif§ignificantly from the flux describing
inclusive diffraction. The shapes of thiey?,,, andpr ., distributions are determined by the
hard scattering matrix elements and are rather insengditbe DPDFs. The agreement in
these distributions shows that the NLO QCD computationciviuses boson gluon fusion as

the dominant process, is adequate to describe dijet prioduatthis kinematic regime.

The large difference between the two predictions at higheflects the large uncertainty on
the gluon density in this range as determined from includata alone. Figurld 3 also indicates
the sensitivity of the dijet data to the gluon density atéarg. To test factorisation in a region
where the gluon density is well determined from the inclaegsiata, the dijet cross section is
also measured in the reduced kinematic domainzof< 0.4. The results are shown in Fig-
ure[4 and are compared with predictions based on the H1 20@§-DiEs. In this kinematic
region both fits agree well with the dijet data, supportirgribtion of QCD factorisation within
uncertainties.

5 Combined NLO QCD Fit

A NLO QCD fit is used to determine the diffractive quark sirgd@ad gluon densities. This
combined fit uses both the measurements of the diffractiy# dioss sections presented in
this paper and the measurement of the inclusive diffractiess section presented in [5]. The
combined fit shall henceforth be referred to as ‘H1 2007 JE&BP.

5.1 Data Sets

Assuming the factorisation hypothesis, the differentigtctross section as a function of is

used in the fitin four bins af)*+p7?; ,,, which is taken to be the scale variable. These measured
cross sections are shown in figlile 5 and tables 9 ahd 10 fds dij¢he stable hadron level in
the kinematic range specified in table 1. The fit also inclutiesmeasurements of inclusive
diffraction obtained by H1 in [5], which are presented in fban of the reduced diffractive
deep-inelastic scattering cross sectidl®, defined through

In some cases the Lund string fragmentation algorithm ttiresntire systenX into just two mesons. This
leads to events havingp ~ 1 at the hadron level independently of their parton leygland to corresponding
migration problems.
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ep—e — em vy, D(3) 2
whereY, = 1+ (1 — y)?. In leading order the reduced cross sectigh® is identical to
FP®. The small influence of the longitudinal structure functiBi® is included here via
its NLO dependence on the DPDFs. Following the treatmenbjrofly data in the range
Q? > 8.5 GeV?, Mx > 2 GeV and3 < 0.8 are included in the fit. Figurés 7 ahtl 8 show the

inclusive data points in the form of the produgt - P (zp, 3,Q%).

5.2 Fit Ansatz

The DPDstZD(z,ufc,xﬂ:,t) are parameterised following the fit procedure of the ingkisi
analysis [5]. They are factorised into a pomeron fligx, (zp, t) and parton densities of the
pomeronf;(z, ufc) using the proton vertex factorisation ansatz

fz’D(Znu??xﬂ:’vt) = fﬂ:’/P(xﬂz’vt) : fZ(Zvui)

The parton densitie§ are modelled as a singlet distributidiz, ,ufc) consisting of the three
light quark and corresponding antiquark distributionsjohhare all assumed to be of equal
magnitude, and a gluon distributigiiz, 117). Herez is the longitudinal momentum fraction of
the parton entering the hard subprocess with respect taffrective exchange, such that=
B = x/xp andz = zp for the lowest order quark parton model process in includiffeaction
and for dijets, respectively. The parton densitigs, ,ufc) are parameterised at a starting scale
of '“320 = 2.5 GeV? and are evolved to higher factorisation scales using a risadeolution of
the NLO DGLAP evolution equations. The singlet and gluorrthations are parameterised at
the starting scale as

fi(z, M?E,o) = A, 2P (1-— Z)C‘

The parameterisation of the singlet density is thus idahtw that used in the analysis of in-
clusive diffraction [5]. The parameterisation of the gludensity differs in that the H1 2006
DPDF fit A omits the factor?stwon | while fit B omits bothzZstwon and(1 — z)%tuon, In the H1
2007 Jets DPDF fit, where the dijet data additionally coistifae gluon, they? of the fit is
significantly reduced by the inclusion of the factdfuon,

The pomeron flux is parameterised as in [5] using a form mted/ay Regge theory:

1 QQP(t)—l
f]p/p(xlp,t) = A]p <—) eBPt.

Trp
The normalisation parametdr is defined as in [5]. The pomeron trajectery(¢) is assumed
to be linear:

ap(t) = ap(0) + ap - t.
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Parameter Value Source
op 0.0600  GeV~? [52]
Bp 55907  GeV~2 [52]
o 0.3795  GevV™2 [52]
Br 1.6  Gev? [52]
me 1.4+ 0.2 GeV [53]
mp 4505 GeV [53]
as(M32) 0.118+ 0.002 [53]

Table 2: Fixed parameters and associated uncertaintidsugiee H1 2007 Jets DPDF.

For comparison with the data, all DPDFs are integrated d@nteasured rangg < 1 GeV?.

To properly describe the data, especially at high it is necessary to include a sub-leading ex-
change (the so called reggedR, for details see [5]). This contribution is assumed to fes®
similarly to the pomeron, so that the definition of the didfime parton densities is modified to

fz‘D(Za M?‘a Tp, t) = fP/p(xﬂ:’a t) ’ fi(zv M?‘) TR - flR/p(xﬂ:’a t) ’ fiR(Zv M?‘)

The reggeon flufr,,(zp, t) is parameterised in the same way as the pomeron flux. Thenparto
densitiesf*(z, Q?) are taken from a parameterisation of pion structure funadiata [51]. The
free parameters of the fit are the six parameters of the lipiéieton densitiesq»(0) and the
normalisation of the reggeon fluxi. All other parameters are fixed using the same values and
uncertainties as in [5] as listed in table 2.

5.3 Fit Procedure

The fit is performed by minimisation of g function, defined similarly to that in [5]. At each
step of the minimisation procedure, the predictionSOtBP) are calculated at NLO in th&/S
renormalisation scheme with the QCDFIT program [54,55}.tRe prediction of the dijet cross
section the combined fit uses the ‘matrix method’ introducgdhe ZEUS collaboration [56],
together with the NLOJET++ program. This procedure has lséemwn to yield results which
agree with direct NLOJET++ predictions in the selected fiilgeato better than 2% after one
iteration of the input DPDFs (for details see [57]). Wherd@sNLOJET++ calculation employs
a massless heavy flavour scheme, the predictionfois performed with massive charm and
beauty quarks. However, for the dijet data the hard scajgisdlly much larger than the charm
mass )(L% ;> 29 GeV? > m?), so little effect is expected. This is confirmed by perfargfits
to the inclusive data alone in both schemes, resulting iy sinilar gluon densities in th€?
range to which the dijets are sensitive.

The inclusive and dijet data sets are statistically inddpahand the correlations between
the two measurements through the systematic uncertaartéesmall. The? function treats the
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combined statistical und uncorrelated systematic ermoredch data point in the usual way and
also takes account of correlated uncertainties withinnkusive or dijet data sets by allowing
variations in the corresponding systematic error sourtéiseaexpense of increases in thé
variable [58]. As in [5], there are ten such error sourcesfdusive data. The correlated errors
on the jet cross sections are treated via a single additparameter in thg? finction

Besides the uncertainties related to the cross sectionurezasnts, the extracted DPDFs are
affected by uncertainties in the fit procedure and its thegwyt. The fit errors include the rather
small effects of the uncertainties on the input parametggven in tablé2. The uncertainty in
the relative scale choice between the inclusive and difetidastimated by varying the scale for

the dijet data betweedr | /Q? + p7?,,,, and0.5- /Q? + p72,.,, Whilstkeeping? as the scale for

the inclusive data. In addition the effects of changing theafige inz (excluding dijet events
with zp < 0.2) or the starting scalga%0 (using3.5 GeV? instead of2.5 GeV?) are evaluated
and included in the presented uncertainties. To assesefendence of the final fitted parton
densities on the hadronisation correction applied to thetg]ialternative correction factors
extracted from the POMWIG Monte Carlo model are used. Théatiem from the nominal fit
result is included in the theoretical parton density uraiettes. The largest theoretical error
contribution to the fitted gluon density at higlp comes from the uncertainty in the relative
scale of the two data sets.

6 H1 2007 Jets DPDF Fit Results

The fit results for the free parameters are summarized ie[&br he fit describes the data well
as indicated by the overall value ¢t /ndf = 196/218, which splits intg? = 27 for the 36 dijet
data points and? = 169 for the 190" data points. Thus the partigf for the inclusive
data is slightly larger in the combined fit than in the fitsatd™ from [5], wherey? = 158
(164) for the H1 2006 DPDF fit A (B), indicating a small remaigitension between the two
data sets. The paramet€y,,,,, determining the gluon density behaviour at high values, of
is positive in the combined fit in accordance with the expemtethat the gluon density should
not be singular for — 1. This behaviour is different from the H1 DPDF fit A, whetg,,,,,

is determined to be negative and the gluon density is adiljcsuppressed at very highusing
an additional exponential factor.

The dijet cross sections are well described by the predistimased on the H1 2007 Jets
DPDF as shown in figurds 5 afigl 6. Figuiés 7 Bhd 8 show the measnie ofo® as a
function of Q? for different values of3 andz j, together with the NLO predictions based on the
H1 2007 Jets DPDF fit. The results of fits A and B to the inclusiat alone are also shown.
A very good description is obtained with all three fits.

The diffractive gluon distribution and the quark singlettdbution are shown in figuié 9 for
scales ofu? = 25 GeV? andu? = 90 GeV?, together with the results of fits A and B of the

stand-alone analysis of”®. The error bands indicate the uncertainties due to expeatahe
sources and the theoretical errors inherent in the fit pra@edrhe uncertainties on the quark
distribution and on the gluon distribution at loyy are dominated by the experimental uncer-
tainties, while the uncertainty on the gluon density at highrecieves sizeable contributions
from both experimental and theoretical sources.
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Parameter Fit Value

(H1 2007 Jets DPDF)
ap(0) 1.104 £0.007
R 1.3x10734+0.4 x 1073
Agtuon 0.88  +0.17
Biuon 0.33 +0.10
Clluon 0.91 +0.18
Aquark 0.13  40.02
Bauark 1.5 +0.12
Couark 0.51 +0.08
X2 /ndf 196/218

Table 3: H1 2007 Jets DPDF fit parameters obtained from thebowed fit to the diffractive
inclusive and dijet data. Only the experimental unceriagre given.

The combined fit constrains both the diffractive gluon andriuensities well and for the
first time with comparable precision in the complete raf@s < zp < 0.9. At high zp the
resulting gluon density differs significantly from that o1l2006 DPDF fit A, but is compatible
with fit B [5]. Good agreement is seen between all three fitghiersinglet quark density and
the gluon density at low;>. The values ofv;(0) = 1.10440.007 andnr = (1.3+0.4) x 1073
are compatible within experimental uncertainties withvuhkie extracted in H1 2006 fit B. The
uncertainties on these parameters are not significantlsedsed by the inclusion of the dijet
data compared to the determination from the inclusive datzea

In figure[10 the DPDFs as determined by H1 are compared witlethdts of an independent
analysis [15], where parton densities are derived from #@mesinclusive diffractive data [5].
A hybrid theoretical framework is used which combines atpetcollinear factorisation and
a perturbative two-gluon-exchange model [59-62]. Moshefdijets events are produced via
BGF-type processes as in figlde 1. At highthere is an additional contribution in which the
perturbative two-gluon state participates directly in baed interaction via photon-pomeron
fusion, leading to a modified evolution equation for the DBDR he resulting DPDFs agree
reasonably well with the H1 2007 Jets DPDF and with the H1 ZDBBF fit B.

Measurements of diffractive charm production by H1 have &ksen compared to predic-
tions based on the DPDFs presented in this paper [63]. Wbwmstall good agreement is
obtained, the statistical accuracy of the charm measurehmaits its power to discriminate
between different DPDF sets.

7 Conclusion

Cross sections for dijet production in diffractive deeplastic scattering are measured with
improved precision compared to earlier analyses. Singledauble differential cross sections
are presented in a variety of variables sensitive to the nlyidg dynamics of hard diffraction.

NLO QCD predictions based on diffractive parton densitidsaeted from measurements of in-
clusive diffractive deep-inelastic scattering descrhmedata well in the kinematic region where
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the gluon density is reliably constrained by the inclusiveasurements. This agreement con-
firms the validity of QCD factorisation and thus the appliigbof diffractive parton densities
evolving according to the DGLAP equations.

A combined fit to diffractive inclusive and dijet data is pmrhed, using NLO QCD calcu-
lations based on QCD factorisation and DGLAP evolution. hBadita sets are described well
by the fit. The inclusion of the dijet data allows the simu#tans determination of both the
diffractive gluon and the singlet quark distribution witbagl and comparable accuracy in the
range0.05 < zp < 0.9. This is the first reliable determination of the diffractigkion density
up to large momentum fractions.
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Figure 2: Cross sections for diffractive dijets, diffeiahtn y, log zpp, p7 ., @andAnj,,; com-
pared to NLO predictions based on the parton-densities thmmH1 2006 DPDF fits [5]. The
data are shown as black points with the inner and outer eexw dlenoting the statistical and
quadratically added uncorrelated systematic unceresintespectively. The hatched band in-
dicates the correlated systematic uncertainty. The ddgiedhows the NLO QCD prediction
based on the H1 2006 DPDF fit B, which is surrounded by a dardleshband indicating the
parton density and hadronisation uncertainties. In thet lspaded band the scale uncertainty
is added quadratically to the parton density and hadraorsaincertainties. The dotted line

represents the NLO QCD prediction based on the H1 2006 DP2¥ fit
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Figure 3: Cross section for diffractive dijets, differeitin z,» compared to NLO predictions
based on the parton-densities from the H1 2006 DPDF fits [Bf data are shown as black
points with the inner and outer error bars denoting thestteéil and quadratically added uncor-
related systematic uncertainties, respectively. Theheatband indicates the correlated system-
atic uncertainty. In the left panel the data are comparetleéd\LO QCD prediction based on
the H1 2006 DPDF fit A (dotted line) and in the right panerl te grediction based on the H1
2006 DPDF fit B (dashed line). The lines are surrounded by ka steaded band indicating the
parton density and hadronisation uncertainties. In tha lpaded band the scale uncertainty
is added quadratically to the parton density and hadraoisancertainties. The prediction for
zp > 0.9 is not shown since the hadronisation corrections for thisdainnot be determined
reliably.
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Figure 4: Cross sections for diffractive dijets restricted < 0.4, differential iny, log xp,
PT. e @NdAR7,, compared to NLO predictions based on the parton-densitesthe H1 2006
DPDF fits [5]. The data are shown as black points with the irmmer outer error bars denoting
the statistical and quadratically added uncorrelatecesyatic uncertainties, respectively. The
hatched band indicates the correlated systematic unagrtdine dashed line shows the NLO
QCD prediction based on the H1 2006 DPDF fit B, which is surdaahby a dark shaded band
indicating the parton density and hadronisation uncetitgnin the light shaded band the scale
uncertainty is added quadratically to the parton density lsadronisation uncertainties. The

dotted line represents the NLO QCD prediction based on th208d6 DPDF fit A.
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Figure 5: Cross section for diffractive dijet productionuthty differential inz;, and the scale
Q* + pi,.- The data are shown as black points with the inner and outer ears denoting

the statistical and quadratically added uncorrelatecesyatic uncertainties, respectively. The
hatched band indicates the correlated systematic unagrtalhe solid line shows the NLO

QCD prediction based on the H1 2007 Jets DPDF. Data pointseitighest » bin were not

included in the fit since the hadronisation corrections
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Figure 9: The diffractive quark density (top) and the diffrae gluon density (bottom) for two
values of the squared factorisation scaje 25 GeV? (left) and 90GeV? (right). The solid line
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1Og(IP) dO’/d 10g(17p> 5tot. 5stat, 5uncorr. 5corr. hadr-

[pb] [pb] | [pb] [pb] [pb] corr.
-2.3 - 22 11.8 3.0 2.1 15 1.4 155 + 0.15
22 - 21 16.8 3.4 2.4 1.9 1.5 1.38 + 0.02
-2.1 - -2.0 35.0 6.5 4.6 3.6 2.9 1.24 + 0.02
-20 - -1.9 49.6 7.8 4.3 3.7 5.3 1.24 + 0.04
-19 - -18 66.8 8.2 4.9 4.2 4.9 1.10 + 0.06
-1.8 - -1.7 96 14 6 8 9 1.11 + 0.04
-1.7 - -1.6 125 20 7 10 16 1.04 + 0.13
-16 - -15 110 23 7 6 21 1.04 + 0.06

Table 4: Bin averaged differential cross sections of diffixee dijet production at the hadron
level (corrected to the QED Born level) and the correspapdimcertainties as a function of-.
The corrections applied to the NLO prediction for hadroticsaand the associated uncertainty

are also given.

Yy dU/dy 5t0t. 5stat, 5uncorr. 5corr. hadr.

[pb] | [pb] | [pb] [pb] [pb] corr.
0.1 - 0.16 57 11 6 5 8 1.16 + 0.14
0.16 - 0.22 117 20 10 7 16 1.09 + 0.03
0.22 - 0.28 125 18 9 6 13 1.10 £ 0.02
0.28 - 0.34 123 18 9 8 14 1.09 + 0.07
0.34 - 0.40 92 15 8 6 12 1.10 + 0.10
0.40 - 0.46 92 14 7 6 10 1.12 + 0.01
0.46 - 0.52 79 13 7 7 9 1.13 + 0.15
0.52 - 0.58 70 12 7 5 8 1.11 + 0.14
0.58 - 0.64 63 14 6 6 10 1.11 + 0.12
064 - 0.7 52 11 6 6 7 1.11 + 0.10

Table 5: Bin averaged differential cross sections of diffikee dijet production at the hadron
level (corrected to the QED Born level) and the correspamdimcertainties as a function gf
The corrections applied to the NLO prediction for hadrotisaand the associated uncertainty

are also given.

30




P da/dZP Jtot. Ostat. duncorr. dcorr. hadr.
[pb] [pb] | [pb] [pb] [pb] corr.
0.0 - 01 6.0 2.2 1.4 0.7 1.6 1.28 + 0.18
0.1 - 0.2 79 16 6 7 13 1.09 + 0.10
0.2 - 03 100 16 6 7 13 1.10 + 0.06
03 - 04 95 14 6 5 11 1.08 + 0.03
04 - 05 82 12 6 4 9 1.11 + 0.03
05 - 0.6 65.5 9.2 4.8 4.0 6.8 1.12 + 0.01
0.6 - 0.7 42.6 5.2 3.7 1.8 3.1 1.09 + 0.09
0.7 - 0.8 25.3 4.0 2.8 2.0 2.0 0.99 + 0.28
0.8 - 0.9 13.7 4.5 2.7 2.4 2.7 0.90 + 0.32
09 - 1.0 11.4 4.2 3.5 1.9 1.3 -

Table 6: Bin averaged differential cross sections of diffikee dijet production at the hadron
level (corrected to the QED Born level) and the correspamdincertainties as a function of.
The corrections applied to the NLO prediction for hadrotisaand the associated uncertainty
are also given. No hadronisation correction is given fortitghestz» bin since it cannot be

evaluated reliably.

p;’,jetl do‘/dp%jetl 6tot. 6stat. 6uncorr. 5corr. hadr-

[GeV ] [pb/GeV ] [pb/GeV ] [pb/GeV ] [pb/GeV ] [pb/GeV ] corr.

55 - 6.5 21.2 3.0 1.0 1.6 2.3 1.09 + 0.12
65 - 7.5 15.0 2.2 0.8 1.0 1.8 1.11 + 0.06
75 - 9.0 7.0 1.0 0.4 0.4 0.8 1.11 + 0.01
9.0 - 11.0 2.18 0.38 0.19 0.19 0.26 1.17 + 0.15
11.0 - 135 0.38 0.088 0.062 0.028 0.056 1.12 + 0.08

Table 7: Bin averaged differential cross sections of diffikee dijet production at the hadron

level (corrected to the QED Born level) and the correspapdincertainties as a function of
Prjen- The corrections applied to the NLO prediction for hadratiazn and the associated
uncertainty are also given.

An;ets dO’/dAT];ets 5tot. 5stat, 5uncorr. 5corr. hadr.
[pb] [pb] | [pb] [pb] [pb] corr.

0 - 0.257 44.8 6.6 2.6 3.4 5.0 1.05 + 0.05
0.257 - 0.514 46.6 6.0 2.8 2.4 4.7 1.11 + 0.01
0.514 - 0.771 32,5 4.6 2.3 1.5 3.7 1.12 + 0.04
0.771 - 1.029 29.3 4.6 2.1 1.5 3.8 1.14 + 0.10
1.029 - 1.286 20.3 3.5 1.9 1.6 2.4 1.15 + 0.03
1.286 - 1.543 12.1 2.2 1.3 0.8 1.7 1.20 + 0.13
1543 - 1.8 8.4 1.6 1.1 0.6 11 1.10 + 0.14

Table 8: Bin averaged differential cross sections of diffixee dijet production at the hadron
level (corrected to the QED Born level) and the correspamdincertainties as a function of
Anj.. The corrections applied to the NLO prediction for hadrafizn and the associated
uncertainty are also given.
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29 GeV? < Q* + p} .4y < 50 GeV?

zZpP dQU/dZP d,u2 Otot. Ostat. Juncorr. Ocorr. hadr.
[pb/GeV?] [pb/GeV?] | [pb/GeV?] | [pb/GeV?] | [pb/GeV?] corr.
0.0 - 0.1 0.16 0.10 0.05 0.04 0.07 1.32 £ 0.04
0.1 - 0.2 1.10 0.30 0.15 0.18 0.19 0.99 + 0.35
0.2 - 0.3 1.24 0.25 0.17 0.10 0.15 1.09 + 0.11
0.3 - 04 1.16 0.24 0.17 0.07 0.15 0.97 + 0.14
0.4 - 05 1.12 0.23 0.18 0.06 0.13 1.08 £+ 0.01
05 - 0.6 0.61 0.17 0.10 0.07 0.11 1.11 + 0.10
0.6 - 0.7 0.45 0.12 0.09 0.05 0.06 0.91 + 0.01
0.7 - 0.8 0.197 0.071 0.056 0.031 0.030 0.86 + 0.60
0.8 - 0.9 0.042 0.036 0.022 0.024 0.015 0.98 + 0.50
09 - 1.0 0.22 0.22 0.18 0.09 0.09 —

50 GeV? < Q* + pZ. .4y < 70 GeV?

zZpP dQU/dZP d,u2 Otot. Ostat. Juncorr. Ocorr. hadr.
[pb/GeV?] [pb/GeV?] | [pb/GeV?] | [pb/GeV?] | [pb/GeV?] corr.
0.0 - 0.1 0.124 0.059 0.047 0.018 0.030 1.21 + 0.70
0.1 - 0.2 1.52 0.32 0.18 0.11 0.25 1.10 +£ 0.10
0.2 - 0.3 1.91 0.34 0.20 0.15 0.23 1.08 + 0.12
0.3 - 04 1.54 0.33 0.17 0.14 0.25 1.14 + 0.02
0.4 - 05 1.18 0.23 0.15 0.09 0.15 1.07 £ 0.20
05 - 0.6 1.09 0.23 0.15 0.08 0.15 1.08 £ 0.12
0.6 - 0.7 0.74 0.15 0.12 0.05 0.07 1.13 + 0.08
0.7 - 0.8 0.35 0.12 0.08 0.05 0.06 0.92 + 0.36
0.8 - 0.9 0.20 0.13 0.09 0.07 0.06 0.76 + 0.65
09 - 1.0 0.11 0.13 0.07 0.02 0.10 —

Table 9: Bin averaged double differential cross sectiondiiffactive dijet production at the
hadron level (corrected to the QED Born level) and the cpording uncertainties as a function
of zp in different bins ofu* = Q* + p7,.,,. The corrections applied to the NLO prediction
for hadronisation and the associated uncertainty are alem.gNo hadronisation correction is
given for the highest; bin since it cannot be evaluated reliably.
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70 GeV? < Q? + p3. 4y < 100 GeV?

zZpP dQU/dZP d,u2 Otot. Ostat. duncorr. Ocorr. hadr.
[pb/GeV?] [pb/GeV?] | [pb/GeV?] | [pb/GeV?] | [pb/GeV?] corr.
0.0 - 01 0.0096 0.0083 0.0069 0.0036 0.0028 1.27 + 0.47
0.1 - 0.2 0.66 0.15 0.09 0.04 0.11 1.13 £ 0.01
0.2 - 0.3 0.76 0.17 0.09 0.07 0.12 1.11 + 0.08
0.3 - 04 0.78 0.14 0.09 0.06 0.10 1.05 + 0.10
04 - 05 0.69 0.13 0.09 0.04 0.081 1.12 + 0.05
05 - 0.6 0.66 0.11 0.09 0.05 0.069 1.17 + 0.04
0.6 - 0.7 0.354 0.075 0.058 0.025 0.041 1.11 + 0.04
0.7 - 0.8 0.261 0.063 0.051 0.022 0.028 1.07 £ 0.38
0.8 - 0.9 0.129 0.047 0.035 0.011 0.029 0.86 + 0.30
09 - 1.0 0.106 0.074 0.057 0.037 0.030 —

100 GeV? < Q2 + p3. ..,; < 200 GeV?

zZp d20/dZP d,LLQ 5tot, 5stat, 5uncorr. 5corr. had r.
[pb/GeV?] [pb/GeV?] | [pb/GeV?] | [pb/GeV?] | [pb/GeV?] corr.
00 - 01 0.0 - - - - -
01 - 0.2 0.054 0.022 0.016 0.005 0.014 1.30 + 0.12
0.2 - 03 0.128 0.036 0.022 0.015 0.025 1.16 =+ 0.01
03 - 04 0.160 0.036 0.023 0.011 0.025 1.16 + 0.05
04 - 05 0.150 0.039 0.023 0.018 0.026 1.16 £ 0.03
05 - 06 0.105 0.024 0.018 0.010 0.011 1.14 + 0.01
06 - 0.7 0.075 0.016 0.013 0.004 0.006 1.13 + 0.04
0.7 - 0.8 0.058 0.014 0.012 0.005 0.005 1.05 + 0.28
0.8 - 0.9 0.052 0.015 0.013 0.005 0.005 1.01 + 0.21
09 - 10 0.025 0.015 0.013 0.005 0.005 -

Table 10: Bin averaged double differential cross sectidrdiffractive dijet production at the
hadron level (corrected to the QED Born level) and the cpording uncertainties as a function
of zp in different bins ofu* = Q* + p7,.,,. The corrections applied to the NLO prediction
for hadronisation and the associated uncertainty are alem.gNo hadronisation correction is
given for the highest; bin since it cannot be evaluated reliably.
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