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Abstract

This thesis is based on work done as a member of the H1 detector collaboration at DESY
during 1989-1994 and consists of three main topics.

The possibility to probe the predicted intrinsic charm component in the proton by deep
inelastic scattering is investigated in a simulation study, including HERA and a fixed
target experiment. For existing experiments the predicted statistics are relatively small,
but may still contribute to a solution of the issue. _

A determination of the gluon density has been obtained in the region 51072 < z <
8 - 107 by measuring the cross section of photon gluon fusion events in deep inelastic
scattering with the H1 detector at the ep-collider HERA. This direct measurement of the
gluon density was based on an integrated luminosity of 242 nd~! and was performed in a
kinematic region previously not accessible.

The problem of identifying jets at LEP and HERA has been studied. The identification
was based on jet energies and framentation properties, but instead of working with the
separation variables directly, these have been used to calculate probabilities for having a
gluon (or quark) according to Bayes’ theorem.



Preface

In my teenage years I eagerly read anything that had the least to do with science, space
and the future. A lot of it was of course just cheap space operas and similar stuff, but still
it managed to arouse a deeply felt interest in technology and science. Well, you can imag-
ine what I felt some years later when I actually got a lot closer to what used to be fiction
to me, and I started to look around for the phasers and the hyperspace-ships. Eventu-
ally I got over the initial disappointment and actually started to feel at home, and at
least there were some slightly mad people around, just as my books had predicted. N ow,
when I'm a lot wiser, I realize how little I actually understand - modern physics is such
a complex framework and a single person has little impact on it, with some exceptions of
course. Will we ever understand the underlying picture? In “the hitch-hiker’s guide to the
galaxy” there is mention of a theory which states that if someone ever finds the meaning
of life, the universe will immediately self-destruct and be replaced with something even
more absurd. According to another theory, this has already happened.

This thesis summarizes my life in the years from 1989 to the present day (1994) and
reports only the good results. I am extremely pleased that I actually got a chance to fulfil
my boyhood dreams, not everyone get such a possibilty.

Morten Werther
Lund, October 1994




Chapter 1

HERA, the Machine and the Physics

The Hadron-Elektron-Ring-Anlage, HERA, at DESY in Hamburg is the first electron-
proton storage ring ever built. In 1991 it was completed and in the spring of 1992 the
first physics collisions were observed in the two HERA experiments H1 and ZEUS. The
design energies of the colliding electron and proton beams are 30 GeV and 820 GeV re-
spectively, but in the first years HERA was operated with an electron beam energy of 26.7
GeV thus giving a center-of-mass energy of 296 GeV. The time between bunch crossings
is 96 ns allowing for a total of 210 bunches per ring, but in 1993 HERA operated with
84 paired bunches (10 in 1992), which gave beam currents typically of the order 10 mA.
Some additional unpaired (pilot) bunches in each beam were used for background studies.
Although conditions have improved even more in 1994, HERA has yet to reach its de-
sign luminosity of 1.5-103 e¢m 257! yielding an integrated luminosity of 100 pb~* per year.

Experiments in deep inelasticc scattering (DIS) have played an important role in the
understanding of the fundamental forces and the substructure of matter. At HERA, the
proton structure functions and thus the valence quark, sea quark and gluon densities in
the proton can be measured over a much larger kinematic range than ever before, espe-
cially in the interesting region of small momentum fractions. Detailed comparisons of
various aspects of the hadronic final state, e.g. particle distributions and jet production,
can be made with predictions of QCD models.

At very low momentum transfers, @ — 0, the exchanged photon is quasi-real. In this
so-called photoproduction domain the partonic content of the photon can be investigated.
Photoproduction reactions producing heavy quarks pose another challenging possibility
for interesting physics, since they, for example, can be used to extract the gluon density

in the proton.

The large accessible energies available at HERA also makes it a hunting ground for
new physics. For instance searches for leptoquarks, leptogluons and excited leptons and
quarks can be made.
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1.1 Kinematics
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Figure 1.1: The lowest order deep inelastic scattering process.

In fig. 1.1 the inclusive deep inelastic scattering process e + p — e(v) + X is shown.
Charged current events, where the exchanged boson is a W, and neutral current events
in which the exchanged boson is a Z°, are due to the larger masses of these bosons
suppressed as compared to neutral currents with virtual photon exchange. Only at very
large momentum transfers do these contributions become important. The kinematics of
the basic process above can be determined from two independent variables. The three

standard deep inelastic variables are:

e Q?, the four-momentum transfer squared between the incoming and outgoing lepton
carried by the exchanged photon.

e z, the Bjorken scaling variable which in the quark parton model (with massless
partons) is interpreted as the fraction of the proton momentum carried by the struck

quark.

e Bjorken y, which in the proton rest frame represents the fractional energy loss of
the electron.

In Lorentz-invariant notation they are defined as:

Q* = —¢’=—(p.—p)’
QZ

r = — 1.1
2P g (1.1)
P.q
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where p,., p; and P are the four-vectors of the incoming electron, the scattered lepton and
the incoming proton respectively. Using the center-of-mass energy squared, s = (p. + P)?,
and neglecting particle masses, the kinematic variables are related through the expression:

Q” = ays | 1)

The kinematic variables Q%,z and y can be experimentally measured in terms of the
incoming electron energy, E., and the scattered lepton energy, E,, and angle 6

Q® ~ 4E.Eqcos® (6,/2) -
— 1 2
y R Ee E[lsgln (94/2) . . (1.3)

and z is then given by eq. 1.2. In H1 notation the forward (42) direction is the direction
in which the proton beam is moving, and polar angles (), such as the scattered electron
angle, are meas_ured with respect to this direction. The reconstruction of Q2 based on’
the scattered electron is superior to all other available methods, but the reconstruction
of y, for which the precision of the measurement basically deteriorates as 1/y, cannot
be accurately determined below y < 0.05. An alternative measurement of the kinematic
variables is obtained from the hadronic final state according to the Jaquet-Blondel method
[1]. For instance y can be measured by the relation:

1 > (Br—pun) (1.4)

Yrn =
2‘Ee hadrons

Using mixed methods or other schemes like the double angle method [2], the accessible
kinematic region is widely increased due to the complementarity of different methods, see

fig 1. 2.
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Figure 1.2: The shaded regions indicate where in the x,Q? plane different kinematic recon-
struction methods can be used with reasonable errors on the measurement of the differential
cross-section [3]. The area in the upper left corner indicates the range accessed by previous

fized target experiments.




Chapter 2

The H1 detector

To allow for a good measurement of the event kinematics, one of the main aims of the
H1 detector [4] is to give a clear identification of the scattered electron and a good mea-
surement of its energy. Furthermore, it is also important to have a good homogeneity
for energy flow measurements and measurement of the event kinematics based on the
hadronic system. In order to obtain this, the most sensitive detector components were
placed inside a large superconducting magnetic coil so that the amount of dead material
in front of them was minimized. Inside the coil we therefore find the electromagnetic and
hadronic liquid argon calorimeter, and closest to the interaction region, the high resolu-
tion tracking system. Outside the coil is the instrumented iron yoke and, in the forward
(proton) direction, the forward muon system. The general design concept does not differ
much from the ete™ /pp detectors, but the imbalance of the beam energies, which leads to
a boosted centre-of-mass, gives the need for an asymmetric detector. Thus the H1 detec-
tor is considerably more massive and has more instrumentation in the proton direction.
This is apparent from fig. 2. 1 which shows a longitudinal cut through the detector.

2.1 Detection of the scattered electron

Scattered electrons from DIS are detected in the backward electromagnetic calorimeter
(BEMC) for Q* < 100GeV? and in the liquid argon calorimeter for larger Q? values,
where the scattering angle is larger. The BEMC is a lead-scintillator sandwich calorime-
ter with photodiode read-out and an energy resolution of o/E ~ 10%/vE ® 3%. The
backward proportional chamber (BPC) located in front of the BEMC provides the angu-
lar measurement of the electron together with track and vertex position data determined
from particle tracks in the central tracker. In the liquid argon calorimeter, the electron is
identified based on the transverse and longitudinal shower shapes and a link to a charged
track, and here the resolution is approximately ¢/E ~ 12%/vE @ 1%.

9
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Figure 2.1: Longitudinal cross section of»the H1 detector.
Hadrons and jets are mainly detected in the liquid argon calorimeter, which covers the

angular range 4° < § < 153°. Mainly the hadronic calorimeter, but to some extent also

2.2 Detection of hadrons and jets



a) -lforward track dei.l— '—- central track detector —-l

-1_

2.3. TRACKING : 11

the electromagnetic parts, provide the energy measurement of hadrons with a resolution
which has been determined in a test beam to be o/E ~ 50%/vE @ 2%. Its depth in
terms of absorption lengths ranges between 4.5 and 8 depending on the polar angle.

2.3 Tracking

The tracking system provides triggering, track reconstruction and also particle identifi-
cation. Due to the asymmetric electron and proton beam energies there will be many
particles produced at small polar angles, and therefore the tracking system has been di-
vided into two mechanically distinct detectors, the central tracking detector (CTD) and
the forward tracking detector (FTD), see fig. 2. 2.

(FTD) (CTD)
25° plonar 155°
. radial J """ central jel chamber cables olnd electronics
i YUY s N
s I ey 170°
L 5 /- R REIPIR PR 22 2 DR s = NBEMC 1
=t N ]
@ = e | e ¢ e — . — T ' 3 . _.s."_'_:’.-_g_a'i.@P
Neo-eee- ;T
\
9 . L= scintill,
> R counters
I < \1’ '?.- yra 1L - ]
Horward MWPC / central MWPC | backward MWPC]
transition cables and z~-drift chamber __}—Tliquid Argon
radiator electronics l : cryostat
[ ! Rt il A R centl
3 2 1 0 -4 -2m

Figure 2.2: a) The central and forward tracking detedors shown in a cut along the beam
and b) the central tracker in a perpendicular view.

2.3.1 Central Tracking Detector

The CTD roughly covers the angular range 25° < § < 155° and consists of two large jet
drift chamber modules, CJC1 with a radial dimension of 20.3cm < r < 45.1cm and CJC2
with 53cm < r < 84.4cm. Wires are strung parallel to the beam axis and the wire planes
are tilted about 30° with respect to the radial direction (see fig. 2. 2b) to resolve the
left-right ambiguity. Transverse particle momenta can be determined with a precision of
0p/p? ~ 0.003. The z-coordinate of a hit is measured using the method of charge division,
giving a resolution of o, ~ 22 mm. The measurement of the specific energy loss, dE/dz,
is used to provide particle identification. Inside and outside of CJC1 there are two thin
drift chambers, the central inner (CIZ) and outer (COZ) z-chambers, which determine the
z-coordinate considerably better than the CJC (o, =~ 350pm) and thus complement the
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measurement of charged track momenta in the jet chambers. There are also two multiwire
proportional chambers, the CIP and the COP, which are mainly used for triggering and

can therefore have a coarser pad read-out.

2.3.2 Forward Tracking Detector

Charged tracks at polar angles below ~25° and above ~155° do not traverse the full
bending plane radius of the magnetic field. In the forward region the loss of transverse
track length is instead compensated for by having a high density of accurate space points.
The forward tracking detector, with an acceptance between 6° < § < 25°, consists of an
assembly of three nearly identical supermodules. Each supermodule includes (in increasing
z) three different orientations of planar drift chambers for measuring 6, a multi-wire
proportional chamber (FWPC) for fast triggering, a passive transistion radiator followed
by a radial wire drift chamber which provides r¢ information and measures the transition
radiation, thereby enhancing the particle identification obtained from measuring dE/dz.

2.3.3 Scintillators

The time-of-flight (ToF') system, two plastic scintillator hodoscopes placed in the electron
direction at z & —2m from the interaction point, is used for separation at the trigger
level of genuine ep events from beam-wall and beam-gas interactions occuring upstream
from the detector. In addition, there are two double scintillator walls further away from
the interaction region, one at z = —6.5m and the other covering the near beam area at
z = —8.1m. These, so-called veto-walls, are used for background rejection, but also to

monitor rates after filling and during runs.

2.4 Calorimetry

The trackers are surrounded by the liquid argon calorimeter (LAC) covering the range 4° <
6 < 153° and segmented into an electromagnetic part and a hadronic part. To cover the
very forward region between the beam-pipe and the LAC there is a compact calorimeter
(the PLUG) and the backward region is covered by an electromagnetic calorimeter (the
BEMC). Outside these, the instrumented iron acts as a tail catcher system to provide a
rough measurement of “leaking” hadronic energy.

2.4.1 Liquid Argon Calorimeter

The LAC is segmented along the beam axis in eight self-supporting modules, “wheels”,
housed in one large cryostat. Each of the six barrel wheels are segmented in azimuthal
angle in eight identical octants, see fig. 2. 3, called “stacks”, and each stack is divided into
an electromagnetic (EMC) and hadronic section (HAC). The hadronic stacks are made of
welded stainless steel absorber plates with high voltage planes glued to the sides. Between
the steel plates are the gaps for the active medium (liquid argon) and a readout board
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Figure 2.3: Transversal cross-section of the liquid argon calorimeter.

with pads on both sides to collect the charges deposited in the gaps. The orientation
of the absorbers is such that particles are incident with angles not smaller than 45°.
Onto (inside) the structure defined by the HAC the EMC stacks are mounted, consisting
of a sandwich arrangement of G10 (epoxy-fiberglass)-lead-G10 separated by spacers to
define the liquid argon gaps. The thickness of the EMC in terms of interaction lengths
(Xo) varies between 20 and 30, and for the whole LAC the depth is between 4.5 and 8
interaction lengths ().

Precalibration with 7, e and g test-beams at CERN was done for all the different types of
calorimeter stacks, and great care was taken to ensure that the calibration constants thus
obtained could be transfered to the final H1 modules. To check the precalibration one has
for instance used the three central barrel wheels to study cosmic muons and in that way
the electromagnetic energy scale was verified to £8%. In DIS where both the scattered
electron and the hadronic jet are detected in the LAC, a direct comparison between the
hadronic and electromagnetic energy checking the p, Balance can be made.

2.4.2 Backward Electromagnetic Calorimeter

The backward electromagnetic calorimeter, BEMC, is a conventional lead-scintillator
sandwhich calorimeter mainly designed for measuring the energy and direction of small
angle scattered electrons from DIS. It covers scattering angles from 151° < 8 <.177° and
has full azimuthal acceptance in that range. Its 88 calorimeter stacks, 56 with a quadratic
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cross-section (16 by 16 cm?) and the remaining 32 with a trapezoidal or triangular shape,
are mounted parallell to the beam. Each stack consists of 50 active sampling layers of
plastic scintillator interleaved with 49 layers of lead, the total depth being 22 X,. Initial
calibration was performed with 5GeV electrons at the DESY synchrotron and a 120GeV
muon beam at CERN. During ep collisions, the elastic peak in the scattered electron
energy spectrum given by the BEMC is compared to the result of a simulation program,
taking all detector effects into account, to check and improve calibration.

2.4.3 Plug Calorimeter

The plug calorimeter (PLUG) was designed to close the gap of acceptance for energy
flows between the beam pipe (§ ~ 0.6°) and the forward part of of the LAC (6 ~ 3°).
Due to geometrical limitations, this is a very compact calorimeter consisting of nine
copper absorber plates interleaved with eight sensitive layers of silicon detectors and its
diameter is 0.7m. The energy resolution, affected by coarse sampling and leakage, is

o/E ~ 150%/E.

2.4.4 Tail Catcher

To measure the hadronic energy leaking out of the LAC, eleven of the sixteen limited
streamer tube layers of the instrumented iron are equipped with readout pads. The pads
vary in size from 30 x 30cm? in the endcaps up to about 50 x 40cm? in the barrel region.
Calibration is done using cosmic muons traversing opposite pairs of endcap or barrel
modules, and the general hadronic energy constant was given by test beam measurements
at CERN where also the energy resolution was measured to be o/E =~ 100%/vE.

2.5 Muon System

The dominating source of muons will be semileptonic decays of heavy quarks. This means
that it will be important that the muon system can measure muons within jets, and
in H1 this is accomplished by having calorimeters absorbing the hadronic energy and a
surrounding system to measure the single ionizing tracks from muons. In the instrumented
iron there are a total of sixteen streamer tube layers, a triple layer both in front and after
the iron and the remaining layers in between the ten iron sheets in the yoke. The spatial
resolution of a few millimeters roughly matches the multiple scattering in the material in
front of the muon system and the momentum resolution is o/p =~ 35%. In the barrel region
there is a threshold energy of 1.2 GeV for a muon to reach the iron, 2 GeV to penetrate
it, and in the forward direction the threshold is 2.5 GeV. In the very forward region
between 3° < 6 < 17° there is an additional forward muon spectrometer (see appendix
A), Here, driftchambers are placed on both sides of a toroid magnet (average field of 1.6
T) which leads to a resolution of 24% < o/p < 36% for muons in the momentum range

5GeV < p < 200GeV.
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2.6 Luminosity System

The luminosity system has several functions; it provides a fast relative luminosity measure-
ment, electron beam monitoring for the HERA machine, an absolute luminosity measure-
ment in the interaction region with a precision of 5%, tagging of photoproduction events
and energy measurement for very small angle scattered electrons and radiative photons.
The luminosity measurement is based on the rate of Bethe-Heitler events, e4+p — e+vy-+p,
a process which has a large and calculable cross-section. The luminosity monitor detects
scattered electrons and outgoing photons in coincidence and therefore consists of two
arms, the electron tagger and the photon detector. Since the angular distributions for
both e and v are strongly peaked in the direction of the primary e-beam, the detectors
are placed close to the beamline and very far from the interaction region.

2.7 Trigger System

The trigger system is designed to select interesting ep collision events and reject the out-
numbering background, of which there are three basic types: synchrotron radiation from
the e-beam, proton gas interaction and stray protons which produce particle showers by
hitting the beamtube or other apertures around the accelerator. Since there are 96 ns
between bunch crossings, there must be very low deadtime in the system, and therefore a
pipelined system to keep the detector information stored during first level trigger calcu-
lations was chosen. Most of the subdetectors produce trigger information which enables
a first level trigger decision based on main physics quantities, but to allow decisions of
increasing complexity a multi-level concept is used. Thus the deadtime free level 1 trigger
is followed by two levels of triggers operating during the primary deadtime of the front
end readout, one hardware trigger and one software trigger, and finally an event filter
system with access to the full event information operating on a fast processor farm.

2.8 Data Handling and Simulation

Data from the H1 experiment is transfered via a fast link to the IBM ES 9000 mainframe on
the DESY site. The mainframe stores and manages raw, simulated and reconstructed data
as well as the data summary tapes (DST) for physics analysis. Furthermore, two Silicon
Graphics computers are used for number crunching tasks, for instance data reconstruction
during data taking with a speed that matches the data logging rate of 5 Hz.

In all H1 software, the dynamic memory management package BOS is used together with
the FPACK package for input/output and data transfer. A complete detector simulation
program based on the GEANT framework including the full geometry of the detector
and the beamline within £100m around the interaction region has been developed. For
graphics applications, like the H1 event display program (see fig. 2. 4), a system called
LOOK is used. The physics analysis is simplified by the general tool package named
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HI1PHAN, where the complicated underlying bank structures of data are accessed via
simple buffers called Q-vectors.

H1  Run 62588 Event 16789 Class: 3 4 10 11 26 Date 18/07/1994

NC - DIS Electron in BEMC

LAr energy (CeV)

Figure 2.4: Ezample of a neutral current event ( candidate 2+1 jet event) displayed with
the H1 event display program




Chapter 3

Intrinsic Charm

The simulation study presented in this chapter is based on the paper in appendix B. Since
no new efforts have been put into the subject, it is reviewed in the form of a summary.
In the paper, the possibility to study the intrinsic charm (IC) hypothesis at HERA and
at a fixed target experiment is investigated. Backgrounds to this process are large and
therefore ways to suppress them are suggested. :

3.1 Introduction

Inspired by the large observed charm cross-section in hadron collisions it was suggested
that there could exist a non-perturbative c¢ component in the proton [5]. The probabilty
to find a so-called intrinsic charm quark in the proton with a given momentum fraction
z was proposed to be of the form (with a 1% nomalisation):

o(z) = 182°{3(1 — =)(L+ 105 + 2?) + 2a(1 + 2)ina)) (3.1)

From this expression it can be computed that the intrinsic charm quarks generally
have large momentum fractions, with a mean of  ~ 2/7. This characteristic property of
IC can be intuitively understood by viewing the proton in an infinite momentum frame
where the five quarks in the |uudcc) state are moving together with the same velocity,
and the charm quarks with their larger mass consequently must take larger momentum
fractions. It is important to distinguish between intrinsic quarks and the normal sea
quark pairs generated by large momentum transfer processes in perturbative QCD. The
latter is a short- lived fluctuation carrying only small momentum fractions of the proton,
whereas intrinsic quarks exist over a time-scale independent of any probe momentum and
are associated with the bound state dynamics of the proton.

Deep inelastic scattering (DIS) can be used to probe both of these proton components.
The dominant source of charm production is the photon gluon fusion (PGF) process
79 — c&, and this will be the most severe background to scattering on intrinsic charm.
quarks. In the Monte Carlo event simulations, muons from semileptonic decays were
used to tag the charm quark. To these muons, we have also considered the background

17




18 ' CHAPTER 3. INTRINSIC CHARM

source of muons from decaying pions and kaons, since their large production cross-section
outbalance the small decay probability.

3.2 Event Simulation

. o)/ » b
) —

.
o SN Mc €
c Mc qq7/ V?—
I o B P ,
P qq c

Figure 3.1: Deep inelastic scattering on an intrinsic charm gquark illustrating (a) the
stmulation model and (b) the typical event topology in the HERA lab frame.

The deep inelastic scattering event generator LEPTO 5.2 [6] was used to simulate complete
intrinsic charm scattering events. As input distribution we used (3.1) normalized as it is to
a 1% probability for intrinsic charm, but to include a proper Q%-evolution we introduced a
correction to it by a parametrization of the results in [9]. (As has been shown later in [10]
this correction may have been overestimated.) Hadronization was performed in the Lund
string model as implemented in JETSET [7]. In IC events, the string is spanned between
the scattered charm quark (alt. antiquark) and a diquark (quark) in the remnant. In
addition to the string system, the remnant also contains the partner charm antiquark
(quark) which forms a charmed meson (baryon) with the remaining quark (diquark), see
fig 3. 1. The photon gluon fusion background was simulated with AROMA [8] based on
exact matrix elements for heavy quark production in leading order. Finally, to estimate’
the muon rate from pion and kaon decays in normal DIS events, LEPTO was used together
with version 7.3 of JETSET wkich allows for particles to decay within a volume defined

by the user.

3.3 Intrinsic Charm at HERA

The two HERA experiments H1 and ZEUS cover most of the solid angle, except for the
regions around the beampipe, and we have in our simulations chosen to make an accep-
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tance cut of 4° both in the eletron and proton beam direction. As previously explained,
the dominant signal for IC will be in the large  domain (z 3 0.1). This will clearly
lead to problems in terms of the reconstruction of the kinematical variables. As can be
seen in fig. 3. 2a, the scattered electron energy spectrum is dominated by the kinematic
peak, the energy of the scattered electron is ~30 GeV in this z-region at Q2 < 100 GeV?,
which means that (Bjorken) y will be poorly reconstructed using electron variables. This
can be somewhat improved by moving towards larger Q2, but on the other hand this
will also lead to a reduction of the cross-section from the 1/Q* propagator-factor in the
neutral current cross-section expression. The muon from the semileptonic charm decay
will essentially emerge at the same polar angle as the scattered charm quark, which is
also the current jet direction. In fig. 3. 2b we see that in the z-region of interest this will
put us in conflict with the detector acceptance. If it was possible to lower the polar angle
cut there would also be a substantial rate increase.

10
4

10 10
QGeVA) Q'GeV]

Figure 3.2: (a) Isolines for constant scattered electron energies and (b) isolines for con-
stant polar angles of the current jet, i.e. the scattered quark in the kinematic =, Q* plane for
HERA. Also shown: lines of constant y (dotted) from left to right 10~4,10~3,102,1071,
and full line y = 1.

Specifying the requirements 4° < 6 < 176° and E, > 4GeV for a muon to be correctly
identified, we end up with a signal cross-section of ~ 1.1 pb (0§ ~ 200 pb) for IC and
a background of ~ 1.9 pb from PGF in the region 0.1 < z < 0.5 ,10! < Q% < 10%.
Further cuts can be imposed to improve the signal/background ratio. Noting that there
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in general will be an extra charm quark jet in PGF events and that this will give rise to
extra activity in the detector, we were able to define additional cuts and could thus reach
a signal/background ratio of ~ 2 with only a 20% reduction of the signal cross-section.
The background from decaying pions and kaons is unfortunately not so easily mastered. It
could be argued that once the pion and kaon momentum spectra are measured well enough
this background can be subtracted, since both the decay and the basic DIS events from
which they stem are well-known processes that could be controlled. With HERA operating
at the full design luminosity of about 100pb~! per year, there would be approximately 100
IC events collected in one year for a 1% component of IC in the proton.

3.4 Intrinsic Charm at Fixed Target Experiments

The problem with the limited acceptance for small angle scattered intrinsic charm quarks
at HERA can generally be reduced at a fixed target experiment. Here, the beam hole
in the detector can be significantly smaller and there is more freedom with respect to -
the arrangement of individual detector components. In the simulations we have assumed
conditions as at the Fermiliab muon beam with E, ~ 470GeV, giving /s =~ 30GeV, so
that the total cross-section not will be much affected by the charm quark mass threshold.
Thus, the total IC cross-section is only 30% lower than at HERA.

The up center-of-mass system is strongly boosted along the the muon beam direction
and as a consequence both the scattered muon and the current jet will come out at small
angles. In the kinematic region of interest (0.1 < z < 0.5 ,10' < @Q* < Q?2,_,) this
means that the polar angle of the scattered muon is varying between 0.4° and 5° and the
current jet between ~ 1° and 20° (see fig, 3. 3). Assuming that the detector covers the
angular range 0.4° to 10° and requiring that muons have a minimum energy of 10GeV
in order for them to be detected, we are left with an observable IC cross-section in the
above-mentioned z,Q%region of ~ 5 pb compared to &~ 3 pb for the background from .
PGPF. Although this cross-section is larger than what could be obtained at. HERA by a
factor ~ 4, one must remember to take the luminosity into account. Using the Fermilab
experiment E665 [11] as an example, we estimated the integrated luminosity for a typical
target to be of the order 15pb~! per year. Since the E665 experimental program included
studies of hadronic final states, the hadron filter and muon detector was placed far away
(26 m) from the target. Hence, background from pion and kaon decaying to muons is
large and the acceptance for high energy muons is limited to § < 3°. In a dedicated
IC experiment one could place the hadron filter close to the target to minimize such
background and put the spectrometer at a suitable distance such that the acceptance for
high energy muons would be at least 0.4° < 6§, < 5°. Furthermore, with a solid target
the luminosity could be increased with roughly an order of magnitude. With such ar
experimental situation one could get more than 500 IC events per year (assuming a 1%
IC content), with a chance to probe the IC component to the 0.1% level.
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Figure 3.3: Isolines for constant polar angles 85 of the current jet, i.e. the scattered quark,
(full lines) and 6, of the scattered muon (dashed lines) in the kinematic z,Q? plane for
DIS of 470 GeV muons on a fized nucleon target. Lines of constant y are also shown.







Chapter 4

The Gluon Density in the Proton

This chapter is a summary of the paper in appendix C in which the details of the anal-
ysis are described. By measuring the cross-section for 241 jet events in deep inelastic
scattering at HERA, we have calculated the corrected cross-section for photon gluon
fusion at small momentum fractions, z, of the proton, or more precisely, in the range
0.005 < z < 0.08. We have also estimated the gluon density in this range and note that
it is strongly increasing with decreasing z.

4.1 Introduction

Why do we study structure functions? One answer lies in the fact that high energy lepton-
hadron and hadron-hadron interaction cross-sections due to the QCD factorization theo-
rems can be calculated as a sum of integrals convoluting fundamental parton interaction
cross-sections & with universal parton distributions. Thus, by measuring structure func-
tions we can estimate the production rates of different hard processes. Another answer
lies in the possibility for finding a new interesting QCD dynamics, expected to become
apparent at & of ~ 1073, For instance, the evolution of the gluon density, g(x), with the
Lipatov equation suggests that the gluon density behaves as zg(z) ~ z~* when z — 0
with A typically ~ 0.5. Such an increase in zg(z) = G(z) cannot go on indefinitely as
z decreases. If the density of gluons becomes too large they can no longer be treated as
essentially free, and new effects like screening or shadowing could be manisfested.

The proton structure function F, enters in the Born cross-section for the inclusive deep
inelastic scattering process according to:

d*o

dz dQ?

= 2:.,-”542(1 +(1-9)")Fy(=, Q%) (41)

neglecting longitudinal contributions and Z° exchange, since they are normally small in
the kinematic region studied at HERA so far. The structure function F, itself can further

be expressed in leading order at small Q? as:

23




24 CHAPTER 4. THE GLUON DENSITY IN THE PROTON

Fy(z, Qz) = Z engq(a:, QZ) - (4.2)

From this we see that the distribution of quarks in the proton, f,(z,@?), in principle
could be determined by measuring values of F), (and the other structure functions which
were neglected above). Parton distributions are typically determined from global fits not
only to DIS data, but also to for instance neutrino scattering and hadron-hadron collision
data. In eq. (4.2) we have already introduced scaling violation; the structure function has
an explicit dependence on the probe momentum transfer 2, and this has its origin in the
evolution of the “bare” parton densities. The sum of all possible chains connecting the
initiating parton and the “struck” quark leads to a power series in a,(Q?)log @* governed
by the Altarelli-Parisi equations [13]. Through this evolution there is also the possibility
for a struck quark to have a gluon “ancestor” and one can therefore study the gluon
density by measuring the scaling violations of F;, as in [12]. An alternative approach,
which can be applied at HERA, is to measure the gluon density directly from the rate
of the O(a,) gluon initiated process photon gluon fusion (PGF). We may symbolically
express the relation between the PGF cross-section and the gluon density in the following

way:

opap ~ / dz,C(zg,Q")000 (4.3)

where 61,0 is the yg — ¢g parton cross-section.

4.2 Kinematics

17‘% x,Q2 Y x,Q2

6000000006000
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Figure 4.1: a) The gluon induced photon gluon fusion process and b) the quark induced
QCD-Compton process with relevant kinematic variables indicated.
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For the analysis of the gluon density at HERA, there are two basic O(a,) contributions
to consider, PGF, fig. 4. la, and QCD-Compton, fig. 4. 1b. Both of these processes in
general lead to 241 jets, where the +1 denotes the jet from the proton remnant. To
unambigously define what we mean by a 2+1 jet event, especially when we apply the
notation for cross-section calculations, we must define a jet clustering algorithm to be
applied to the partonic or hadronic final state. In the analysis described below, we have
chosen the JADE algorithm, since this is implemented in PROJET [17], a Monte Carlo
program for parton level cross-section calculations. In the JADE algorithm, clustering
(using one of several schemes) of four-vectors continues until the invariant mass of all
remaining (jet) pairs fulfil the condition (p; + p;)* = m% > MZ,. Due to the presence
of the proton remnant at HERA, the mass cut is normally defined by relating it to W?2,
the invariant mass squared of the hadronic system, via a dimensionless parameter yeus
giving M2, = y.:W?2. As W? increases this cut will lead to a decresing resolving power.
In our analysis we have considered the possibilty to resolve the hard sub-process with a
fixed resolution over the full W? range, proven in [14] to be feasible. In order for the
analysis to be sensitive to small =, we want to measure as small invariant masses of the
hard sub-process (v/3) as possible (see eq. (4.4)), but we also have to stay clear of the
collinear limit where the matrix element calculations give divergences and we have to
take the limited resolution of the detector into account by assuring that we have clear
jet-structures. The fixed cut was thus somewhat arbitrarily chosen to be M2, = 100GeV?
as a sort of relevant compromise. .
Experimentally, the challenge lies in reconstructing the necessary kinematical quantities,
in this case z,Q? and z, (z,), the momentum fraction of the proton carried by the gluon
(parton). In particular for the latter, we need to reconstruct the two jets from the hard
sub-process well. By doing that, we obtain z, in terms of § = (pjets + Pjet2)? as:

a

8

2, =2(1+ = (4.4)

or alternatively measuring the (pseudo-)rapidities of the two jets in the hadronic centre-

of-mass, i.e. the centre-of-mass system of the exchanged photon and the proton, which

gives: _

w? L .

b —m(% + e (n)cﬂ.'l"’beﬂ)) (4.5)
For a derivation of eqs. (4.4) and (4.5), see appendix C.

Tg

4.3 Event Selection and Jet Reconstruction

- To obtain the optimum result.in our analysis, we want the largest possible rate for
PGF, with only small contributions from other processes like QCD-Compton, and at the
same time we wish to obtain sensitivity in as large an z, range as possible. The full trigger
and data selection procedure that optimized these conditions is described in appendix C.
The data sample analysed corresponds to an integrated luminosity of 242pb~ and was
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Figure 4.2: The z,Q? region covered by this analysis.

collected in the H1 detector during the 1993 HERA runs. The main off-line requirements
on this sample leading to constraints on the kinematic variables are:

o The scattered electron energy E. > 10GeV to remove photoproduction background.
e 125 < @? < 80 to ensure that the sacttered electron is well inside the BEMC

acceptance.

® Yy > 0.05 in order to properly reconstruct the event kinematics from the scattered

electron.

® Yhad/Yer > 0.5 to further suppress photoproduction background. (See fig. 4.3)

The kinematic region in which the analysis is performed is consequently defined to be (see
fig. 4. 2): '

125 < Q% < 80GeV?

005< y <0.625
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Figure 4.3: The comparison of data and Monte Carlo for yn.a/ye shows an ezcess for
data att small Ypad/ye consistent with being photoproduction background.

On the remaining sample of almost pure DIS events we apply a jet algorithm and require -
these additional cuts to be fulfilled by the jet final state:

o 2 (+1) jets

e m;; > 10GeV, thereby using the same definition of a 241 jet event on the hadronic
and partonic final state.

® 10° < 6, < 150° so that the jets are measured within the coverage of the liquid
argon calorimeter and avoid the forward region dominated by activity from initial

parton shawors.

o | Tjet1 = Tjet2 |< 2 to increase the performance of the jet algorithm and thereby the
precision of the /3 determination.
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4.3.1 Performance of the Jet Algorithm
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Figure 4.4: Relative error in the z, reconstruction for: a) the method based on eq. (4.4) b)
as a), but corrected for the systematic shift c) eq. (4.5) corrected for the systematic shift
d) the combined result and e) the combined result from JADE.

We have tested and compared the results of two jet algorithms, the JADE algorithm
using a fixed resolution cut of 10GeV in the laboratory frame, and a cone algorithm [15]
using a cone size of AR = /An? + A¢? = 1 and an Ei-cut of 3.5GeV applied in the
hadronic centre-of-mass. Since we are operating on calorimeter clusters only, and thresh-
old cuts are made to suppress noise in the calorimeter, jet energies will be underestimated.
For this and other reasons there will be systematic shifts in the reconstructon of z, see fig
4. 4a. We used the results from Monte Carlo event simulations to calculate a systematic
correction factor for eqs (4.4) and (4.5) respectively. The resolution given by the equation
based on rapidities is better than that of eq. (4.4), but on the other hand the tails are
moré pronounced. (see figs. 4. 4b and c) For well reconstructed events, both methods
should give consistent results and we therefore select these events by requiring that the
two results do not differ significantly. We also define a combined result, which is simply
the mean of the two reconstructed z,-values. The latter approach is clearly superior as
compared to using either of the previous methods, see fig. 4. 4d. The results presented
so far are all obtained with the cone algorithm. JADE also performs fairly well, but the
resolution is nevertheless inferior, see fig. 4. 4e. It may seem rather involved to use a
cone algorithm to search for jets, and then, after the clustering has been made, apply the
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JADE type m;j-cut to the found jets, The reason for this procedure is simply the better
performance thus obtained. A lot of effort was spent to get the best possible resolution
and this is due to the fact that we are very sensitive to migration. The § distribution
is a steeply falling function (~ 1/3) and poor reconstruction will lead to a large and
uncontrollable migration of badly reconstructed low § events into our final sample. We
are unfortunately not able to completely suppress this background, which we for obvious
reasons will call faked 2+1 jet events.

4.4 Monte Carlo Generation
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Figure 4.5: Control plots showing a) the y distribution and b) the Q* ditribution of data,
LEPTO MEPS and ARIADNE. The curves are normalized to the luminosity of data.

To relate quantities measured in the detector to quantities calculated on the parton
level, we need to compute acceptance correction-factors. In doing this, we not only have
to rely on a good simulation of the detector response, but also on a specific Monte Carlo
event generator that subsequently should have the same qualitative behaviour as the data
we wish to investigate. For this purpose we have used LEPTO 6.1 [6] which includes the
necessary first order a, matrix elements onto which parton showers are added to account
for some aspects of higher order corrections (called the MEPS option). It can be seen from
fig. 4.4 that for our 2+1 jet sample, LEPTO has a good correspondence with data in terms
of the y- and Q?-distributions. The LEPTO sample used corresponds to an integrated
luminosity of ~ 4 times that of the data. Other control plots can be seen in appendix
C, for instance it is noteworthy that the energy flow plots are very well described by
LEPTO for our jet sample. For comparison, the y and Q* distributions as obtained with
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ARIADNE [16] are also presented in fig. 4. 5. It is evident from this plot that ARIADNE
fails to reproduce our data in a reliable way, and we have therefore disregarded it in the

following.

4.5 Cross-sections and Unfolding

There are three contributions to the observed 2+1 jet cross-section; the PGF events we
wish to measure (our signal), QCD-Compton events and the faked 2+1 jet events. The
kinematic limitations of our data sample leads to a measurable range in z, of 0.005 <
z, < 0.08, which we subdivide into three bins to match the resolution and the statistical
precision of data. LEPTO was used to calculate the acceptances in each bin for PGF and
QCD-Compton by taking the ratio of the PGF (or QCD-Compton) 2+1 jet cross-section
in the fully simulated and reconstructed sample surviving all cuts and the parton level

cross-section for the same process:

PGF QCD-C
A _  9LEPTO,fullsim A OLEPTO,full sim (4.6)
PGF = —pGF ) QCD-C = —gCcD-C .
TLEPTO parton level OLEPTO parton level

Now the corrected PGF cross-section can be computed by taking the total observed
- cross-section for 2+1 jet events and subtracting the QCD-Compton contribution and the
cross-section of faked 2+1 jet events as estimated with the LEPTO sample:

05" = 0oy — AQeD-C  TQCD-C — Ttake (4.7)
~and
o PGF
e = (4.8)
Apcr

We calculate parton-level cross-sections with PROJET. Since we are at  ~ 10~% where
the quark distributions are fairly well constrained, ogop-c is not sensitive to different
input parametrizations. The total background subtraction amounts to ~30%. The cor-

rected PGF cross-sections are shown in fig. 4. 6a.

For the final stép of the analysis we rely more heavily on the LO calculations made
with PROJET. We estimate zg(z) = G(z) from the following relation:

PGF
G(zg) = O;Jo&}‘ G(“’g)MC’ (4'9)
J’WC

where o5 is the Monte Carlo (PROJET) calculated PGF cross section and G(z,)mc is
the parametnsatlon of the density function used in the Monte Carlo program. The final

result is shown in fig. 4. 6b.
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Figure 4.6: a) The corrected cross-section for photon gluon fusion and b ) the unfolded
gluon density as a function of the fractional momentum of the gluon.

4.6 Errors and Uncertainties

With the present level of statistics in data the mean error in the gluon density is below
20%. This should be compared to the systematical error which was estimated to be ~24%,
not including theoretical uncertainties. We can thus conclude that it is more important
to get a better understandmg of systematic effects in our analysis, than to increase the
statistical precision by re-doing the study with the data collected in 1994 (corresponding
to an increase in the integrated luminosity of an order of magnitude). Briefly we have
investigated the following main sources for systematic errors:

e The hadronic energy scale is measured to a precision of 5%. By applying a scale
variation of that size to the data analysis, the end-result is shifted 10%.

o The Er-cut used in the cone algorithm was taken to be 3.5GeV. Below 3GeV jet-
structures are no longer clear and at 4GeV we start to loose too much statistics. A
variation of the Ep-cut in this interval affects the result with 7%.

o Using a different jet algorithm on the reconstructed calorimeter clusters should not
affect the result, since it is only used for acceptance calculations. If we use the
JADE algorithm instead of the cone algorithm we get variations of the order 6%
(see fig. 4. 7).

e Our procedure is aimed at 6nly being sensitive to the hard matrix element pro-
cess. With LEPTO we tested this assumption by calculating acceptances on the
hadron level with and without parton showers included in the event simulation.
The estimated systematic error comes out to be 15% in this case.
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o The effect of different input parametrizations on the acceptances was investigated
on the hadron level. Two extreme cases (MRS DY and MRS D~') where tested,

leading to a 5% effect.

e Radiative corrections, estimated by using a Monte Carlo program (DJANGO [18])
including radiative corrections to deep inelastic scattering, are a the level of a few
percent. Since we do not make any explicit correction of the measured cross-section
due to QED radiation, we include a systematic error of 5% to account for it.

e Global effects, like uncertainties in the luminosity measurement (5%) and detector
efficiency calculations (6%) also contribute. '

In the calculation of corrected cross-sections, we have not made any explicit assumptions
about the order in a, in which the analysis is carried out (except for the calculation
of the small QCD-Compton contribution which is to be subtracted from the observed
cross-section). When the last unfolding step is introduced in order to extract the gluon
density, we make an explicit leading order determination by using eq. (4.9) and PROJET
cross-section calculations. Thus we become sensitive to the truncation of the perturbation
series. By varying the renormalization scale (the scale that enters into a,) from the nomi-
nal chosen scale Q?%, we get an ad hoc estimate of the theoretical uncertainties. A variation
in the interval 0.25-Q? to 16-Q? leads to a 30% change of the calculated LO cross-section.

We have also checked our result for a serious dependence on a diffractive contribution.
Since the total diffractive contribution was estimated to be approximately 8%, with an
equal distribution over the full z, range, we concluded that this was not the case.

4.7 Summary and Outlook

The measurement of the corrected PGF cross-section at z, ~ 1072 and the subsequent
unfolding of the gluon density in leading order, shows a considerable increase of gluons
with decreasing fractional momenta of the proton. Such a steep rise is expected from
the Lipatov evolution equations, but could in fact also be obtained with the standard
Altarelli-Parisi evolution. There remains also the question of the usefulness of the result
in terms of universality. JADE is not factorizable in the formulation used in this analysis,
so perhaps the next step would be to apply it in its factorizable formulation [19] [20] in
a similar analysis. It will also be interesting to make a comparison with the results of a
gluon density determination from J/¥ and open charm in photoproduction. These studies
should soon become feasible with the present fast increase of integrated luminosity.
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Figure 4.7: a) The unfolded gluon density as obtained using the cone algorithm (filled
circles) and JADE (open circles). Statistical errors indicated.







Chapter 5

Identification of Jets from Gluons |
and Quarks

The main strategies for the methods reported in the paper “Jet Identification based
on Probability Calculations using Bayes’ Theorem” (appendix IV) are outlined in this

chapter.

5.1 Introduction

We have in this study investigated strategies to separate gluon jets from quark jets. At
hand, we have a few properties which can be used to identify a jet:

¢ Kinematic properties of the production process. For instance gluon radiation from
a quark, a bremsstrahlung like process, leading to the gluons generally having less

energy than the quarks.

o Instrinsic properties, like colour charge, which will influence the fragmentation of
quarks and gluons into hadrons.

e Identification of heavy quarks can be made based on their specific deacay properties
using methods like D*-tagging, secondary vertex reconstruction or tagging using
semileptonic decays into leptons.

We consider heavy quarks to be a special case, and have thus chosen to base the separation
of gluon and quark jets on the differences in their fragmentation properties and energies.

5.2 Event Simulation and Jet Reconstruction

Two event configurations containing quarks and gluons were investigated, 3 jet events
at LEP, which are always of the type ¢gg, and 2(+1) jet events at HERA, which at
Bjorken z > 0.1 to a good approximation are of the gg type (QCD-Compton events).

35
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The LEP events were simulated with the parton shower option of the Monte Carlo pro-
gram JETSET, and the HERA events were simulated with the event generators LEPTO
and HERWIG [21]. By comparing results from JETSET and LEPTO the process depen-

“dence of our method can be checked. Correspondingly, we check the fragmentation model
dependence by comparing results from HERWIG and LEPTO.

We have used LUCLUS [22] with d;oin, = 4GeV for jet clustering in all three cases. When
calculating the fragmentation variables, represented by the so-called Fodor moments [23],
we only take the “core” of the jet into account. The core is defined by picking particles
in a jet in descending order of momentum with respect to the jet axis, until 80% of the
total energy is reached. By doing this, sensitivity to unwanted effects, like the Lorentz
frame in which the clustering is performed, should decrease.

5.3 Methodology

A distinction is made between separation based on jet energies and separation based on
fragmentation variables. We motivate this with the following arguments: ‘

e Separation based on jet energies is a process dependent method, whereas separation
based on fragmentation variables in principle is not, and can thus be treated in a

more general way.

e A result based on combined energy and fragmentation can not be used to test a
model of either of the two. ‘

e The discriminating information in fragmentation variables is stored in many vari-
ables and in their correlations. It may therefore be advantageous to treat this more

complicated case separately.

There is additional information stored in the event, meaning that since we are only con-
sidering events in which we know the exact number of quarks and gluons, we will also
“force” our method to give the correct number of quarks and gluons for each event. Con-
sequently we always identify all the jets in an event. The basic tool for introducing event
based identification is the calculation of probabilities for a certain jet in an event to be
either a gluon or a quark. Using Bayes’ theorem we include the condition on the correct
number of quarks and gluons in an event, with given values of the jet energies or fragmen-
tation variables, in these probabilities. A further advantage of probabilities is that they
are easily combined (easy in the mathematical sense). Thus, the separate identification
of the jets based on energy and fragmentation variables can be combined in the end.

A neural network is used for the case of identification based on fragmentation variables.
The multi-dimensional charachter of this problem makes neural networks ideal, since
it is basically a classification problem. There is furthermore the advantage that the
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output of the neural network directly can be interpreted as a conditional probability
given the training sample. Special care is taken with respect to the training sample;
quark and gluon jets are processed through the neural network individually and with an
equal and flat distribution in energy. In this way we take the energy dependence of the
fragmentation variables into account, but the energy information in itself does not contain

any discriminating information.
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The HI1 detector started taking data at the electron—proton collider HERA in the beginning of 1992. In HERA 30 GeV
electrons collide with 820 GeV protons giving a strong boost of the centre-of-mass system in the direction of the proton, also called
the forward region. For the detection of high momentum muons in this region a muon spectrometer has been constructed,
consisting of six drift chamber planes, three either side of a toroidal magnet. A first brief description of the system and its main
parameters as well as the principles for track reconstruction and T, determination is given.

1. General description

The purpose of the forward muon spectrometer is
to measure high energy muons in the range of polar
angles 3°< 60 <17° The detector consists of drift
chamber planes, either side of a toroidal magnet. The
design specifications aim at measuring the momenta of
muons in the range between 5 and 200 GeV/c, the.
lower limit being given by the amount of material the
muons have to penetrate and the influence on the
momentum resolution of the multiple Coulomb scatter-
ing in the magnet iron. The upper limit is set by the
magnetic field strength of the toroid together with the
spatial resolution of the drift chambers. The expected
momentum resolution at 5 GeV /c is 24% and deterio-
rates slowly to 36% at 200 GeV /c above which there is
a danger of misidentifying the charge of the muon.
Muon momenta below 5 GeV /c will be measured in
the forward tracker.

Fig. 1a shows schematically the detector arrange-
ment and the toroid magnet. The drift chamber planes,
which increase in size from about 4 m diameter for the
first detector plane to 6 m diameter for the last, are all
divided into octants which are formed from individual
drift cells accurately mounted on Al-frames. The orien-
tation of the drift cells is such that four of the planes
essentially measure the polar angle (8) and thereby
provide the momentum of the traversing muon whilst

* Corresponding author.

the remaining two measure the azimuthal angle (o).
Each plane consists of a double layer of drift cells such
that each layer is displaced with respect to the other by
half a cell width (Fig.- 1b). This arrangement enables
the resolution of left-right ambiguities and also the
determination of T, as will be explained below. The
total number of drift cells is 1520.

The toroid is 1.2 m thick and constructed out of
eight semicircular steel modules with an inner radius of
0.65 m and an outer radius of 2.9 m. Each of the twelve
rectangular coils which provide the field consists of 15
turns of watercooled Cu-tube, 11.5 X 11.5 mm?. At a

- current of 150 A the field strength varies from about

1.75 T at the inner radius to about 1.5 T at the outer
radius. Field measurements made in the centre of each
coil show a variation of less than 1%. A more detailed
description of the toroid magnet can be found in ref.

[1].

2. Chamber design

All drift cells have a rectangular cross section with a
depth of 2 cm, a width of 12 cm and lengths between
40 and 240 cm. With a central sense wire the maximum
drift distance becomes 6 cm. The cells have 50 pum
thick nichrome wires except for the inner short cells
where the diameter is 40 pm. For cells longer than 1.5
m there is a wire support in the middle. As illustrated
in Fig. 2 each cell comprises two PCB planes, copper-
coated on both sides, and 0.7 mm thin extruded Al-

0168-9002,/94 /$07.00 © 1994 — Elsevier Science B.V. All rights reserved
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Fig. 1. (a) A schematic view of the forward muon spectrome-
ter and (b) the cell structure of a double layer.
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profiles to minimise the dead space between cells. The
outer copper surface of the PCB is kept at ground to
form a screened box while the inner surface has been
machined to give 4 mm wide strips. These are used as
drift electrodes connected to a 230 MQ metal film
resistor chain mounted on the end cap to obtain a
uniform drift field. The end caps are made of moulded
Noryl with high precision holes to locate the crimp pins
for fixing the sense wires and provide holes for the gas
connections. One end contains the high voltage distri-
bution resistor chain and the sense wire readout con-
nection isolated via a 1 nF ceramic disc capacitor.
Sense wires of adjacent cells are linked together via a
330 Q resistor at the other end forming the equivalent
of a U-shaped cell which then is read out at both ends.
This allows not only a determination of the track
position transverse to the sense wire from the measure-
ment of the drift time but also the coordinate along the
wire by charge division measurement and thereby giv-
ing information on which cell of a coupled pair was hit.

1.6mm PCB
MECHANICALLY ETCHED.

4Qum NICHROME WIRE,

Al _SIDE CHANNEL
0.7mm THICK.

MOULDED END CAP
Fig. 2. The construction of a drift cell,

3. The chamber gas and high voltage system

The choice of gas for the drift chambers was deter-
mined by several requirements. One is the desire to
work in a drift voltage range where the drift velocity is
constant. Further the gas has to be fast enough for the
pulse to arrive in time for the trigger and finally it
should be nonflammable for safety reasons. Currently
the so-called FMS gas (forward muon spectrometer
gas), which is a mixture of 92.5% argon, 5% CO, and
2.5% methane, has been chosen for the chambers. The
gas is mixed and purified in a recirculator [2]. The
chambers have a total gas volume of 4 m?, and with a
small overpressure of about 0.2 mbar measured at the

‘output, the return gas flow is typically 90% of the input

and the oxygen content is measured to be of order 100
ppm. For the FMS gas the drift velocity as a function
of the drift field voltage, corrected for atmospheric
pressure, is shown in Fig. 3. An average drift field of
480 V /cm gives the desired drift velocity of ~ 5 cm /LS.
The drift field is defined by an increasing positive
potential from the cathode at ground to +2.88 kV on
the centre electrode at the position of the sense wire.
The sense wire is kept typically at 4.21 kV for the 40
pm wires and at 4.26 kV for the 50 wm wires. The gas
gain is controlled by the difference in voltage between
the sense wire and the drift field close to the wire.

A 120-channel CAEN 127 system supplies distribu-
tion boxes on the detector with high voltage via 50 m
long coaxial cables. One 6 kV 1 mA module supplies
drift voltage to an entire octant, feeding 20-40 individ-

«ual resistor chains. Similarly an 8 kV 200 wA module

supplies the sense voltage to all but the 12 innermost
cells of a @-octant, which in case of bad beam condi-
tions might be set to a lower voltage. For the @-octants
the central section which is close to the beam tube can
be moved outwards mechanically by remote controls
and thus there is no need for any special HV arrange-
ment,

iy
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Fig. 3. The drift velocity versus the drift voltage, corrected for
atmospheric pressure, for the FMS gas.
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There is a continuous monitoring of the gas compo-
sition and flow rates as well as of the high voltage,
communicated via an Apple Macintosh II c¢i in the
control room. From this work station it is also possible
to control the high voltage of the detector and the
toroid magnet.

4. The readout system

The signals are read out into 8 channel preampli-
fiers of standard H1 design [3] mounted close to the
cells. The output pulses are driven down 50 m long
coaxial cables to F1001 flash analogue to digital con-
verters (FADC) [3] run in common stop mode. Signals
are digitised with the equivalent of 10 bit resolution (8
bit nonlinear response) in 9.6 ns time bins, phase
locked to the HERA beam crossing frequency. These
are stored in a circular buffer with a depth of 256 time
bins. Each crate of 256 FADCs is controlled by a
scanner [4] which on receiving the first trigger stops the
buffer and scans the preceding 256 digitisings for hits.
Each scanner then transfers the zero suppressed data
to a front end processor where the pulses are analysed
to extract start times and charge contents.

5. The charge—time analysis

Only the rising edge and peak region of a pulse is
used to get the time and charge information. A pulse is
said to start when there are two successively rising
digitisings above threshold. The end of a pulse is taken

as the second successive digitising after the peak which

is below threshold, or eight 9.6 ns time bins from the
start of the pulse, whichever occurs first. The arrival
time of the pulse is obtained by extrapolating a line
~ fitted to the steepest part of the leading edge back to

the intercept with the background level. With a test
setup, looking at cosmic muons, this method gave a
resolution of <200 pm as illustrated in Fig. 4. This
result was obtained with a gas mixture of 90% argon
and 10% propane providing a drift velocity of 4 cm /p.s.
However, to satisfy the gas requirements specified in
section 3, we have, as mentioned earlier, chosen the
FMS gas with a drift velocity of ~ 5 cm/ps, resulting
in an expected resolution of ~ 250 wm. Pairs of pulses
which originate from the sameé hit are associated by
requiring the difference of their arrival times to be less
than the full propagation time through the two sense
wires of the linking resistor.

The collected charge is found by integrating the
digitisings of the pulses from the two wire ends over
intervals of the same length, with subtraction of a
constant background. A correction for fractional time
bins was found to be important since the start times for
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Fig. 4. The space resolution of a drift cell as a function of drift
distance for the gas mixture 90% argon and 10% propane
(drift velocity 4 cm/ ws).

the two pulses are subject to variable propagation
delays. With cosmic muons in the test setup we found a
charge-division versus distance characteristics which

‘was linear to about 1%, which is well matched to the

resolution.

6. Track reconstruction

The space points obtained from the charge—time
analysis of the chamber hits are used in a three-step
procedure for track recomstruction which starts with
the pairing of hits in each double layer followed by
association of pairs into straight track segments and
finally the linking of track segments through the toroid
to form full tracks and thus provide a momentum
measurement. Pair finding in the double layers is deci-
sive due to the displacements of cells which results in
the sum of drift times being a constant (compare Fig.
1b). A vertex pointing requirement is applied as selec-
tion criteria but also unpaired hits are kept to be
considered in the track segment finding where we
demand three out of four hits in the 6-layers. The
measuring errors of the space points for a pair define a
cone which is extrapolated to the other f-layer on the
same side of the toroid. In the area defined by the

" cone, hits are tried for segment fits and are selected by

a yxZcut. In the future the information from the ¢-
layers will also be used.

For the linking procedure each pretoroid segment is
tracked through the magnetic field of the toroid, taking
into account energy loss and multiple Coulomb scatter-
ing in the magnet iron. By doing this for a minimal
reconstructable momentum of 2.5 GeV /c in the spec-
trometer and for either of the two muon charges possi-
ble, regions in the #-layers after the toroid are defined
inside which segment candidates for linking are consid-
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ered. From the crossing angle of two linked segments
an estimate of the momentum is made. Starting from
the pretoroid segment and the estimated momentum
the tracking is repeated as the momentum is changed
in small steps around the estimated value. Each post-
toroid segment obtained from the tracking is compared
to the actual segment found and a y? is calculated,
The minimum of the y? variation with momentum
defines the momentum corresponding to the best fit.

Fig. 5 shows a schematic side view of the H1-detec-
tor with the central and forward tracking devices and
the calorimeter all surrounded by the instrumented
iron. The forward muon spectrometer can be seen to
the left of the main Hl-detector. A clear muon track
originating from the vertex region can be followed
through the various subdetectors extending all the way
to the end of the forward muon spectrometer. The
track coordinates are given by the radial distance from
the beam line, R, and the longitudinal Z-coordinate in
the direction of the proton beam. However, since the
instrumented iron only gives information on the verti-
cal position, X, a radius coordinate cannot be ex-
tracted and consequently this track segment is plotted
in X, Z-coordinates. This results in the apparent non-
alignment of that particular track segment.

7. Drift velocity and T, determination

Beam halo muons are used to determine the drift
velocity, From the uniform population of the total
number of tracks (V) over the full drift distance (AY),
recorded in a run, a rectangular distribution is ex-
pected if the drift velocity is constant. However, due to
field variations close to the sense wire, dependence on
the angle of the track, the possibility of tracks travers-
ing only the corner of a cell ete., the drift velocity will
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Fig. 5. A side view of a genuine event with a muon penetrat-
ing the complete detector.
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Fig. 6. The drift time distribution for beam halo tracks used to
extract T, with the FMS-gas.

be altered and cause a smearing of the distribution
(Fig. 6). In spite of this smearing, the drift time (Tia)s
corresponding to half the drift distance (3 cm), can be
defined as the time which leaves equal number of
tracks above and below. Taking an arbitrary time inter-
val (AT) symmetrically around 7,4, where the distri-
bution is still flat, we can count the number of tracks
(Npiq) in this interval and use it for a determination of
the drift velocity by the following expression:

v =AYN,a/(ATN).

The result is v = 4.926 + 0.039 cm/ps.

T, is determined from the specific geometry of the
detector which makes one of the following check sums
true for each track.

Tl + T2‘+ T3 + T4 = 4Tmid’

T,+T1,-T,-T,=0,

where Ty, T,, T; and T, are drift times in the four
f-layers. The first check sum thus will provide an

independent measurement of 7,4 T, can now be
determined from the expression:

Ty=@Bcem/v) — T, 4.

The widths of the two check sum distributions can
be used to find the spatial resolution of the chambers.

8. Chamber alignment
The drift chambers must be aligned with respect to

each other and to the rest of the detector. The cells of
a f-layer are positioned on its supporting Al-frame to a
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precision of ~ 50 pm along the drift direction and to
~ 1 mm in the two other directions. This is better than
the achievable resolution and therefore we only have
to consider the alignment of the full octants.

. Simulation studies and analysis of a small sample of
real data have shown that beam halo tracks are suit-
able for providing the two translational and one rota-
tional quantities which are needed to specify the posi-
tion of the octant in the plane transverse to the beam
direction. Further studies with angle tracks together
with the survey will determine the relative positions of
the octants along the direction of the beam [5].
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Possibilities of probing the predicted intrinsic charm quark component in the proton by deep-inelastic
lepton scattering are investigated. Total cross sections aré found to be sizable, but the observable rate,
e.g., through muons from semileptonic charm decays, depends strongly on the experimental situation.
The DESY ep collider HERA has acceptance losses close to the proton beam, along which the ep system
is strongly boosted, whereas for fixed target muon scattering, e.g., at Fermilab, the acceptance can be
made much better. Backgrounds are calculated and ways to suppress them developed, resulting in ac-
ceptable signal/background ratios. For existing experiments the predicted statistics are relatively small,
but may still contribute to a solution of the open intrinsic charm problem, whereas a dedicated experi-

ment should settle the issue.

PACS number(s): 13.60.Hb, 12.38.Qk, 14.20.Dh

I. INTRODUCTION

The charm production cross section in hadron col-
lisions has been observed [1] to be larger and have a
flatter distribution in Feynman x than anticipated based
on leading-order perturbative QCD diagrams and simple
hadronization models. As a solution to this. apparent
problem the hypothesis of intrinsic charm (IC) was intro-
duced [2] by assuming the existence of a ¢ pair as a non-
Pperturbative component in the bound-state proton. This
means that the Fock-state decomposition of the wave
function, |p)=aluud )+Bluudce)+ -+, contains a
small, but finite, probability B> for such an intrinsic
quark-antiquark pair. Viewed in an infinite momentum
frame, all nonperturbative (long-lived) components must
move with essentially the same velocity in order that the
proton can “stay together” for an appreciable time. The
larger mass of the charmed quarks then implies that they
take a larger fraction of the proton momentum. For
definiteness we shall assume the model form for the in-
trinsic charm quark density distribution proposed in Ref.

(2]
e (x)=18x*{1(1—x)(1+10x +x2)+2x (1+x)nx} ,
o)

having a mean value X=2/7 as compared to X=1/7 for
the light quark distribution in the |uudce) state. This
distribution is derived by assuming a five-quark Fock
state wave function which varies inversely with the in-
variant mass of the intermediate state. The normaliza-
tion factor is chosen to correspond to 1% probability for
intrinsic charm as first suggested [2] to explain the origi-
nal data [1]. The actual normalization of heavy quark
Fock components in the proton is the key unknown, al-
though it should decrease as 1/ mé
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More recent calculations have shown that the next-to-
leading-order QCD corrections to the conventional per-
turbative mechanism for hadroproduction of open charm
give a sizable increase of the cross section (although the
shapes of some important differential distributions are
not much affected), see [3] and references therein. In ad-
dition, the xp spectra become harder than predicted by
lowest-order fusion processes when string hadronization
effects and coalescence with spectator quarks are taken
into account [4,5]. This gives less of a need for an intrin-
sic charm component to describe the total charm produc-
tion cross section, but some combination of coalescence
and intrinsic charm contributions seems to be needed in
order to describe the x; and nuclear dependence of the
charm data [5]. It is also interesting to note that mea-
sured cross sections for J /1 production at large x in 7N
and pN collisions [6] appear to be in excess of that pre-
dicted by the conventional fusion subprocesses; an effect
which cannot be accounted for by string hadronization or
coalescence effects. Further data [7] shows that the J /3
produced in 7N collisions becomes strongly longitudi-
nally polarized' at large xp, suggesting a change in the
production mechanism as the quarkonium state receives

" a high fraction of the beam momentum. The presence of

an intrinsic charm contribution can account for the mea-
sured xp distribution as well as the observed
diffractivelike nuclear target dependence of the hidden
charm cross sections [8,9].

The “intrinsic” quark sea should be contrasted against
the “extrinsic” sea generated by large momentum-
transfer processes in the perturbative QCD evolution of
the parton distribution functions. Being perturbative, the
latter is a short-lived fluctuation which can only be put
on-shell by a large momentum-transfer external probe.
The extrinsic quarks will only carry small momentum
fractions of the proton as is characteristic for normal sea

4872 ©1993 The American Physical Society
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quarks. This is a normal leading-twist contribution as
opposed to the higher-twist nature of the ‘intrinsic heavy
quark component. Since the intrinsic contributions are
associated with multiparton correlations in the hadron
wave function, the intrinsic charm quarks may carry a
large fraction of the proton’s momentum.

Both of these charm quark components in the proton
can be probed by deep-inelastic scattering (DIS). The

dominant charm production process is the photon-gluon -

fusion (PGF) process yg —c¢. Data from the European
Muon Collaboration on F$M™ (x)=2e2xc (x) were found
to be globally well described by this conventional process,
but could not exclude an IC component below 0.6% [10].
A refined theoretical analysis [11], which took proper ac-
count of the reduction of ¢ (x) at large x due to the charm
threshold at low Q? and the QCD evolution, showed no
conflict between the data and the IC model. On the con-
trary, it gave some evidence for an intrinsic charm com-
ponent. At x X 0.25, where PGF is expected to drop fast
and IC should give its main contribution, the data seem
to indicate the presence of IC at the level of approximate-
ly 0.3% [11].

In the following we investigate to what extent this
_ rather unclear situation can be improved by observing
deep-inelastic scattering on intrinsic charm quarks in the
proton using experiments at higher energies. In particu-
lar we make detailed calculations, based on Monte Carlo
event simulation, for fixed target scattering at Fermilab
energies and ep collisions at the DESY HERA. Charm
can favorably be tagged through its semileptonic decay
into muons. The branching ratio of approximately 10%
is large compared to most other charm branching ratios.
Furthermore, the efficiency for detecting and identifying
muons is high. The reconstruction of specific charm
states requires a completely different experimental situa-
tion with excellent particle identification and momentum
measurement as well as good photon detection. Even so
the reconstruction efficiency turns out to be low due to
the large number of charm decay channels, all with small
branching ratios, and due to the high combinatorial back-
ground.

As a potential background to the charm muon signal
we consider, in addition to the PGF process, also muons
from 7 and K decays, since their large production cross
section in normal DIS can outbalance the small decay
probability within the detector volume. Muons can also
be produced in pairs from various QED radiation pro-
cesses [12]. These have, however, either a small cross
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section or involve small momentum transfers and will
then have different topologies compared to the IC signal.
We have, therefore, not considered these backgrounds in
detail, '

II. MODELS FOR SIMULATING SIGNAL
AND BACKGROUNDS

The basic scattering on an intrinsic charm quark is
identical to normal DIS, when quark masses can be
neglected, with the kinematic variables Q%=—g?
=—(p,~p.)%, x=Q%/2P-q and y=P-q/P-p, having
their normal definition and meaning. Furthermore, the
electroweak cross sections are obtained from the normal
formulas [13] by simply keeping only a charm quark dis-
tribution which is now taken from Eq. (1). It is only.
meaningful to consider neutral current interactions, since
the charged current exchange has a smaller cross section
and turns the charm quark into a lighter flavor which
gives a less clear signature.  The cross section for ep or up
scattering on charm is then given by

d%c _ 2ra’
dxdQ? xQ*
where in the case of intrinsic charm

F5(x,0%)=F°(x,0%)=2¢2xc (x,0%)

(2)

[1+(1—pP1F5(x,0%) ,

3)

and only photon exchange is taken into account since one
can neglect the region of large Q2 where Z exchange con-
tributes.

We have adopted the ep scattering event -generator
LEPTO 5.2 [14] to simulate complete intrinsic charm
scattering events. When implementing the intrinsic
charm quark density distribution equation (1) we have
kept the 1% normalization; rescaling to a different value
can be trivially made in our final results. We take the Q°
evolution of xc (x) into account through the leading loga-
rithm QCD, since it has the important effect to reduce
the function in the characteristic large-x-region as shown
in Fig. 1(a). The proper evolution equation, including the
charm quark mass, is rather involved and we have adopt-
ed a suitable parametrization of the numerical results in
Ref. [11] by a polynomial with an amplitude proportional
to InInQ% We normally require Q2> 10 GeV? to avoid
corrections for mass (threshold) effects in Eq. (1) [11].
This minimum Q? also ensures a proper DIS situation
where the scattered lepton can be detected and used to

on S L 1.4 . Fere FIG. 1. (a) The intrinsic charm structure
b 2) E%ii% . b) c) _ig g%é nom: function  F}°(x,0%)=%xc(x,0%) obtained

) " o from Eq. (1) taking QCD Q? evolution into ac-
10-2 | P J count based on Ref. [11]. (b) and (c) The
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charm structure function Fj extracted using
Eq. (2) from the differential cross section ob-
tained from the model simulations of intrinsic
charm in the proton (with the indicated nor-
malizations) and photon-gluon fusion into cc at
(b) HERA and (c) Fermilab energies. Q2 is in-
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reconstruct the kinematics of the event.

Although there are theoretical arguments for the form
“of the intrinsic charm distribution in Eq. (1) it is not
necessarily fully correct. In order to investigate the sensi-
tivity to variations in the x shape we have switched off
the QCD evolution, thus making the distribution some-
what harder, and found that our.final results, in the form
of cross sections, decrease about 5% (for Fermilab) to
10% (for HERA). These small changes do not alter the
conclusions of our study.

In order to have a proper description of the hadronic
final state we include QCD corrections by standard
initial- and final-state parton showers [14]. A primordial
transverse momentum of order m, is introduced through
a Gaussian distribution with a width of 1 GeV. Hadroni-
zation is finally performed using the Lund string model
Monte Carlo JETSET 6.3 [15]. Here, a complication arises
since the scattered charm quark (antiquark) leaves a more
complex proton remnant which, in addition to the three
valence quarks, contains the “partner” charm antiquark
(quark) to conserve the charm quantum number, cf. Fig.
2(a). Following the general strategy in LEPTO we let this
partner pick up a random quark (diquark) to form a
charm meson (baryon), taking, from the complete specta-
tor system, an energy-momentum fraction chosen accord-
ing to the characteristically hard charm fragmentation
function of Peterson et al. [16], which is related theoreti-
cally to the intrinsic charm quark distribution. The
remaining spectator diquark (quark) will then be connect-
ed to the scattered charm quark (antiquark) with the
Lund string via any gluons emitted in the parton shower
(Fig. 2). The details of this modeling of the target rem-
nant is not important for our purposes, since it only
affects the leading particles in the “spectator jet” which
are lost in the beam pipe in an ep collider and are very
soft in a fixed target configuration.

The PGF background is simulated using AROMA 1.2
[17], which is based on the exact matrix elements for
vg —c€ in leading-order QCD [18]. The next-to-leading-
order corrections to this process have been available for
some time for the photoproduction case (Q?~0) [19] and
have very recently been calculated also for DIS [20,21],
which is of direct interest in our case. These corrections
increase the cross section by 50-100% {21]. Although
there are some changes in the shapes of differential distri-
butions, one may as a first approximation regard the
corrections as an overall normalization change. These
order a’a? cross sections are not implemented in general
purpose Monte Carlo generators, giving complete final

FIG. 2. Deep-inelastic scattering on an intrinsic charm quafk
illustrating (a) the simulation model and (b) the typical event to-
pology in the HERA laboratory frame.

G. INGELMAN, L. JONSSON, AND M. NYBERG 47

states which are needed for our study of the experimental
measurement of charm production. Our results are
therefore based on the leading-order formalism, which
should provide a good approximation with respect to the
shapes of differential distributions, but the overall nor-
malization may need to be adjusted by a simple rescaling.
The influence of higher-order corrections on the event
properties are, however, included in AROMA through
multiple parton emission in terms of parton shower de-
velopment from the ¢t state. To get a complete final state
of observable hadrons the Lund string model for hadroni-
zation is applied in its Monte Carlo form [15]. To check
the rate of muons from decays of noncharm particles we
simulate normal DIS events using LEPTO 6.1 [14] and
JETSET 7.3 [15] and allow particles to decay within the
volume of the detector under consideration.

III. ep COLLISIONS AT HERA

In the HERA collider at DESY, 30-GeV electrons col-
lide with 820-GeV protons giving a c.m. system (c.m.s.)
energy V's =314 GeV. The invariant mass W of the ha-
dronic final state is normally far above the charm produc-
tion threshold [W?=Q%1—x)/x +m?>>~4m?] and
also Q% can easily be chosen large enough that charm
quark mass effects can be safely neglected (cf. Sec. II and
[11]). The two general purpose experiments, H1 and
ZEUS, cover essentially the whole solid angle except for
~4° around the beam pipes. Data taking has started this
year and should later give data samples of 100 pb~!/year
with the design luminosity. In this section we present re-
sults obtained from the application of our simulation
models for the IC signal and the background processes to
the case of ep scattering at HERA.

An overview can be obtained in terms of the effective
charm structure function F§, shown in Fig. 1(b), which is
extracted from Eq. (2) where the differential cross section
has been generated using our model simulations for IC
and PGF, respectively (accounting for mass threshold
effects). As can be seen, the IC contribution dominates
over PGF at large x, but the crossover point depends on
the overall normalization of the IC component. (The
mean Q2 in an x bin is, however, somewhat lower for IC
than for PGF and will therefore give a correspondingly
larger cross section when the 1/Q* factor from Eq. (2) is
applied to F3.) In the following we investigate the prop-
erties of IC events and how an enriched sample of them
can be obtained.

A. Event topology

The event topology at HERA is strongly influenced by
the large boost of the ep c.m.s. system in the direction of
the proton beam. Large momentum fractions x of the in-
coming quark imply that it is scattered to a small angle
(unless Q2 is very large, which is suppressed in the neu-
tral current (NC) cross section). This event topology,
which is characteristic for scattering on intrinsic charm
quarks, is illustrated in Fig. 2(b). Based on our simula-
tion we show in Fig. 3 representative rapidity distribu-
tions for those bins in x and Q? where the IC contribu-
tion is relatively large. At the parton level (top row) we
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notice that the charm hadron formed from the proton
remnant (target c) is -emitted at large forward rapidities
(i.e., along the proton beam) as is also the case for the
remaining proton fragment (q or gq) although this has a
somewhat broader rapidity distribution. The scattered
IC quark emerges at relatively smaller, but still very
much forward, rapidities. With increasing Q2 [Fig. 3(b)]
or reduced proton energy [Fig. 3(c)] it moves towards
lower rapidities. After parton showers and hadronization
the same picture holds (middle row in Fig. 3) although
the distributions are shifted down in rapidity. With a
beam pipe cut of 6> 4°, which corresponds to pseudorapi-
dity 7 <3.4, it is obvious that there will be large accep-
tance losses not only of the proton remnant jet (as usual)
but also of the current quark jet. This is also the case for
the muons from semileptonic charm decays as shown in
the bottom row of Fig. 3. It is evident that the basic
scattering kinematics for IC at an ep collider is not com-
pletely compatible with the possible acceptance coverage
of an experiment. This is especially true at low Q2 and
for x > 0.2 where the cross section is largest.

A way to reduce the inconveniences caused by the
boost would simply be to reduce the proton-beam energy.
This is evident from the example of E, =500 GeV (on
E,=30 GeV) shown in the rightmost column in Fig. 3
and to be compared with the same x,Q? bin in the left-
most one. The total cross section for IC is decreased by
just a few percent, but particle distributions are shifted to
lower rapidities such that the observable cross sections
are actually increased. The gain in the detectable muon
rate is clearly seen by comparing Figs. 3(g) and 3(i).

do/dy [pb]

dN/(Ndy)

do/dy, [pb]
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The observability of the hadronic final state varies with
x and Q2 as found from the reconstruction of jets using
the JADE algorithm on all particles outside the beam pipe
[22]. At low Q2 most of the hadrons are escaping down
the beam pipe which makes a reliable jet reconstruction
difficult. As Q? increases or x decreases the current jet
will move into the detector volume and two-jet events be-
come predominant where the second jet often originates
from the target remnant [cf. Figs. 3(d) and 3(e)].

Although the PGF background events normally have
another topology with two charm jets plus the spectator,
the forward boost also affects these events such that one
charm jet may be lost in the beam pipe making these
events more like IC events. Normal DIS events with
muons from 7 and K decays have the same overall topol-
ogy as IC, but may differ in the details.

We have here only considered muons to tag charm.
Electrons and positrons from semileptonic charm decays
would have the same distributions and could in principle
also be used, but they are harder to identify when they

. are not well isolated from hadrons. There are also more

background e* from various other particle decays.

B. Cross sections and signal-to-background ratios

Table I gives the cross sections for both intrinsic
charm and the background processes in relevant x,Q?
bins, with the ones we consider most promising for an IC
search based on muons emphasized in boldface. Com-
pared to the PGF background (obtained from leading-
order QCD as discussed above), which is expected to give
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TABLE 1. Cross sections.

Tor (pD) 0, (6,>4°,E,>4 GeV) (pb)
0? (GeV?) , 0? (GeV?)
x 10'-10? 102-10° 10°-10° 10'-10? 10%-10° 10*-10°
IC cross sections
0.05-0.1 24.0 3.40 0.33 0.72 0.24 0.02
0.1-0.2 -+ 59.0 6.60 0.67 0.40 0.49 0.05
0.2-0.5 75.0 8.10 0.57 0.03 0.24 0.05
0.5-1.0 1.3 0.29 0.00 0.00 0.00 0.00
PGF ¢t cross sections
0.05-0.1 170.0 50.0 4,50 8.02 4,90 0.38
0.1-0.2 49.0 19.0 2.00 0.40 1.40 0.21
0.2-0.5 5.9 3.3 043 0.00 0.12 0.04
0.5-1.0 0.0 0.0 0.00 0.00 0.00 0.00
DIS cross sections (i from ,K decays)
0.05-0.1 6300 660 ’ 55.0 26.00 12.00 0.90
0.1-0.2 5700 560 53.0 5.60 8.30 1.20
0.2-0.5 3800 430 41.0 0.15 2.10 1.00
0.5-1.0 80 40 3.4 0.00 0.01 0.03
IC cross sections (30®500 GeV)
0.05-0.1 24.0 3.3 0.26 1.10 0.18 0.01
0.1-0.2 59.0 6.6 0.59 1.30 0.49 0.04
0.2-0.5 75.0 8.8 0.53 0.47 0.57 0.04
0.5-1.0 1.3 0.3 0.00 0.00 0.00 0.00
PGF ¢t cross sections (309500 GeV)
0.05-0.1 180.0 46.0 3.50 8.70 3.30 0.22
0.1-0.2 49.0 17.0 1.70 1.40 1.60 0.16
0.2-0.5 5.7 3.2 0.38 0.03 0.27 0.03
0.5-1.0 0.0 0.0 0.00 0.00 0.00 0.00

a larger overall cross section but decrease faster with x
due to the softness of the gluon distribution, we find that
the IC cross section is smaller for x <0.1, but of similar
magnitude as PGF for 0.1 =<x <0.2 and then substantial-
ly larger at higher x. For x >0.5 or 92>10° GeV? the
absolute IC cross section is too small to be measurable
with the expected HERA luminosity, and we are there-
fore left with the region 0.1<x <0.5, 10!<Q2<10? for
further investigation. Some differential cross sections for
IC in this region are shown in Fig. 4. The characteristic
hard x distribution and decrease with Q2 (photon propa-
gator) are strongly shifted to lower x and higher Q2 when
including the requirement of having both the scattered
electron and charm quark within the detector
(4°=6=176%), in which case they have sizable energies
and transverse momenta, which favors their detection
[Figs. 4(c) and 4(d)]. The latter distribution reflects the
Q? dependence since with naive parton level kinematics
the quark and electron have balancing transverse momen-
ta given by p, =V Q*1—y). Since x >0.1 and 0%<10°
in our kinematic region, y =Q?/xs becomes 0.1, i.e.,
the electron energy is lowered by at most 10% leading to
the narrow peak in the electron energy distribution Fig.
4(c). Asy approaches smaller values it becomes increas-
ingly difficult to reconstruct the kinematic variables from
the electron alone. However,-the range in which the ki-
nematics can be reconstructed can be extended by also
using the information from the hadronic system via, e.g.,
the double-angle method [23].

In the favored region for IC, the cross section for
charm production and observable muons in the PGF
background process is of similar magnitude, compare,
e.g., the boldface bins in Tables I(a) and I(b) (where
muons are required to be within the detector acceptance
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and have energy above 4 GeV to ensure their -

identification). Although this may be sufficient to prove
an excess in the charm production over the conventional
process, one would like to obtain a cleaner IC sample.
This can be based on the expected difference in event to-
pology as discussed above. Letting the current jet direc-
tion (taken as the reconstructed jet at the largest polar
angle) and the beam axis define a plane, we consider the
sum of all particle momenta in this plane (P;,) and out of
the plane (P, ). The differences observed in these quan-
tities, see Fig. 5, reflect the extra ¢ quark jet in PGF
which gives additional transverse momenta and makes
the PGF events less planar. (The peak at small P, in
Figs. 5(a) and 5(c) is due to the partial loss of a jet in the
beam pipe.) A cut, in particular in P, can then be ap-
plied to suppress the background without affecting the
signal much, as exemplified in Table II based on the
muon sample.

Muons from ordinary meson decays constitutes a prob-
lem since the low decay probability in the detector is
compensated by the large cross section for 7 and K pro-
duction in normal DIS events as indicated in Table I(c).
-Given the softer energy and p, distribution of these
muons, see Fig. 6, an increased cut in muon energy (or a
cut in p,) would improve the signal-to-background ratio,
but a cut which gives an acceptable ratio would lead to a
significant loss of the signal cross section. We have
checked that these remaining high-energy background
muons cannot be excluded based on their tracks having

TABLE II. Separation of IC and PGF.

Q? P, cut O Signal
x (GeV?) (GeV) (pb) background
0.1-0.2  10'-10? 75 0.38 35
0.1-0.2 10*-10° 10.0 0.33 1.0
0.2-0.5 10*-10*- 20.0 0.24 4.4
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FIG. 6. Energy and transverse momentum distributions of
muons in IC events (full curves) and from 7, K decays in normal
DIS events (dotted curve). 0.2<x <0.5,102< Q%< 10°,

observable kinks or being incompatible with originating
from the primary vertex. However, since the muons in.
IC come from the decay of a leading particle they should
be more strongly correlated with the quark jet direction
as compared to the majority of decay muons from 7,K
which are not necessarily leading particles. We have
therefore compared the distance

' AR =\/(nj——77p)2+(¢j—-¢#)2 between the muons and

the reconstructed current jet and indeed found such a
difference, but the background suppression due to this

" difference alone is still not sufficient. Thus, there is no

" simple cut to avoid this background, but one may investi-

gate the feasibility of neural networks, which have proven
useful for classification problems based on multidimen-
sional inputs. The alternative way is to subtract such de-
cay muons since they come from well-known decay pro-
cesses of particles whose production it should be possible
to control sufficiently well based on direct measurements
and, perhaps, complemented with tuned Monte Carlo
event generators. Therefore, we do not consider this
background to be a major problem.

IV, MUON SCATTERING ON FIXED TARGET

From the last section it is evident that the main prob-
lem in observing DIS on charm quarks in ep collider ex-
periments is due to the limited acceptance coverage close
to the downstream proton beam pipe. This does not only
apply when tagging charm through semileptonic decays
into muons, but also in attempts to reconstruct charm
particles through invariant masses (e.g., using D* — D)
since tracking and momentum measurements of high-
energy particles at small forward angles close to the beam
pipe are very difficult. These experimental problems can
in general be reduced in fixed target experiments since a
much smaller hole in the detector is needed to let
through the primary lepton beam. A further advantage

. in a fixed target configuration is that it allows much more

freedom to optimize the detector arrangement so as to
obtain the best possible signal-to-background ratio. In
particular, the hadron absorber can be placed close to the
target in order to minimize the amount of muons from 7
and K decays.

In order for the cross section for IC not to be
suppressed by the charm particle masses, the lepton-beam
energy cannot be too low. For a beam energy of E, =30
GeV (as for the HERMES experiment at HERA) the to-
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tal IC cross section i only ~8 pb, so electron accelera-
tors are practically excluded and we are left with muon
beams from proton accelerators. However, once the
lepton-beam energy is above a few hundred GeV, ie.,
Vs 220 GeV, the total IC cross section does not vary
much with increasing energy. At Fermilab, with
E, =470 GeV (Vs =30 GeV), the IC cross section s still
20% higher than at CERN with E, =280 GeV (Vs =23
GeV), but only 30% lower than at HERA (Vs =314
GeV). Thus, the gain in cross section at collider energies
is not essential.

These overall relations of cross sections at Fermilab
and HERA energies are demonstrated in Figs. 1(b) and
1(c), which show the effective charm structure functions
F3 (see the definition and comments in the second para-
graph of Sec. III). Threshold effects are included in the
simulations and one can therefore make a proper com-
parison between the different energies. Whereas the IC
cross section does not increase much in this energy range,
the PGF background does increase significantly. In the
latter process, the ¢ pair is produced in the photon-gluon
subsystem which has a lower invariant mass as a result of
the, typically small, fractional energy of the proton car-
ried by the gluon. Hence, the charm mass threshold
gives a stronger effect in this case, resulting in a stronger
energy dependence. Comparing FiC and FEOF in Figs.
1(b) and 1(c), it is evident that the signal-to-background
ratio is more favorable at Fermilab energies than at
HERA and that the crossover point in x, over which IC
dominates, is favorably located at smaller x values in the
Fermilab case.

As far as luminosity is concerned, the many-orders-of-
magnitude larger density of protons in a liquid or pres-
surized gas target compared to a circulating proton beam
are compensated by the lower number of muons per
second impinging on the target as compared to the num-
ber of electrons in an ep collider. To evaluate the attain-
able luminosities with the Fermilab muon beam we use
parameters typical for the E665 experiment [24]: muon
flux of 2)X 10’ muons in a 20 s spill length with 57 s cycle
time: The typical target thickness used was 10 g/cm? re-
sulting in luminosities of the order 10 cm™2?s~ !, As-
suming a 50% efficient running time, this would in turn
give an integrated luminosity of about 15 pb~ ! per year.
Comparing this with the design luminosity 10*! cm ~2s~!
at HERA, giving 100 pb™! per year, and considering the
similar magnitude of the IC cross section, it is clear that
the statistics attainable in a fixed target experiment can
only be comparable to or larger than at HERA if either a
denser target is used and/or the acceptance losses are
correspondingly smaller. In order to clarify the accep-
tance situation for the fixed target case one needs to in-
vestigate the detailed properties of the IC and the back-
ground events. :

A. Event topology

In a fixed target experiment the up c.m.s. is strongly
boosted along the muon beam and hence the scattered
muon and the current jet will appear at rather small for-
ward angles. As an example, in order to give definite nu-
merical results, we will in what follows take the case of a

G. INGELMAN, L. JONSSON, AND M. NYBERG 47

470-GeV muon beam on a fixed proton target corre-
sponding to a feasible experiment at Fermilab. The polar
angles of the scattered muon and the current jet, i.e., the
scattered quark using quark-parton model kinematics, is
shown in Fig. 7 for the region in x,Q? of interest for IC.
In order to determine the event kinematics, i.e., x and
Q?, one needs to measure the scattered muon and there-
fore, according to Fig. 7, the region 0.25°56,55° has to
be covered. Similarly, Fig. 7 shows that the angle of the
scattered quark varies between ~1° and 25°. A muon
from the decay of a scattered charm quark would essen-
tially emerge at the same angle since the charmed particle
momentum is normally much larger than the transverse
momenta generated in its decay.

The distribution of muons from IC decays in terms of
their energy and angle is shown in Fig. 8. As expected
from basic kinematics of the scattered quark, there is a
correlation such that higher muon energies occur at
smaller angles. Furthermore, the muon angle tends to in-
crease and its energy decrease for larger x [compare Figs.
8(a) and 8(b)]. The scattered intrinsic charm quark (anti-
quark) will leave its partner charm antiquark (quark),
from the intrinsic ¢¢ pair, in the target remnant. As de-
scribed in Sec. II, the latter will therefore produce a
charmed meson (baryon) in the target fragmentation re-
gion, i.e., at small laboratory energies but possibly much
larger angles than hadrons in the current jet. Semilepton-
ic decays of such charmed hadrons gives rise to the com-
ponent of low-energy muons extending to larger angles as
shown in Figs. 8(c) and 8(d). These muons provide anoth-
er signature for IC and one should therefore attempt to
detect them, too. ‘

The identification of muons is normally based on their
ability to penetrate large amounts of material. With the
exception of neutrinos, which are not seen in the detector
in any case,. this is not true for other particles. The ex-
perimental technique is thus to use an absorbing material

10 100
QZ
FIG. 7. Isolines for constant polar angles 6; of the current
jet, i.e., the scattered quark (full lines), and 0, of the scattered
muon (dashed lines) in the kinematic x, 0? plane for DIS of 470
GeV muons on a fixed nucleon target. Lines of constant y are
also shown.
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o [pb]

FIG. 8. Differential cross sec-
tion (pb/bin) of muons in IC
events vs muon energy and polar
angle for DIS of 470 GeV muons
on a fixed nucleon target. The
large energy muons at smaller

" angles originate from the decay
of the scattered intrinsic charm
quark (antiquark), whereas those
at Iower energies and larger an-
gles [better seen in (c) and (d)
with adjusted scales] are dom-
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of appropriate thickness to filter away all other particles
except the muons.

B. Cross sections and signal-to-background ratios

The cross section for the IC signal and the leading-
order PGF background is given in Table III for the most
relevant bins in x and Q2. For the total cross sections no
experimental restrictions have been included, but for the
muon cross sections we have assumed a fully efficient
detector covering the polar angle region from 0.25° to 10°
where the lower limit corresponds to Q2~5 GeV? (see
Fig. 7). The muons were required to have an energy of at
least 10 GeV, based on our estimations of the conditions
at the E665 experiment, which should allow them to pass
a thick filter giving a safe absorption of the hadrons.
From Fig. 8 it is clear that if this energy requirement can
be somewhat relaxed a sizable gain in the muon rate will
result. For example, taking a minimum muon energy of 5
GeV will increase the cross section by 60%, which has to
be balanced against the increased probability for hadrons
passing through a correspondingly less thick absorber.

Although it.is clear from Table III that a lower limit
for Q% of 5 GeV? gives a substantially higher total cross
section compared to Q2> 10 GeV?, there is only a small
gain in observable muons. This is due to the resulting
lower y values giving lower current jet energies, which in
turn results in lower decay muon energies such that the
10-GeV cut is more noticeable. Because of this minor

inantly from the decay of the
partner charm antiquark (quark)
left over in the target remnant.

difference in the observable cross section we can allow the
lower angular limit to increase to 0.4°, which corresponds
to 02~ 10 GeV? as is realized from Fig. 7. This of course
will simplify the experimental situation. From Fig. 8 we

notice that a cut on the muon energy at 10 GeV will re-

move essentially all muons above 10°, which we therefore
have chosen as our upper limit in the angle.

When comparing with the corresponding results at an
ep collider (Table I) one should note that although the
larger c.m.s. energy gives a larger total IC cross section,
the observable muon cross section is smaller due to the re-

TABLE III. Cross sections.

Tyt (Pb) o, (pb)
Q? (GeV?) 0? (GeV?)
x 5-10 1045 45— 5-10 10-45 45—
IC cross sections
0.05-0.1 210 15.0 1.0 060 099 008

0.1-0.2 49.0 43.0 6.0 047 170 0.50
0.2-0.4 6.1 54.0 11.0 002 1.60 0.81

0.4-0.6 3.9 2.7 0.08 0.16
PGF cC cross sections

0.05-0.1 36.0 89.0 8.2 1.30 8.50 1.10

0.1-0.2 4.9 26.0 9.5 0.05 1.70 1.20

0.2-0.4 0.1 2.9 2.7 0.00 0.10 0.29

0.4-0.6 0.0 0.1 0.00 0.01
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duced, acceptance along the downstream proton beam
pipe. In the favored x, Q2 regions the cross section at the
‘fixed target can be a factor ~4 larger, with a muon ener-
gy cut at 10 GeV, which does not quite outbalance the
lower luminosity when using a low-density target.

In order to illustrate the influence of the muon back-
ground from decaying pions and kaons, we have in Fig. 9
plotted the resulting signal/background ratio as a func-
tion of the decay distance available before the hadron ab-
sorber. To suppress this background the hadron filter
should obviously be placed as close as possible to the tar-
get.

C. A dedicated intrinsic charm experiment

With the luminosities discussed above the rate of ob-
servable IC events, when tagged through decay muons,
are about the same at the fixed target and the collider
configuration. However, the prospects for improvements
seem better in the fixed target case. The muon-scattering
experiment E665 [24] at Fermilab, with 470-GeV muons
on a liquid or pressurized gas target, is unfortunately not
very well designed for IC measurements. Since the exper-
imental program involved a study of the produced ha-
dronic system in a spectrometer, the hadron filter and
muon detector was forced to be placed far downstream
(26 m) of the target. This not only gives a large muon
background from 7 and K decays, but also limits the
detection of high-energy muons to within ~3°. This is no
problem for the high-energy scattered muon, but for
muons from charm decays it results in a substantial ac-
ceptance loss as can be seen from Fig. 8. For intrinsic
charm we are only interested in detecting and measuring
muons and do not care about the hadrons produced.
Thus, the muon detector can be placed close to the target
to increase the acceptance. Furthermore, a more dense
target could preferably be chosen to increase the luminos-
ity. By using iron the luminosity could easily be in-
creased by one to two orders of magnitude without run-
ning the risk of absorbing the muons of interest, but one
has to consider the increased radiative corrections. With
such an arrangement the target would also serve as a first
hadron filter. ‘ .

The most energetic hadrons determine the thickness of
the filter, but since in the IC process the muons are pro-
duced over a broad momentum range, one has to split up
the filter into a sandwich structure where absorbing
plates are interleaved with detector planes in order not to
absorb the lower momentum muons before they can be
identified. The muons from decays of the scattered
charm quark will have a similar or higher energy com-
pared to the hadrons in the current jet and should there-
fore be possible to identify. Also the low-energy muons
at larger angles, arising from charm in the target rem-
nant, should in principle be detectable since hadrons at
those angles should also come from the target remnant
hadronization and therefore have similar or even lower
energies.

The requirements for a dedicated intrinsic charm ex-
periment, at beam conditions such as at Fermilab, are set
by the following criteria.
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FIG. 9. Ratio of muons from the decay of scattered intrinsic
charm quarks and from 7 and K decays in normal DIS events vs
the available decay distance before the hadron absorber in the
experiment. The muons are required to have a minimum energy
of 5 GeV (dashed curve) or 10 GeV (full curve) as example cri-
teria for identification in a muon detector. In the kinematic re-
gion used in (a) and (b), the signal cross section is 4.6 pb requir-
ing E, > 10 GeV and 7.5 pb requiring E,, > 5 GeV.

(1) In the kinematic region of interest the scattered
muon is emitted in the angular range ~0.4°-5° and with
momenta between 50 GeV/c and 400 GeV/c. Since the
scattered muon has to be momentum determined to ex-
tract the kinematics of the event a magnetic spectrometer
with high bending power and good spatial resolution is
needed.

(ii) The incoming muon beam has a certain width of
typically =3 cm which implies that the spectrometer has
to be placed at a distance from the target of at least 5 m
to allow muons scattered by 0.4° to exit the primary
beam.

(iii) The momentum spread of the Fermilab primary
muon beam has a sigma of about 60 GeV/c at a nominal
beam energy of 500 GeV. Therefore, the magnetic spec-
trometer must be able to distinguish the scattered muon.
from primary muons of comparable momenta. This can
be achieved as in the E665 experiment with two dipole
magnets with opposite polarities or with a toroid magnet
with a central hole for the primary beam.

(iv) The decay muon from the scattered intrinsic charm
quark emerges in the angular range 1°~20° and with mo-
menta between a few and 50 GeV/c, while the muons
from charm in the target remnant would be softer and
have emission angles extending above 50°. It is, strictly
speaking, not necessary to measure the momenta of these
muons since they are only used to tag the presence of
charm. To identify these muons over such a momentum
range needs a sandwich arrangement of absorbers and
detectors as described above. The detector could have
one forward part covering angles up to ~45° and a barrel
part for the angular range ~45°-90° and it should be
placed close to the target to minimize the background
from decaying pions and kaons.

With a solid target giving one order of magnitude
higher luminosity one could get more than 500 IC events
per year. Since this number applies to a 1% normaliza-
tion of the IC component in the proton, one could then
reach the level 0.1%, or lower, and thus be more sensitive
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than the present evidence based on European Muon Col-
laboration (EMC) data. Including the possibility to
detect muons from the target remnant would add more
data. It would also give the possibility to observe two
muons in the same event, one from the scattered charm
quark and one from the remaining charm in the target
remnant, giving an even more characteristic signature for
intrinsic charm.

V. CONCLUSIONS

We have found that the total cross section for scatter-
ing on intrinsic charm quarks are quite reasonable both
at fixed target and HERA energies. However, since the
cross section is dominant at large x and rather small Q?,
this implies a typical event configuration at an ep collider
where the scattered charm quark, and hence its decay
muon, emerge at small forward angles giving large accep-
tance losses due to the beam pipe. Any possibility to cov-
er smaller angles will give a significant improvement, e.g.,
lowering the cut 6>4° (applicable in the H1 detector) to
3° would increase the observable muon cross section by
70%. Alternatively, one can increase the observable
cross section by lowering the proton-beam energy, since
this would give a less forward boosted ep system. For ex-
ample, Ep =500 GeV would more than double the ob-
servable muon rate.

These acceptance problems are not present in a fixed
target experiment which is designed to measure muons
over a large angular region. Thus, the slightly smaller to-
tal cross section, due to the smaller c.m.s. energy, is more
than compensated for the observable muon cross section,
which is in fact a factor ~4 larger. The absolute level of
the cross section for the muon signal from intrinsic
charm in the preferred range 0.1<x <0.5, Q22 10 GeV?
is around 1 pb at HERA and 4 pb at Fermilab when a
1% normalization of the intrinsic charm quark density
distribution is assumed. At HERA this should give a
useful event sample with an integrated luminosity of 100
pb! attainable in a year. Thus with statistics of, say,
500 pb~! obtainable in some years running it should be
possible to probe the intrinsic charm content of the pro-
ton down to a level of 0.1%, i.e., somewhat below the lev-
el indicated by the analysis [11] of the EMC data.

A possible increase of the luminosity in a future up-
grade of HERA would, of course, be very useful whereas
an increased energy has no effect. By combining tle
HERA proton beam with a possible linear electron ac-
celerator, with beam energy X250 GeV, we will face the
problem of not being able to detect the scattered electron
since it will emerge at very small angles, Only at quite
large @2 this would be possible but then the IC cross sec-
tion becomes too small.

In a dedicated fixed target experiment with a low-
density target the observable event rate is similar to
HERA, but it can be increased with a more dense target.
With integrated luminosities of ~150 pb~!/year one
would get a factor of 6 more statistics compared to
HERA and should be able to probe the 0.1% level of an
intrinsic charm component in the proton in only one year
of running.

There are two kinds of backgrounds to be considered.
The first, and most serious one, is charm production
through the photon-gluon fusion process. In the HERA
case it is of the same magnitude as the signal in the pre-
ferred x, Q? range, while it is almost a factor 2 smaller in
the fixed target situation. Given the different topology of
these events we have demonstrated how they can be
suppressed to an acceptable level. The second back-
ground is due to muons from decaying pions and kaons in
normal DIS events. A fixed target experiment can be
designed to minimize such a contribution by making the
flight distance to the muon detector short. At HERA

these muons are much more frequent than muons from

charm, but they can be strongly suppressed by an energy
cut and the remainder can be subtracted once the 7 and
K momentum spectra are known sufficiently well.

We note that intrinsic beauty may also be present in
the proton, but should be suppressed by the factor
mf/m2=10 relative to intrinsic charm. Together with
an increased heavy quark production threshold, this gives
a total cross section which is about 5% of the IC cross
section at HERA and still lower at fixed target energies.
Although a larger fraction of the muons from bottom de-
cays may enter a HERA detector, due to an increased
transverse momentum, the observable muon cross sec-
tions will be uncomfortably small.

Finally, it is interesting to note that a dedicated fixed
target experiment for intrinsic charm could also be used
with the muon beam replaced by a proton beam. This

.-would open the possibility to investigate the predicted

J /v production [8,25] from the intrinsic charm quark
pair. The basic idea is here that the ¢C pair has a smaller
transverse extension (~1/m,) than the light quarks and
a target nucleus may therefore act as a “filter” that ab-
sorbs the valence quarks, leaving a forward ¢Z pair ha-
dronizing into a J /1 which can be detected through its
decay to a muon pair at small forward angles.
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Abstract

A determination of the gluon density in the proton has been made in the region
5:107% < z < 8-10~2 by measuring the cross section of photon gluon fusion events in
deep inelastic scattering with the H1 detector at the ep-collider HERA. This direct
measurement of the gluon density was based on an integrated luminosity of 242
nb~! and was performed in a kinematic region previously not accessible. The data
points show & considerable increase in the gluon density with decreasing fractional

momenta of the gluons.




1. Introduction

Deep inelastic lepton-nucleon scattering experiments have played a fundamental role for
the understanding of the structure of matter. Ever since the discovery of the proton’s
parton content in the late sixties, extensive studies have been made over the years at
accelerators providing increasingly higher energies, to obtain more detailed knowledge
about the parton properties within the nucleons. Although it was soon realized that
about 50% of the nucleon momentum was carried by gluons, a direct measurement of their
momentum distribution has so far been constrained to large fractional momenta. Instead
one has tried to extract information about the gluons from measurements made on the
sea-quark distribution, relying upon the assumption that sea-quark pairs are produced
by gluon decays in an evolution process starting with gluon emission from the valence

quarks.

The electron-proton collider HERA has considerably extended the kinematic region
available to investigations of the nucleon constituents. Especially it permits measurements
of processes directly initiated by gluons in the proton. In order to extract the gluon density
in the proton, we have in this analysis used photon-gluon fusion events where a gluon,
emitted from one of the quarks in the proton, interacts with the virtual photon from
the scattered electron to produce a quark-antiquark pair (Fig. 3.a). The typical final
state thus contains two jets in addition to the proton fragment which to a large extent
disappears undetected down the beam pipe. Such events are denoted (2+1) jet events to
account for both the jets of the hard subsystem and the spectator jet originating from the
proton fragment. The same final state is expected from the QCD Compton process, where
a gluon is emitted by the scattered quark (Fig. 3.b). This process gives a background
contribution which, however, can be accurately determined in the kinematic region which
has been used for this analysis. Here the QCD-Compton process is initiated by quarks
carrying a momentum fraction of the proton of the order of 1072, a region in which the
quark density is well measured by previous experiments. The contribution from resolved
photon processes can be neglected because of the Q? requirement in the selectlon of deep
inelastic scattering (DIS) events.

2. The H1 Detector

A detailed description of the H1 detector is to be found elsewhere [1]. The construction
concept is similar to that of other general purpose detectors at collider machines. Closest
to the interaction point there are tracking devices surrounded by a calorimeter consisting
of an electromagnetic and a hadronic section. Outside these detectors a superconducting
coil provides a magnetic field parallel to the beam line and finally the instrumented magnet
iron gives a rough measurement of the energy leaking out of the calorimeter and signals
the presence of a muon track. At HERA one specifically has to pay attention to the
forward direction i.e. the direction of the proton beam since the imbalance of the beam
energies results in a strong boost of the events in this direction. Here we will only describe
the detector parts which are of relevance to the measurement of the gluon density.
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The backward electromagnetic calorimeter (BEMC) covers the angular range 155° <
6 < 177° where 6 is defined with respect to the proton direction. Together with the track
information from the backward proportional wire chamber (BPC), sitting right in front
of the BEMC, and the reconstructed vertex position, the energy and scattering angle of
the scattered electron can be measured in the kinematic region considered here.

The BEMC consists of 22.5 radiation lengths deep lead-scintillator sandwich stacks,
each read out by two oppositely positioned wavelength shifter bars. This system gives
an energy resolution of o(E)/E =~ 0.1/VE[GeV] @ 0.42/E[GeV] @ 0.03. By adjusting
the measured electron energy spectrum to the kinematic peak, the BEMC energy scale
is known to an accuracy of 1.7%. The BPC has four wire planes giving a spatial resolu-
tion which together with the precision in the vertex reconstruction results in an angular

resolution better than 5 mrad.

The hadronic final state is measured by the liquid argon calorimeter (LAr). The LAr
calorimeter extends over the angular range 4° < # < 153° with a complete azimuthal
coverage. The total depth varies between 4.5 and 8 interaction lengths. Test beam
measurements have given a hadronic energy resolution of o(E)/E ~ 0.5//E[GeV] & 0.02
[2]. The absolute hadronic energy scale has at present been measured to 5%.

3. Kinematics

In HERA 26.7 GeV electrons collide with 820 GeV protons which results in a centre-of-
mass energy of 296 GeV. Fig. 1. shows the Feynman diagrams of the boson-gluon fusion
process (PGF) and the QCD-Compton process (QCD-C) with the relevant kinematic

variables indicated.

ot ] ;

1 >
Figure 1: The Feynman diagrams for a) the Photon-Gluon fusion process and b) the
QCD-Compton process :

"The kinematics of an event can be determined from two independent Lorentz in-
variant variables which are either of the two Bjorken scaling variables = or y and the
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photon momentum transfer squared, Q2. These variables are defined with the help of the
four-momenta of the proton, P, the incoming and outgoing electron, p, and p., and the
exchanged photon, gq. Experimentally they are deduced from measurements of the energy,
E., and polar angle, 6., of the scattered electron and from the energy, Ej, and longitudinal
momentum component, p,, of the hadronic system according to the following relations:

Q2 = —q2 = _(Pe — p;)z = ~4E6Eé cosz(03/2)

_ Pq _ ' < 2
Y= 2P, =  Ya=1—(E,/E.)sin*(8./2)
Eh — Pzh
Yhadr = I ——
hagns ' 2E5
,= 7 _9
T 2Pq  ys

The centre-of-mass energy squared is given by s = 4E.E,, where E. and E, are the
energies of the incoming electron and proton respectively.

If the momentum fraction carried by the parton entering the hard subprocess is denoted
z, and the momenta of the two partons produced are p; and p,, the following relation is

valid:

(2P +q)? = (p1+p)* =3

Since ¢* = —Q? and the proton mass can be neglected:
3 2
T, = $+Q
2Pq

Expressed in the Bjorken scaling variables one gets:

s+ Q2 8
T, = ysQ :.’c(l—{-@ (1)

Consequently, by measuring the hadronic energy deposited in the calorimeter, the
invariant mass of the hard subsystem can be determined and thereby z,. In the following
we will call this method the energy method.

A complementary way of extracting z, is based on the measurement of the jet direc-
tions in the hadronic centre-of-mass system, which is the rest system of the exchanged
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if the z-axis is pointing along the photon direction. We now use the relations m,v =

2E.E,y and 2

mpv = Q*/z, where v = E, — E! is the energy transfer to the hadronic final

state in the proton rest frame, to express the four-vectors in terms of the invariant mass

squared of th
squared, Q2.

e hadronic system, W? = 2m,v — Q% + m2, and the momentum transfer

1 2
P = o(W? +Q%,0,0,—(W* + Q%))

_ 1
1= ow

(W2 - Qz’ 0,0,‘W2 + Qz)

The energy of the interacting parton is z,E, and the rapidity of the photon-parton

system is:
_ 1 E—y + Eparton + Peqy T+ Pzparton
n=-=ln

2 E’Y + Eparton — Pz~ — Pzparton

- ezn — E.,, -+ Eparton + Z’z,’y + Dz parton _ w
Ey + Eparton = Pzy — Pzparton  —(Q*/W) + 22, E,
. Wz Qz s W2 Qz (et Fiets

> T grgw ) St te )

This method will be called the rapidity method.




4. Trigger and Data Selection

The analysis is performed on DIS events which are selected in the detector by applying
the trigger requirement of a local energy deposition, or equivalently a cluster, of more
than 4 GeV in the BEMC detector. The proton beam induced background entering the
BEMC from the wrong direction is removed already at the trigger level by using a TOF
system behind the BEMC. The total event sample collected corresponds to an integrated
luminosity of 242nb~!. After the event reconstruction has been performed, a clean DIS
sample is obtained by applying the following off-line requirements:

e the scattered electron energy E! > 10GeV which corresponds to y < 0.625 and has
the effect of removing most of the photoproduction background, the events of which have
the electron faked by a photon in the BEMC overlapped by a charged hadron.

e the momentum transfer squared 12.5 < Q% < 80GeV? to ensure that the scattered
~ electron is well inside the BEMC.

e y 2 0.05, in order to be able to reconstruct the event kinematics from the scattered
electron. '

e at least one charged track from the hadronic final state for the determination of the
vertex position along the beam which had to be within 30 cm from the nominal position
to suppress beam induced background.

e the hit in the BPC matching the cluster centre-of-gravity in the BEMC to within 5
cm and the lateral spread of the cluster to be less than 5 cm in radius.

® Yhadr [Yer > 0.5 to further suppress the photoproduction backgroud.

The data has to be corrected for the total relative efficiency of the cuts which are
applied in the event selection procedure, as obtained from a comparison between data
and Monte Carlo. Further details can be found in [7]. The 6% error in this efficiency will
contribute to the overall normalisation error.

Out of this sample we select (2+1) jet events by applying a cone algorithm [3] with
AR =1 to the events in the hadronic centre-of-mass system and by requiring the trans-
verse jet energy Er > 3.5GeV. Both reconstructed jets have to fall inside the angular
range 10° < 6, < 150° in the lab. system so as to be well within the coverage of the
liquid argon calorimeter. A further purpose of the lower cut in angle is to remove the very
forward region which is dominated by the proton fragments and initial state parton radi-
ation which otherwise may give rise to a separate jet. The corrected invariant mass (see
section 6.) of the two jets of the hard scattering system is required to be 1/3,.. > 10GeV
to ensure well defined jet structures. Finally the difference in pseudorapidity between the
two jets must be An < 2 in order to improve the determination of \/3,...

The resulting sample of (2+1) jet events contains 305 events consisting of PGF events,
QCD Compton events and faked (2+1) jet events. What we denote faked events will be
described in the following section. Since we have found no efficient method to distinguish
between PGF and QCD Compton events we have to restrict ourself to a kinematic region
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which is dominated by the PGF process. The region which was chosen for this analysis
is constrained by defining ranges in the following two kinematic variables:

125 < Q* < 80GeV?
005< y <0.625

which gives 2:107* <z < 2-1077? and since the § region in which we have reasonable
statistics is 10GeV < \/-v< 50GeV, we will be able to cover the range 0.005 < z,/, < 0.08.

5. Monte Carlo Generation

Wlthm the kinematic region defined above we have used the Monte Carlo event generator
LEPTO 6.1 [4] to calculate the detector acceptance for PGF and QCD Compton events
and the cross section for faked (2+1) jet events. We also extract the resolution in the
z4/p reconstruction. The LEPTO generator is based on QCD matrix element calculations
up to the first order in @, and the inclusion of parton showers accounts for higher order
processes (MEPS). The QCD matrix element gives divergencies for soft and collinear
emission which technically is avoided by defining a smallest invariant mass, m;; of the
" created parton pairs. The normal implementation of this mass cut is through a cut
parameter, y., which is defined by m}; > y.W? and thus results in a correlation between
m;; and W. Depending on the ch01ce of y., m;; might vary between masses close to the
divergence limit at low W and very high values at high W. This will thus result in high
m;; cuts at high W values although jet structures can still be resolved below this cut. It
has also been -demonstrated in [5] that high values of W do not necessarily correspond
to high values of: the hard subsystem mass v/3 for (241) jet events. We have therefore
used a parametrisation for the cut in m;; which follows the divergence limit with a 2 GeV
margin. On the other hand we recall that in the event selection we have used a constant
mass cut of 10 GeV and thus the two cuts are not equivalent. In the W range covered
by this analysis the Monte Carlo cut is always below 10 GeV so that the Monte Carlo
generated (2+41) jet events occasionally have hard subsystems with invariant masses below
10 GeV. If such a system, due to the limited resolution in the  determination, is given a
mass greater than 10 GeV, we call it a faked event. Also events which are generated as
(141) jet events but which are reconstructed as (2+41) jet events with an invariant mass
of more than 10 GeV are denoted faked events.

A generated sample, corresponding to about four times the statistics of the data, was
subject to full detector simulation followed by event reconstruction.

In order to get confidence in the results provided by the Monte Carlo generator we
have made a number of control plots where we have compared the predictions of the
Monte Carlo program with our experimental data. In Fig. 2 are shown distributions
of pseudorapidity in the laboratory system and transverse energy for the most forward
going and the most backward going jets respectively. Fig. 3a-d shows the energy flow with
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respect to the jet axis as a function of the azimuthal angle and pseudorapidity for the two
jets. The well described energy flow in the backward region (Figs. 3a and c) indicates that
there is no significant contribution from resolved processes in our DIS sample. We have
in particular looked into the Monte Carlo description of the energy flow in the forward
region, 2 < 7 < 3, which might contain a large contribution from initial state radiation.
Although we have previously observed [16] that the MEPS model is not able to reproduce
the energy flow in this rapidity region for an inclusive DIS sample, it is demonstrated
from Fig. 3e that the energy flow of our jet sample is well described by MEPS. It can be
noticed that not only the jet profile exhibits good agreement between data and Monte
Carlo but also the level of the underlying energy flow. Other control plots, like the Q?,
W2, y and = distributions, give further evidence for the ability of MEPS to reproduce the

data.
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Figure 2: Comparisons of data with Monte Carlo generated distributions on a) m and b)
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6. Reconstruction of Ty/p

The Monte Carlo sample has been used to investigate the precision which can be obtained
in the z,/, reconstruction, where z,/, gives the momentum fraction of the of the proton
carried by the interacting gluon in the photon-gluon fusion process. One essential con-
dition is to use a jet reconstruction algorithm which provides a good separation between
the spectator jet and the jets of the hard subsystem. Since our event sample populates
the region of small =z and Q? values, the spectator jet will carry away most of the avail-
able energy and at least one of the other jets will proceed close to the spectator jet. For
example a mistake by the jet algorithm in which one of the relatively energetic particles
of the spectator jet is included into the hard subsystem might cause a strong impact on
the reconstructed § value and thereby completely distort the z,, reconstruction. It is
therefore important to optimize the resolution parameters of the jet algorithms to give
the best possible performance in this respect.

' The threshold which has to be applied in order to eliminate the noise in the calorime-
ter leads to an underestimation of the jet energy and thereby of the reconstructed z,
value for the energy method. The Monte Carlo results have been used to determine the
systematic shift in z,/, and the distribution of the relative error in z, /o is shown in Fig. 4a
for the energy method after correction for the shift.

The influence of colour strings spanned between the partons, initial state parton show-

~ ers and some experimental effects lead to a tendency by the jet algorithms to systemat-

ically shift the reconstructed jet directions towards the proton direction. The resulting
shift in @,/, has been corrected for in Fig. 4b which shows the relative error in the z,/,
reconstruction for the rapidity method.

Comparing the results of the two methods we notice that the fitted Gaussian distri-
butions result in a worse resolution for the energy method.

However, for properly reconstructed events both methods are expected to give consis-
tent results whereas a misassignment of particles by the jet algorithm might have different
impacts on the x4/, reconstruction from the two methods. Therefore an improved result
should be obtained by only selecting events where the result of the two methods agree
within a predefined accuracy. As a measure of this accuracy we have used Av/3 which
is given by the difference between the directly extracted § value from the energy method
and the one obtained by introducing the z,/, value from the rapidity method into the
expression (1). We have required a reconstruction agreement given by A\/3,.. < 10GeV
and then we have simply taken the mean value of the two reconstructed values of z,/,
according to: '

E n
comb _ Zg/p + Zg/p

Lolp = 2

As shown in Fig. 4c the result of the combined method proves to be considerably
better than those of the energy and rapidity methods separately in the respect that the
tail has been suppressed and that the resolution has improved.

In Fig. 4d the correlation between the reconstructed and true z, is given for the
combined method..
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Figure 4: The reconstruction of ¢g/p for the a) energy method, b) the rapidity method and
c) the combined method. The correlation between the reconstructed and true z 4/, for the

combined method is shown in d).

7. Cross Section Calculations and Unfolding of G(z,/,, Q?)

Within the acceptance region previously defined (12.5 < @* < 80GeV?,0.05 < y <
0.625,m;; > 10GeV) we can use Monte Carlo programs to calculate predictions for LO
(O(a,)) (2+1) jet cross-sections, given a certain structure function parametrization. Since
LEPTO is not optimized for this task, we have used the PROJET [8] and DISJET [9]
programs which give results that are in perfect agreement. Although LEPTO has only
been used to extract the acceptance for (2+1) jet events and to estimate the background
from faked (2+1) jet events in this analysis, we have checked that LEPTO, with a careful
parameter setting, delivers cross sections which are consistent with those from the other
programs. Fig. 7. shows the Monte Carlo event composition of PGF, QCD Compton
and faked (2+1) jet events in each z,/, bin in the LEPTO sample. The overall signal to
background ratio in the whole z,/, range comes out to be about 2:1.
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Figure 5: The number of PGF, QCD Compton and faked (2+1) jet events in the LEPTO
sample.

If we define the PGF acceptance as the cross-section for PGF events in our fully
simulated sample, surviving all the cuts, divided by the PGF cross-section on the parton
level provided by LEPTO (and similarly for QCD Compton) we have:

PGF QCD-C .
A _  OLEPTO,fullsim A __ OLEPTO,full sim
PGF =~ ~PGF . ) QCD-C — —gcD-C
OLEPTO parton level OLEPTO parton level

We can now calculate a corrected PGF cross section, a£SF, from our observed cross-
section for (2+1) jets according to:

PGF
Oos = Oobs — AQeD-c * 00CcD-C — Otake
and
PGF
oPGF _ Tobs
corr
Apgr
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where o5 is the measured cross section after subtraction of the background cross
section for QCD Compton events calculated with PROJET (0gep-c) corrected for ac-
ceptance (Agcp-c) and of the estimated cross section for faked (2+1) jet events (0ake)-
The subtraction constitutes about 30% of the total observed cross-section. By correcting
the observed PGF cross section for acceptance (Apgr) the corrected PGF cross section

(¢E8F) is obtained.

corr

The z,/, range covered by our kinematic region has been subdivided into three bins
matching our reconstruction accuracy. For each of the three *,/p bins the corrected cross
section has been calculated. The result on the corrected cross section is shown in Fig. 6.

T T T T T
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'S ® This analysis
o — GRV LO prediction
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8k
L o
o
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2t i :
R XGF o1

Xg/P

Figure 6: The corrected PGF cross section as a function of the fractional gluon momen-
tum.

The final step of the analysis is the unfolding of the gluon density, G(z,,) = z - g(),
which is related to the corrected cross section in the following way:

a.PGF

G(‘”a/p) = ;cpl{:—%i -G (“’y/p)MC

where o33 is the Monte Carlo (PROJET/DISJET) calculated PGF cross section
and G(zz/,)mc is the parametrisation of the density function used in the Monte Carlo

program.
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8. Discussion of the Results

Our results on the gluon density as a function of the fractional gluon momentum is
presented in Fig. 7. A considerable rise with decreasing fractional momentum of the gluon
is observed. Such a behaviour is expected from a leading log(1/x) summation of soft gluons
[10] (the Lipatov effect) but can also obtained from the more conventional evolution in
Q? [11]. The various parametrizations of the gluon distribution are all phenomenological
extrapolations based on some known distribution at a fixed Q? value, giving considerable
uncertainties in the low z,/, region.

The data points are compared to two different parametrizations of the gluon density
in LO. The GRV model [12] assumes the gluons and sea quarks to be valence like at
@? = 0.3 GeV? and the growth of the gluon density with decreasing z,/, values is due
to the radiation of low x partons generated according to the Altarelli-Parisi equation
[11]. The CTEQ parametrizations [13] are based on an input distribution function at

- @? = 4 GeV? and assumes an z~* dependence of the gluon density. In CTEQ the @,d

and s sea quark distributions are freely and independently parametrized whereas in other
parametrizations it is assumed that the sea quark distribution is driven by the gluons.
This difference should, however, not influence the gluon deénsity distributions.

" The error bars in the data points reflect the statistical and the total errors, the latter
obtained by adding the statistical and systematic errors in quadrature. At present we are
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source contribution [%]
hadronic energy scale 10
variation of Er cut 7
alternative MC model:

LEPTO ME 15
variation of pdf’s:

MRS D0, D-, H 5
alt. jet algorithm:

JADE 6
luminosity ]
detector efficiencies 6
rad. corrections 5
a, 5

| total systematic error: | 24 I

Table 1: Sources of systematic errors and their contribution to the uncertainty of the
gluon density measurement

dominated by systematic errors where for the highest z,/, bin the largest contribution
comes from the uncertainty in the determination of the hadronic energy scale. The dom-
inating error for the lowest z,/, bin is given by the variation in the unfolding procedure
~ using the pure matrix element option of LEPTO to calculate acceptances.

The data points lie systematically above both parametrization curves. We have inves-
tigated whether the 8% contribution of diffractive events to our data sample changes the
behaviour of the density function but this is not the case. In spite of the large errors in
the data it seems that the CTEQ2’L leading order parametrization does not describe the
data which would imply a larger gluon content in the proton at small z4/p than expected
from an extrapolation of a simple parametrisation of high x data assuming a Lipatov
behaviour. A decisive test of the GRV parametrization require a better understanding of
the systematics both on the experimental level and in theory. v

In the unfolding procedure we introduced cross-sections calculated in LO. At any fixed
order in perturbation theory the dependence on the residual renormalisation scale, ., acts
as an estimateor of the theoretical uncertainty associated with the truncated perturbation
series [14]. We implemented an ad hoc variation by multiplying, g, , with a factor p?, where
p? was set to 1 aiid 16. This simple procedure gives cross-section variations of the order

of 30%.

9. Systematic Errors

Table 1 gives an overview over the estimated averaged systematic uncertainties of the
gluon density measurement from various sources.
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The absolute hadronic energy scale is determined from studies of the transverse mo-
mentum balance between the scattered electron and the hadronic jet giving presently a
precision of 5% [16], which translates into a 10% variation of the gluon density measure-

ment.

A variation of the cut in the transverse jet energy between 3 GeV, below which no
clear jet structures are observed, and 4 GeV, above which our statistics is poor, gives a
contribution to the systematic error of the gluon density which amounts to 7%.

We estimated the uncertainty related to the choice of a specific Monte Carlo model
(LEPTO MEPS) by repeating the analysis using the LEPTO ME model (first order ma-
trix element followed by JETSET fragmentation, i.e. no parton showers). This model
predicts considerably more narrow jet structures and significantly less energy in the de-
tector around the proton direction and is not able to give a good descrition of data. This
sort of extreme model choice yielded a 15 % change in the unfolded gluon density.

Runmng ‘the LEPTO model with different parton density parametrizations MRS DY,
MRS D', and MRS H [15] led to 5 % variations consistent with the statistical accuracy

of the generated Monte Carlo samples.

In order to be convinced that the final result is not critically affected by the choice of
jet algorithm we repeated the analysis using the JADE algorithm [17] in the laboratory
frame with a fixed mass cut of 10 GeV, the result of which gave 6% discrepancy in the
measured gluon density. We attribute the discrepancy to the fact that the Monte Carlo is
not able to give a perfect description of all aspects of data and take the observed variations
as a measure of the systematic uncertainty related to this fact The reason why we used
the cone algorithm to extract the final results was the better =, /» Tesolution and the more

suppressed tails.

The radiative correction has been estimated on the hadron level for each z,/p bin by
calculating the cross section with and without including QED radiation into the DTJANGO
Monte Carlo program [18]. The resulting corrections for all three bins are on the percent
level with an estimated uncertainty of 5%.

A variation of the lower 6, cut of £2° had no influence on the result.

The 5% uncertainty in the luminosity measurement [19] directly propagates into the
gluon density measurement as does the 6 % unceratinty on various detector efficiencies
mentioned in section 4. Finally, the uncertainty in the strong coupling constant «, [20]

contributes a 5 % uncertainty.

10. Conclusions

We have made a direct measurement of the gluon density in the proton from a determi-
nation of the cross section for the gluon induced photon gluon fusion process. Using the
H1 detector at the ep collider HERA, data in a new kinematic domain has been obtained
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in which a new QCD dynamics might appear. Our data is consistent with a steep rise of
the gluon density as the fractional gluon momentum, z,/,, decreases.

A comparison has been done between our data and two existing parametrizations of
the gluon density in leading order. The CTEQ2’L model seems to be ruled out by our
data points whereas a more precise conclusion about the GRV parametrization will require
more statistics and above all a better understanding of the systematic errors.

Acknowledgements: We have profited from many constructive discussions with G.
Ingelman and members of the Lund theory group. Our colleagues J. Gayler and G.
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Abstract

The problem of identifying jets at LEP and HERA has been studied. Identification us- -
ing jet energies and fragmentation properties was treated separately in order to investigate
what degree of quark-gluon separation could be achieved from either of these approaches.
In the case of the fragmentation based identification, a test of the dependence on the jet
production process and the fragmentation model was done. Instead of working with the
separation variables directly, these have been used to calculate probabilities for having a
specific type of jet according to Bayes’ theorem. This offers a direct interpretation of the
performance of the jet identification and provides simple means of combining the results
from the energy and fragmentation based identifications.




1 Introduction

In many tests of QCD based on processes producing jets it is of great importance to be able
to identify whether a jet originates from a quark or a gluon. Different criteria like specific
decay properties, prior knowledge of the short range dynamics of the process or differences in
the topology of jets due to the hadronisation can be used in such an identification.

Especially heavy quarks can be identified from their decay properties by using adequate
particles in the decay chain to tag the flavour of the heavy quark. Fast leptons from semilep-
tonic decays have been used as well as charged kaons and D-mesons. Further the long decay
time of weak decays offers the possibility of reconstructing the secondary decay vertex by
using high resolution vertex detectors.

The short range dynamics defines the kinematic properties of the process. For example, the
fact that gluons are produced from primary quarks in a bremsstrahlung like process implies
that the gluon jets usually are less energetic than the quark jets in an event.

The topology of jets are due to features of the partons which are related to their intrin-
sic properties, like mass and colour charge. Such differences influence the way the partons
fragment into final state hadrons forming jets.

In this analysis we have studied jet separation from a general aspect and therefore concen-
trated on differences in the jet energies and in those properties of jets that are related to the
fragmentation process. The optimal cut in jet energy for a separation between quarks and
gluons obviously depends on how much energy is available for a certain process and how many
jets are produced in that process. In ete~ collisions the energy available for jet production
is well defined while for ep- and pp-collisions the energy involved in the hard scattering sub-
process is varying from event to event. In order to describe the shape of jets a large number
of fragmentation variables are available. In principle the fragmentation of a parton should
not depend on the way it has been produced if we restrict ourselves to consider the jet core
which makes a possible influence of the colour strings less important. We have thus made an
attempt to find a process independent method to identify quarks and gluons by using suitable
fragmentation variables alone. - - :

The neural network method has previously been used with various input variables for the
purpose of separating gluon jets from quark jets [1]. In this analysis we have been inspired by
the strategy of [2] to distinguish between identification based on jet energies and identification
based on fragmentation properties, using a neural network in the latter case. In a final step
the two methods have been combined in order to improve the result by using all the available
information. This can easily be done if one instead of working with the various separation
variables directly, converts these into probabilities for a jet to be a quark or a gluon and
applies cuts in the combined probabilities.

Most previous attempts to perform jet identification have been based on studies of individ-
ual jets. Another approach is to isolate the specific event type of interest and use the additional
information contained in the knowledge of the exact number of quarks (¢), antiquarks (g) and
gluons (g) for that event. Experimentally this method is possible for 3-jet events in ete~
collisions which must be of the type ggg whereas it is a good approximation to assume 4-jet
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evernts to consist of a ¢§gg configuration since the ¢ggg contribution is strongly suppressed.
In the case of ep-collisions (2+1) jet events denote events with two jets in the hard scattering
system in addition to the jet from the spectator quarks. The spectator jet is of no direct
interest in the study of the hard subsystem motivating why we in the following will treat such
events as 2-jet events. The final state of these events is either of gg type (the QCD-Compton
process) or ¢g type (the Boson-Gluon fusion process), although in certain kinematic regions
the g§-events can be neglected and we are left with a clean sample of gg-events. For higher
jet multiplicities the situation becomes less clear and an event based identification can not be
easily applied. In this study we have thus concentrated on 3-jet events generated at the LEP
centre of mass energy, 91.2 GeV, and (2+1) jet events of the gg-type from simulated collisions
between 820 GeV protons and 26.7 GeV electrons at HERA. The Feynman diagrams for the

processes investigated here are shown in Fig. 1.

Figure 1: The Feynman diagrams for a) a 3-jet event from an e*e~-collision b) a BGF event
from an ep-collision and c) a QCD-Compton event from an ep-collision.

-2 Event generation

In order to investigate whether our jet identification based on fragmentation properties is
process independent we have applied our method to both Monte Carlo generated ete -events
and ep-events. The generation of ep-events has been done with the Monte Carlo (MC) pro-
grams LEPTO and HERWIG which are known to reproduce Deep Inelastic Scattering (DIS)
data from previous fixed target lepton-nucleon scattering experiments and also to give a fair
description of the limited data on jet physics presently available at HERA. The Monte Carlo
program JETSET has proven to give a good description of various ete™ data and was thus
used to produce such events. Since the Monte Carlo generators we have used cover jet produc-
tion in ete~ as well as ep collisions and in addition use two different fragmentation schemes



(see below), we are able to test both the process and model dependence. This is done by train-
ing the network with samples from either of the generators and compare the results when it
is applied to a test sample from the same generator and from one of the other generators
respectively, according to the following procedure.

A comparison of the results from the network when trained on event samples from HERWIG
and LEPTO respectively and subsequently tested on an event samples generated by LEPTO,
will provide the model dependence. On the other hand if the respective event samples from
JETSET and LEPTO are used to train the network which is then tested on a sample from
JETSET the process dependence will come out. Finally if the network trained on the samples
from HERWIG and JETSET respectively is applied to the test sample from JETSET we
obtain both the model and the process dependence.

The basic concept for these generators is that hard scattering processes can be factorized
into an elementary hard process, initial and final state radiation, and a hadronization process.
This general scheme can be used to describe a large variaty of QCD and electroweak processes
by applying different elementary subprocess matrix elements.

The JETSET program [3] describes ete~ annihilation into hadronic final states using two
alternative approaches. One is the calculation of explicit matrix elements (ME) up to the
second order in «, and the other is based on parton shower (PS) emission which allows the
production of an arbitrary number of jets. At present there is no scheme to connect the matrix
element description with subsequent parton showers. In this analysis we have used the parton
shower option based on the coherent evolution scheme by Marchesini and Webber since it
seems to better reproduce the multi jet rates from experimental data. A parton shower is
based on the branchings ¢ — ¢g,9 — gg and g — ¢ as given by Altarelli-Parisi evolution
equations in the leading logarithm approximation of perturbative QCD. The evolution is
performed in an iterative manner with decreasing virtuality of the partons until all parton
masses have evolved below some minimum mass. This leads to an ordering in angle in the
sense that angles between two emitted partons decrease with consequtive branching. The
hadronisation is performed according to the Lund string model [4] [3].

LEPTO [5] simulates the basic DIS neutral and charged current processes and we have
chosen to only consider the dominant neutral current process where a reconstruction of the
event kinematics from the scattered electron can be made. In addition to the leading order
Quark Parton Model (QPM) process, 7*¢ — ¢, where no jet identification is needed and
therefore is of no interest for this analysis, also first order (a,) processes, i.e. the QCD-
Compton process, 7*¢ — gg, and the boson-gluon fusion process, y*g — ¢g, are calculated
from QCD matrix elements. In order to avoid divergencies from soft and collinear parton
emission a cut-off in the invariant mass of any two partons, m;;, is implemented. Higher
order corrections are then included by adding parton showers according to the same scheme,
based on the Altarelli-Parisi evolution equation, as in JETSET. The amount of initial and
final state radiation is determined by the virtual mass of the initiating parton just before
and after the boson vertex. The initial state radiation is performed by a:backward evolution
scheme from the hard vertex which is controlled by the parton density function specified to
the program. We have used the MRS H parametrisation of the density function as it describes
recent results on the proton structure function F, at low Bjorken-x from HERA. The Lund
string fragmentation is used to produce the hadronic final state.




Similar to the LEPTO program, the simulation of ep-collisions by the HERWIG genera-
tor [6] is done using matrix elements to describe the processes up to the first order in the
strong coupling constant and higher order emissions are introduced by parton showers which
are generated with essentially Q? as mass scale. The upper limit for the shower evolution
variables are related to energies and angles rather than to parton virtualities. The backward
evolution process produces coherent initial state parton showers with full QCD cascading of
all emitted partons. The same parton density function was used as for LEPTO. The final
state coherent showers include soft gluon interference and azimuthal correlations due to the
gluon spin. The emitted gluons are split into quark antiquark pairs (or eventually into diquark
antidiquark pairs) between which there are colour lines forming colour-singlet clusters. The
clusters created in this way are fragmented into hadrons through a longitudinal splitting of

the high mass clusters.

As already mentioned this study has been limited to simulated 3-jet events from ete™-
interactions at LEP and (2+1) jet events from generated ep-collisions at HERA. No detector
simulation has been made but for the analysis of HERA events the usual beam pipe cut was
introduced, excluding the regions in polar angle below 4° and above 176° not covered by
the detector. Due to the event topologies of deep inelastic scattering processes most of the
spectator jet will disappear undetected down the forward cone while for a majority of events
the scattered electron will proceed inside the backward cone. No such cut is necessary at LEP
since no specific activity is expected in these regions and since the jet analysis in any case is

limited to the barrel region of the detector.

3 Jet reconstruction

In order to reconstruct particle jets the LUCLUS algorithm (7], based on the combination of
energy clusters, was used. A careful study of the reconstruction quality as a function of the
resolution parameter in the algorithm showed that a value d;.;, = 4 GeV was relevant (see
[8]). In the HERA analysis the clustering was done in the so-called hadronic center-of-mass
system i.e. in the center-of-mass system of the incoming proton and the exchanged virtual
photon. In order to reconstruct the spectator jet in the best possible way, a pseudoparticle
is added to each event to represent the fraction of the proton fragment lost in the beampipe.
The momentum of this pseudoparticle is given by the difference of the longitudinal momentum
of the initial state and the measured longitudinal momentum of the final state, as described

in [9].

In a Monte Carlo generator including parton showers, many partons can contribute to a jet
and one needs a method to establish if the reconstructed jet should be regarded as originating
from a quark or a gluon. For ep-events, where the ME forms the basis of the processes and
PS are added to simulate higher order corrections, we simply checked which reconstructed
jet was closest to the original parton from the ME, according to: min(|P;.;y — P,| + | Pjesa —
P,y |Pjess — By| + | Pjots — P,|). Since the ete-events are generated with PS alone we have
to extract the momentum vectors of the jets for both the parton level and the hadron level
by applying the LUCLUS jet algorithm. A comparison of the momentum vectors in pairs on
the parton and hadron level, identified which jet on the hadron level corresponds to a certain
jet on the parton level. If the jet on the parton level contains an odd number of quarks it is
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considered a quark initiated jet while if the number of quarks in the jet is even it is defined
as a gluon jet.

4 Event selection

4.1 Selection of HERA events

Since we want to concentrate on the (2+1) jet events we have only considered events in which
the jet-algorithm found exactly two jets + the spectator jet. In the hadronic centre-of-mass
system we required the minimum energy of each jet to be 5 GeV and the invariant mass of the
two jets to be larger than 15 GeV to ensure that the selected events had a reasonably clear
jet-structure. We also required a minimum number of four particles to be assigned to each jet,
since the jet-variables which were used to study the fragmentation are not meaningful for jets
with too few particles. In order for the two hard jets to be well inside the acceptance region
of the HERA experiments and to have a separation in space from the proton remnant, both
jets had to be reconstructed within the region of polar angles 10° < # < 160° as measured
in the laboratory system. The two jets also had to be separated by less than two units of
pseudorapidity. It has been previously shown [8] that this is necessary in order to cut down .
the background of ¢-type events which otherwise enters the (2+1) jet sample.

Finally, we only use events produced within certain limits of the kinematic variables gener-
ally used to describe DIS events. These are @2, the momentum transfer squared, the Bjorken-z
and -y scaling variables and W?, the invariant mass squared of the hadronic system:

Q? _P-gq 1—2

QzE_qzz_(Pe"‘pt)zv zE2P-q’ sz-p’ WZE(q+P)2=Q2 + m2

4

(For a description of these variables and how they can be measured at HERA see for example

[10)).

The cross-section falls rapidly with increasing z and Q?, for both the ¢g- and the gg-type
of events, but gg-events dominate in the region of high-z-values. At z > 0.1 an almost pure
sample of gg-events is produced, g > 8, and one can therefore concentrate on separating
quark jets from gluon jets in this region. This sample was used in our attempts to identify
gluon jets at HERA. At lower values of z (z < 0.1) a mixture of ¢g- and ¢g- events is produced
and one has to deal with the problem of separating the two event types.

4.2 Selection of LEP events

In the selection of Monte Carlo generated 3-jet events from ete~-collisions at LEP, we required
each jet to have an energy of more than 5 GeV in order to have reasonably collimated flows
of particles. Exactly as for the jets from ep-collisions the invariant mass of any jet pair, m;j,
should exceed 15 GeV to give an observable 3-jet topology. Also in analogy with the treatment
of ep-collision events we required each jet in an et e~ -event to contain at least 4 particles since
-the same fragmentation variables are going to be used in both cases. The energy sum of all




three jets in an event was required to be greater than or equal to 90 GeV in order to assure
that some fraction of a jet was not escaping detection. We have assumed a LEP detector with
full azimuthal coverage but restricted the jets to fall inside the range 40° < § < 140° of polar
angle. This is the barrel region which is normally well covered by both the tracking system

and the calorimetry of a detector.

5 Identification of gluon jets using jet-energy

Based on the assumption that gluon jets carry less emergy than quark jets and using the
knowledge about the number of quarks and gluons in the event type under investigation, we
wish to calculate the probability for a jet to originate from a gluon. In doing this we recall
that there is a difference between e e~ -collisions and ep-collisions in the sense that the energy
sum of quarks and gluons is constant and equal to /s for ete~-processes while the energy
entering the hard scattering subprocess in ep-collisions is varying from event to event. An
identification which includes jet energies will therefore always be process dependence.

The probability of emitting a gluon with a certain energy in an ete™-collision is directly
obtained from first order ME calculations. The conditional probability of jetl in a 3-jet event
to originate from a gluon, provided the jets have the energies E;, E; and Ej, is given by:

PEis(jetl, jet2, jet3| Ey, By, Es) = Ej + g . (1)
999 ] ) 1y £02y &3 (Ecm — 2E2)(.Ecm _ 2E3)
( E} + B} N E} + B} N B} + B} )‘1
(Eem — 2E,)(Ecn — 2E3)  (Ecm — 2E;)(Ecm — 2Es) (Eern — 2E3)(Ecm — 2E,)

where E.,, is the centre-of-mass energy of the ete-collision.

The probability of the scattered quark to radiate a gluon of a certain energy in an ep-
interaction is not so easily accessible from the matrix element and we have therefore used
Monte Carlo generated energy distributions to extract the density functions for the gluon and

the quark, f; and f,, in a gg-event.
i gE;(Ey’ Eq)
Iira(Eg + Ey)

fE — 7, gEé (Eq’Eg)
P fA(E+ Ey)
where fE is the joint density function given the gluon and the quark have the energies E,

and E, respectlvely The total energy of the quark gluon system, £ = E, + E,, is a random
va.nable with the density fZ rqa(Eg + Eg). Since we know that the a priori probability for
having a quark or a gluon is equal, then the probability for jetl to be a gluon jet is given by

Bayes’ theorem according to:

fE =

0.5fF fya(Er, En)
PEu(jetl, jet2| Ey, E,) = = 5 2
ag” (Fet1, jet2| By, Ey) 0.5fF +0.5fF 2o (E1y E3) + f13(E2, By ) @

with F, and FE, giving the energies of jetl and 2 respectively.




In each event the jet with the highest probability, P, .z, is selected to originate from
a gluon. The allowed range of gluon probabilities is for 2-jet events 3 < Pypaz < 1 and
for 3-jet events % < Pymaz < 1, where the lower bounds correspond to equal probabilities
for all jets in the event to be a gluon. A general definition of the allowed range would
thus be 7 ,'lm < Py maz < 1, giving the limits within which a cut (P.,;) can be specified in
order to enhance the purity of gluon jets in our selected sample. For processes containing
more than one gluon the procedure can in principle be repeated to find a second gluon in
the remaining sample and so on. The probability bounds for the second gluon will then be
%T:._-a. < Pymes < 1 and for the i:th gluon candidate m < Pymar < 1. From the
generated MC data we can now check whether the jet with the value P, ;na: and thereby
identified as a gluon jet, actually was initiated by a gluon or a quark. If we, as an example,
for 3-jet events from ete~ collisions plot the frequency of the jet to originate from a quark
and a gluon respectively as a function of P, .., we get the distributions shown in Fig. 2.

The figure should be interpreted in the following way. If the jet with the highest probability
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Figure 2: The PZ  distributions for quarks and gluons in a 3 jet event.

g,maz

of being a gluon jet, in an event, has the probability value P, ..., then the probability of it
to really originate from a gluon is given by the value of the gluon distribution (y,) at P; mas
divided by the summed values of the gluon and quark distributions (y, +y,) also at Py nez. It
is then clear that the efficiency and purity for identifying the gluon jet, and thereby also the
quark jet(s), in events containing only one gluon, can be obtained by using the information
from all jets in the event in the following way:

1
] dP mae
E fficiency = ‘I;Pcut(yg +y,) dP, )
J g (g + ¥a) APy mac
1
dP max
Purity = chw Yg oL, @

f:’“‘ (yg + yq) dPg,ma:n




6 Identification of gluon jets using fragmentation properties

Due to the fact that gluons according to QCD carry a stronger colour charge than quarks it
is expected that there will be differences in their fragmentation. A large number of variables
sensitive to these differences have been suggested for the purpose of performing quark-gluon
separation. Above we have derived the probability formalism for a separation using the jet
energies alone and here we will go through the same procedure for an identification from
fragmentation variables, using a neural network. . ’

One of the reason for using a neural network is that we want to simultaneously take into ac-
cout the effect of several variables and their correlations. We have chosen a network, as imple-
mented in the program package JETNET 2.0 [11], using the method of backpropagation, well
suited for this kind of pattern recognition. We have varied the number of hidden layers, nodes
and values of the learning rate but this did not cause the final results to change significantly.
We therefore decided to use one hidden layer and one output node (0 = guark;1 = gluon)

To enable a process independent identification it is essential that the result does not depend
on the jet energy, and one could therefore either try to select variables which are completely
uncorrelated with the jet energy or train the neural network in such a way that the jet energy
by itself does not give any discrimination. In the latter case it is from a neural network
point of view important to be careful in the use of energy dependent fragmentation variables.
Although we want the network to be sensitive to the energy dependence of the fragmentation
variables it should not be affected by the jet energies themselves. Since the difference in the
jet energy distributions is the most dominant effect it might be picked up even implicitly by
the neural network. Therefore a good training strategy will help to emphasize the learning
on the more subtle fragmentation properties.

Among the variables we have investigated it turns out that those most sensitive to differ-
ences in the fragmentation properties all have a considerable energy dependence. We thus
trained the neural network with equal and flat energy distributions for quarks and gluons in
order to prevent the network to be influenced by the jet energies themselves. Such an artificial
training sample is obtained by using individual jets taken from the Monte Carlo generated
events. In the following we denote this méthod balanced energy training.

A jet algorithm has to be applied before the fragmentation sensitive variables can be cal-
culated. To avoid a dependence of the fragmentation variables on the detailed reconstruction
of a jet by different jet algorithms we only consider particles in the jet core. The jet core is

“defined by taking the particles of a jet in descending order of P, the longitudinal momentum
with respect to the jet axis, until we reach 80% of the total jet energy. Since the jet algorithm
is not Lorentz invariant, using only the jet core also leads to an insensitivity of the frame
in which the clustering takes place, which is very important for the HERA events. We also
want the fragmentation variables to be experimentally useful, i.e. they should not be heavily

“affected by detector smearing and poor event reconstruction.

Variables describing fragmentation properties are normally based on the relation between
single particles in a jet and the jet axis. One set of variables we have tested and found to
provide the best separation between quarks and gluons are the so called Fodor moments
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[12]: p
Fim (Ejet) = Z(‘E‘i)”ﬂm

where Pr and 7 are the transverse momentum and the pseudorapidity of a particle in a jet
with respect to the jet-axis and E;,, is the jet energy. The sum is taken over all particles in
. the jet core. The three lowest moments have an obvious interpretation. Fy, is the multiplicity
of the jet, Fy,; is the pseudorapidity sum of all particles in the jet, and Fj, is the transverse
momentum sum of all particles, scaled by the jet energy. A careful study of the Fodor moments
reveals that the results based on the different generators gives general agreement only for some
of the moments. This is, however, a necessary condition in order to obtain an independence
of both the jet production process and the fragmentation model used, and consequently we
have concentrated on these moments. The mean values of the moments Fj,, Fy5, F5o and
F5, exhibit similar behaviour as a function of energy for all the generators except in the low
energy range of the moment Fy5 where the JETSET curves fall below the others. This is
illustrated in Fig. 6a-d. A separation cut between quarks and gluons common for all the
generators can thus in principle be found for the moments F,, F5, and Fy, over the full
energy range whereas this is not true for the moment F;;. However, as can be observed from
Fig. 6f the Fodor moment distributions for quarks and gluons are significantly overlapping
which in any case prevents a completely clean separation. As an example of a moment where
the curves from the various generators are widely spread and therefore makes the choice of
a common separation cut difficult we show the moment Fy, in Fig. 6e. In our selection we
have avoided the higher Fodor moments since they will, from an experimental point of view,
be very sensitive to the reconstruction quality of the energy and direction of the particles.
Instead of using the notation F,,, ; to specify the value of fragmentation variable F,,,, for jet
i, we will simplify the notation by letting F; represent the values of all used fragmentation -

varibles for jet .
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The output of the neural network will simply be the conditional probability for a jet to
be a gluon (or a quark depending on how the output is defined), given the input variables
and the composition of the training sample [13]). Using Bayes’ theorem the probability for
jetl to be a gluon jet can be expressed through the density functions, given the values of the
fragmentation variables are F; at an energy E,, in the following way:

P EN (F) I i 03 5)
TEENFER) + FEENFER) SFER) + ()

where PF(jet1|F,) thus is identical to the network output. f¥ denotes the density func-
tion of the artificial energy distribution used in the balanced energy training which implies
fP(B) = ff (E4). Since the jet energy (E4) is given as input to the network together with the
fragmentation variables (F; ), the correct notation of the density function should be f¥ (Fi|E;).
However, in the balanced energy sample the energy will only provide information on the en-
ergy dependence of the fragmentation variables, as already explained, which means that we
are in reality only considering the fragmentation variables. In order not to confuse the reader
we have therefore decided to use the simplified notation f¥(F}).

PF(jetl|F,) =

The probability (5) based on the fragmentation properties is also valid in the case where
we instead of treating individual jets make use of the fact that we know the number of quark
and gluon jets in the event. Thus it is not necessary to train the network specifically for this
situation. For 2-jet events the output of a network trained on the quark and the gluon in a
pair according to the balanced energy method, is just a simple function of the output from a
network trained with individual jets, assuming the jets to fragment independently. Again, due
to the balanced energy training, the combined density functions ;’Z(EI,EQ) = ﬁf,(EuEz)-
Since the fragmentation of the quark and the gluon is independent, given the energies E;, and
E,, we consequently have f%(Fy, F3|Ey, Es) = fF(F|E)ff(F3|E;) = ff(F1)f7 (F;) using
our simplified notation.

. . fF F 3 F
Pqu':z(]etl,]et?.thFz) = P ( l)fq ( 2) (6)

FE(R)fE(F) + fE(F) fE(F)

Dividing the nominator and the denominator by [f7(Fy )+ f] (F1)|[fF (F2)+ f{ (F3)) and us-
ing the fact that for individual jets the quark and gluon probabilities are related as P; (jetl|Fy) =
1— PF(jetl|F;) we get:

PF(jetl|F,)[L — PF(jet2| F)]
Py (jetl, jet2 = ’ g
" (o1 302100 15) = B oo TR = PF (Get2l )] + [1 — PF (jetl| FIPF (G2 )

where Pli3(jetl, jet2|Fy, F;) is now expressed in single jet probabilities which are identical
to the network output values. The 3-jet events from e*e~-collisions contain a quark and an
anti-quark which are identical from a fragmentation point of view and the probability for a
gluon jet is obtained by a simple extension of the expression for the 2-jet events:

Ps;“;;"(jeﬂ,jetz,jet:sm,Fz,Fa)'= — fi'quff —
fgquzqu.{.fyafq:fq;+fgsfqlfqn

with fi% = fI(F;), i=1,2,3. The probability for a gluon jet in a 3-jet event can be expressed
in terms of individual jet probabilites using a similar procedure as for the 2-jet case.

PEis(jetl, jet2, jet3|Fy, Fy, F3) =
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: PQFI(]'_ PQFZ)(]‘ _Pfs) (7)
PR(1= PF)(1— BP) 1 PR (1 BF)(1— PF) 1 PR(1— PF)(1- PF)

where P* = PF(jeti|F;), i=1,2,3.

7 Jet identification using jet-energy and fragmentation prop-
erties

We now want to extract the conditional probability for a jet being a gluon jet given both the
jet energies as well as the values of the fragmentation variables which were used as input to
our neural network. In the (241) jet case we obtain this by using the equations (2) and (6):

Cas( g . _ fre fY(R)fE ()
qu (]etlgjetzlElaEz,FlgF2) - fﬁ"f;‘(Fﬂff(Fz) + fﬁ]nf;'(Fz)qu(Fl)

where -
Bi; fgq(E"Ej)

T = 7EE B + (5 B)
If we now divide all the terms with (f7* + f722)(fF* + f[*)(fF* + f7*) we obtain

chq'u (jetl, jet2|E1, Eg, Fl, Fz) =
ngspfnpfz _ P;’;”Pfl (1 — PgF:)
Pg::Pf:sz + PunPqFngl"z Pgl’;nPfx (1 _ Png) + (]_ — Pgﬁéu)(l — P;& )sz

Afte.r division of all the terms with P;*(1 — P;*)+ (1 — P[*)P}* we finally get

c ( l ‘ ) Pg}!;ngFqn ( )
PO (jetl, jet2| By, B, Fi, Fy) = 8
99 ’ yEH DL Pg-lZn P;;" + Pylzz: P£21 .

Eija — 1 . pPEn Fiz — 1 _ pFa
where we have used P,7i? = 1 — PJ# and P;3* =1 — P/».

In a completely analogue way the corresponding conditional probability can be obtained
for a 3-jet event. :

PEu.sPFns
PS5 (jetl, jet2, jet3|Ey, Eyy Es, Fy, Fy, Fy) = - 994 949 (9)
T R P B By + By Py
8 Results

The final results presented in this section are based on the analysis of events i.e. the quark
and gluon content is defined by the event type generated. This is in contrast to the artificial
training samples for the neural network which were created out of a selection of individual

jets from the generated events.
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Fig. 4a shows the neural network output for individual jets in 3-jet events from ete~-
collisions, based on the fragmentation variables discussed in section 6 and their energy depen-
dence. The x-axis gives directly the probability for a jet from a quark and a gluon respectively
to be identified as a gluon jet. Using the expression (7) we can calculate the event based con-
ditional probability for a jet to originate from a gluon given the values F;, F,, F; for the
fragmentation variables and the energies E;, Es, Es, specified in order to account for the en-
ergy dependence of the fragmentation variables. From these calculations we select for each
event the jet with the highest probability of being a gluon jet, giving a distribution as shown
in Fig. 4b. We note that the distributions populate just the allowed region 1/3 < P, ;40 < 1.

Fig. 4c presents the probability for a jet being a gluon jet as obtained from the ME calcu-
lation according to 2 and Fig. 4d gives the distributions of jets with the highest conditional
probability in the event of coming from a gluon. In agreement with what has been indicated
previously in the text Figs. 4b and d confirm that the jet energies are much more efficient in
identifying jets than are the fragmentation properties.

The event based combined conditional probability for gluon jet identification given the jet
energies F,, F,, E3 and the values F, F;, F3 for the fragmentation variables is given in Fig.
4e and finally the jet per event having the highest combined probability of being produced by
a gluon is plotted in Fig. 4f. The corresponding plots for (2+1) jet events from ep-collisions
are shown in Fig 5a-f.

From the P, ,,,, distributions we can now calculate the purity and efficiency as a function
of Py according to the expressions (3) and (4). In Fig. 6 the purity is plotted versus the
efficiency separately for an identification based on the jet energies and on the fragmentation
variables as well as for a combination of the two. Fig. 6a shows the results for 3-jet events
generated with JETSET and for which the neural network has also been trained with a sample
generated with JETSET. The corresponding results for (2+1) jet events are shown in Fig. 6b
and c for samples generated with LEPTO and HERWIG respectively using networks trained
with jets from the same generators. It has to be stressed that the results presented here
correspond to an identification of all jets in the events and they can therefore not
be directly compared to results on individual jet identification. From a comparison
of Figs. 6a-c it is seen that the energy based identification of 3-jet events in LEP, with an
a priori probability of 33%, and (241) jet events at HERA, with an a priori probability of
50%, are both 78-79% at 100% efficiency. As an increasingly harder P,,, is made in the P, ...
distributions the identification improves faster for the ep events than for the ete~ events. The
identification using fragmentation variables gives in general much worse separation between
quarks and gluons but it is normally a complementary method in the sense that events which
are well separated by the jet energies are not necessarily those which are well separated by the
fragmentation properties. Consequently an improved result is obtained if the identifications
from energy and fragmentation are combined. Only for the HERWIG sample (Fig. 6¢) the
fragmentation based identification is essentially equally good as the one based on jet energies
and the combined result is also somewhat better than for the LEPTO sample (Fig. 6c). The
better result in the HERWIG case compared to the LEPTO case must be due to the different
fragmentation models used. Although the fragmentation seems to give significantly better
results for the ep events than for the e*e™ events over the full efficiency range this is not
reflected in the combined results, the relative improvement with respect to the jet energy
results being approximately the same for both types of events. This might indicate a higher
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Figure 4: Results on 3-jet events from ete™ shown as a) the neural network output for individ-
ual jets b) the P}, .. distribution from the fragmentation c) the gluon probability obtained from
the ME d) the me“ distribution from the jet energies e) the combined conditional probability
distribution according to equation (7) f) the Py, . distribution from the combined conditional
probability.

degree of complementarity for the ete~ events than for ep events.

~ In order to investigate the process and model dependence we also present results from
samples using a generator different from the one used in the training of the neural network.
These results are given in Figs. 6d-f. A comparison between Figs. 6a and d illustrates the
process dependence while a comparison of the Figs. 6b and f provides the model dependence.
From the Figs. 6a and e the effects of both the model and process dependence can be extracted.

According to Fig. 6a and d the fragmentation result is better when a test sample from
JETSET is presented to a network trained on LEPTO compared to a network trained on
JETSET. The explanation of this behaviour is that the energy dependence of some Fodor
moments are different for LEPTO and JETSET, causing the network to implicitly pick up
this energy dependence in spite of the balanced energy training. It seems thus difficult to
obtain a process independent identification of the jets. We have previously observed that a
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Figure 5: Results on (2+1)-jet events from ep-collisions shown as a) the neural network output
Jor individual jets b) the PF, .. distribution from the fragmentation c ) the gluon probability
distribution according to equation (2) d) the P} .. distribution from the jet energies e) the
combined conditional probability distribution according to equation (8) f ) the P;"** distribution
from the combined conditional probability.

network trained on a HERWIG sample and applied on a HERWIG test sample gives a much
higher degree of identification than a network trained on a LEPTO sample and tested on a
LEPTO sample. If we now compare the Figs. 6b and f we notice that the curves are almost
identical, indicating that the separation between quarks and gluons are optimized in the same
way by the two networks trained on LEPTOQ and HERWIG.

9 Conclusions

We have studied the problem of identifying jets using the jet energies and fragmentation
variables separately. The conditional probability for a jet to originate from a gluon (or a
quark) can be calculated from Bayes’ theorem provided the density functions for gluons and
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Figure 6: The purity as a function of the efficiency for a network o) trained on a JETSET
sample and tested on a JETSET sample b) trained on a LEPTO sample and tested on a
LEPTO sample c) trained on a HERWIG sample and tested on a HERWIG sample d) trained
on a LEPTO sample and tested on a JETSET sample e) trained on a HERWIG sample and
tested on ¢ JETSET sample f) trained on a« HERWIG sample and tested on a LEPTO sample.

quarks with respect to jet energies and fragmentation variables are known. The formalism
to extract these probabilities, for the event types investigated here, has been presented. The
advantage in working with probabilities is the simple interpretation of the results and the
procedure to combine the results from the energy and fragmentation based identification

methods.

A large number of fragmentation variables have been studied of which we found the Fodor
moments to give the best performance. Three different Monte Carlo generators were used to
test the model and process dependences. The results show a significant process dependence

but only a minor model dependence.

The event based level of identification using the jet energies is about 80% at 100% efficiency
whereas it is 60% and 70% for e*e™ 3-jet events and ep QCD-Compton events respectively,
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also at 100% efficiency, using fragmentation variables. The identification of the jets in a
complete event is a much stronger requirement than the identification of individual jets and
therefore a direct comparison is not possible.

Acknowledgements: The analysis described in this paper as well as the way the results
should be presented have gone through several metamorphoses as the work has proceeded. In
the initial phase we had many animated discussions with O. Barring and V. Hedberg which

forced us to find convincing arguments for our analysis strategy.
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A Appendix

Bayes’ Theorem

If the entire event space is composed of the subsets B;, (¢ = 1...n), with no elements in
common, then the subsets are said to be mutually ezclusive and ezhaustive, which means

that .
> P(B;)=1 ‘ (10)

Provided A is also a set that belongs to the event space, Bayes’ theorem states

_ _ P(A|B;)P(B:)
PBAA) = s B (4B, P(5;) (1)

This theorem can be proven by starting from the definition of the conditional probability,
P(ANB) = P(B|A)P(A) = P(A|B)P(A), where P(B|A) should be interpreted as the proba-
bility that the event B occurs under the condition that A has already occured. For our subset
B; we thus get

P(AN B;) = P(B;|A)P(A) = P(A|B;)P(B;)
P(4B,)P(B:)
—_— 12
The elements of a set might be classified according to more than one criterion so that we for
example have }i°, P(4;) = 37, P(B;) = 1. If some of the criteria are being neglected in
the classification we can define the marginal probability for A; according to

= P(Bi|4) =

P(4) = 3 P(4;0 B;) = Y P(4|B;)P(B;) | (13)

i=1 i=1

where we again have used the definition of the conditional probability for the second step.
Using this expression we can now rewrite the equation (12) to obtain equation (11).

If we now consider the (2+1) jet case we could take the subset B; to represent the four
configurations of quark- and gluon jets possible if the jets are identified individually in the
event. These are B; = {gq, 99,49, 99}, where for example gq means that jetl is a gluon jet
and jet2 a quark jet. Since we have selected events which have one quark and one gluon in
the final state (QCD-Compton events) we introduce this information into our probabilities by
considering only the allowed configurations, and define the two subsets B, = {gq}, B, = {qg}-
Assuming that the two jets are in a state C, which might refer to energy and/or fragmentation
variable values, we can compute the probability of having a gq configuration in the state C,

by using Bayes’ theorem.

_ P(99)P(Clgq) ’
PlodC) = P(g9)P(Clgq) + P(a9)P(Clag) ~ (14)

This formula is valid when state C has a positive probability P(C) > 0. When C is defined
in terms of a continously varying quantity, the discrete probabilities in Bayes formula should
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be replaced by probability density functions. For example, if C' represents a continous energy
variable E, then (14) reads '

Y P(QQ)fyq(E)
PlodlB) = BB + Paa) Fu(E) (15)

where f;, and f,, are the joint energy density functions for pairs gq and ¢g, respectively.

For the 3-jet case, we have 8 possible configurations of quarks and gluons. After deleting the
impossible combinations the remaining subsets are B; = {999,994, 999}. The final expression
becomes '

P(g¢9)P(Clgqq) | '
P(gqq|C) = 16
(924lC) P(999)P(Claq) + P(299)P(Clagq) + P(agg)P(Claqy) (16)
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