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Abstract

A measurement of charm and beauty dijet photoproduction cross sections at the ep collider
HERA is presented. The positron data of the years 1999 and 2000 are analysed, corre-
sponding to an integrated luminosity of 56.8 pbfl. Events are selected with two or more
jets of transverse momentum pietl@) > 11(8) GeV in the central range of pseudo-rapidity
—0.9 < /1@ < 1.3. The fractions of events containing charm and beauty quarks are
determined using a method based on the impact parameter, in the transverse plane, of
tracks to the primary vertex, as measured by the H1 central vertex detector. Differential
dijet cross sections for charm and beauty, and their relative contributions to the flavour
inclusive dijet photoproduction cross section, are measured as a function of the transverse
momentum of the leading jet, the average pseudo-rapidity of the two jets, the azimuthal
distance of both jets, the dijet centre-of-mass scattering angle and the observable x?ybs.
Taking into account the theoretical uncertainties, the charm cross sections are consistent
with a QCD calculation in next-to-leading order, while the predicted cross sections for
beauty production are somewhat lower than the measurement.

Kurzfassung

Ziel dieser Arbeit ist die Messung von Charm und Beauty Zweijet-Wirkungsquerschnitten
in ep Kollisionen bei HERA im kinematischen Bereich der Photoproduktion. Die Positron-
Daten der Jahre 1999 und 2000 mit einer integrierten Luminositit von 56.8 pb~! werden
analysiert. Selektiert werden Ereignisse mit mindestens zwei Jets im zentralen Rapiditétsbe-
reich —0.9 < 7/“1® < 1.3 und Transversalimpulsen pietl@) > 11(8) GeV. Zur Bestimmung
der Anteile von Charm und Beauty Ereignissen am gesamten Datensatz wird eine Meth-
ode benutzt, die auf der Messung des transversalen Stossparameters von Teilchenspuren
in Bezug auf den priméren Vertex basiert. Diese werden von dem zentralen H1 Vertex De-
tektor aufgezeichnet. Differenzielle Zweijet-Wirkungsquerschnitte fiir Charm und Beauty
und ihr relativer Anteil am flavourinklusiven Photoproduktions-Wirkungsquerschnitt wer-
den als Funktion des transversalen Impulses des filhrenden Jets, der gemittelten Pseudo-
rapiditdt beider Jets, des azimutalen Abstands beider Jets, des Zweijet-Streuwinkels sowie
der Observablen xf/bs gemessen. Unter Beriicksichtigung der theoretischen Unsicherheiten
sind die gemessenen Charm Wirkungsquerschnitte konsistent mit einer QCD Rechnung
in néchst fiihrender Ordnung, wihrend die vorhergesagten Beauty Wirkungsquerschnitte
etwas niedriger als die gemessenen sind.
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CHAPTER 1

INTRODUCTION

The theory of Quantum Chromodynamics (QCD) is an important part of the Standard
Model of particle physics. QCD is the theory of the strong interaction, a fundamental force
describing the interactions among the constituents of hadrons (quarks) via the exchange of
massless gauge bosons (gluons). Both quarks and gluons carry colour and interact with each
other, including gluon self-interactions. This leads to a running strong coupling constant
as. At large distances (low energies) ay is large and the principle of colour confinement
prevents that quarks and gluons can be observed directly. Instead, through the mechanism
of hadronisation, a collection or ’jet’ of colour-neutral hadrons emerges from high energy
collisions which can be investigated experimentally.

Perturbative calculations are performed by expanding scattering amplitudes in powers of
as. The use of perturbative theory is based on the fact that in the presence of a hard
scale (high energy) the coupling constant is small enough to ensure the convergence of the
perturbation series.

At the electron-proton collider HERA at DESY inclusive jet cross sections have been
measured in a wide kinematic range and good agreement has been found between the
measurements and theoretical calculations performed in the framework of perturbative
Quantum Chromodynamics (pQCD) to next-to-leading order [1,2,3,4]. These findings
have provided increasing confidence that the production mechanisms for dijet events are
well understood.

The study of heavy quark initiated jets provides a particularly interesting testing ground
of pQCD, since the large heavy quark masses already provide sufficiently hard scales for
the calculations. However, there are other hard scales relevant in heavy quark production
processes, such as the virtuality, @2, of the exchanged photon and the transverse momen-
tum of the outgoing quark. This multi-scale-problem complicates the situation for pQCD
calculations and there exist many competing calculation schemes to deal with this problem.
Over the last decades charm and beauty production have been investigated intensively
first in v/N-collisions at fixed target experiments and later in high energy particle collisions
at LEP (pp, 7v), at the TEVATRON (pp) and at HERA (ep, yp). While, in general,
agreement of the QCD predictions with the charm data has been found, in the beauty
sector some deviations have been observed with the beauty data being somewhat larger
than the predictions.

The precise understanding of heavy quark production is an important aspect in current



particle physics, in particular in view of the upcoming LHC experiments, where complicated
final states like charm and beauty photoproduction accompanied by jets will be the main
background to the eagerly expected signals from new physics.

The goal of this thesis is to contribute to the present picture of heavy quark production
at HERA. Previous measurements of charm and beauty at HERA were mostly based on
the explicit reconstruction of e.g. a D* meson in the case of charm, while for beauty
usually the semi-leptonic decay into electrons or muons was used as a signature. In these
measurements the branching fractions and lepton identification requirements restrict the
statistical accuracy of the data. Recently, at H1 a new approach has been developed
which is based on purely hadronic informations (jets) using lifetime information. In this
approach events containing heavy quarks are distinguished from light quark events by the
long lifetimes of ¢ and b flavoured hadrons, which lead to displacements of tracks from
the primary vertex. This technique, based on the precise spatial information from the
H1 silicon vertex detector, was introduced in the measurements of the charm and beauty
structure functions F§¢ and F2bb in deep inelastic scattering [5,6] and is now applied to
dijet events in photoproduction in this thesis. This method allows the first simultaneous
measurement of charm and beauty in photoproduction and extends to larger values of
transverse jet momentum than previous measurements [7,8,9,10,11,12,13,14]*.

In pQCD calculations, the photoproduction of charm and beauty proceeds dominantly via
the direct photon-gluon fusion process vg — c¢ or bb, where the photon interacts with a
gluon from the proton to produce a pair of heavy quarks in the final state. Previous charm
measurements have confirmed this prediction [7,8,9,10]. In leading order QCD models a
successful description of the data is obtained when additional contributions from processes
involving resolved photons are taken into account [8,9]. In such resolved photon processes
the quasi-real photon fluctuates into a hadronic state before the hard interaction and thus
acts as a source of partons.

In this thesis heavy quark production is investigated by measuring differential charm and
beauty dijet cross sections as functions of observables which are sensitive to the underlying
production mechanism. In a further step, flavour inclusive dijet cross sections are also mea-
sured and the relative contribution from charm and beauty events to dijet photoproduction
is determined.

This thesis is organised as follows. The theoretical background of charm and beauty
production at HERA is reviewed in chapter 2. Theoretical calculations performed in the
framework of perturbative QCD are also discussed in this chapter. Chapter 3 provides a
brief description of the experimental apparatus as well as a short review of recent heavy
flavour measurements performed at HERA and other colliders. Chapter 4 introduces the
analysis strategy and gives a detailed overview of the track and jet reconstruction, which
are the central objects used within this analysis. The selection of the photoproduction
dijet event sample is discussed in chapter 5. The details of the track selection are given
at the beginning of chapter 6 followed by the description of the method used to determine
the contributions of charm and beauty events in the dijet sample. Chapter 6 closes with
the investigation of the properties of a subsample of dijet events, in which the fraction
of events containing heavy quarks is enriched. The cross section measurements and their
systematic uncertainties are presented in chapter 7.

!The results of this measurement have been published in [15].



CHAPTER 2

PHOTOPRODUCTION OF HEAVY
QUARKS

This chapter gives an overview of the theoretical and phenomenological concepts relevant to
describe heavy quark production in electron!-proton (ep) collisions. In the context of this
analysis heavy quark production means always charm and beauty quark production, since
normal top production is not possible at HERA due to the large mass of the top quark.
Starting with some basic features of Quantum Chromodynamics (QCD), the kinematics
and properties of ep collisions at HERA are introduced with emphasis on the various
photoproduction processes involved in the description of heavy flavour production. The
discussion of heavy flavour fragmentation is followed by a description of the QCD theory
calculations used in this analysis. The chapter closes with a short description of the most
important properties of heavy hadrons.

2.1 Quantum Chromodynamics

In Quantum Electro-Dynamics (QED) the observed charge of the electron is smaller at
large distances because of the screening of its electric charge by vacuum polarization. This
means that the electron constantly emits virtual photons which can fluctuate into eTe™
pairs. The electron is then effectively surrounded by a cloud of eTe™ pairs, screening its
charge at larger distances. Probing the electron at smaller scales reduces the effect and
the fine structure constant, «, increases.

In hadronic interactions, described by Quantum Chromodynamics, an analogous situation
exists, however its explanation is not quite as intuitive as in QED. The new feature in QCD
is the presence of gluons, which are massless, spin one particles that carry no electrical
charge but an additional quantum number, the colour charge. Unlike photons, gluons are
able to couple to one another, and therefore ¢ — g¢gg pair production is possible. Due
to a stronger coupling the gluon self-interaction dominates and is the reason for an anti-
screening effect, causing the strong coupling constant a to behave differently than a. At
small momentum scales (large distances) s becomes large and the partons interact strongly

! Although HERA was operated using positrons during the data taking period considered in this thesis,
both are generally referred to as electrons throughout this chapter.
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Figure 2.1: Higher order correction diagrams with gluons. Left: gluon loop. Right: fermion loop.

being bound into colour neutral states called hadrons (confinement). With increasing
momentum scale, a; becomes small until the parton is effectively observed in isolation, an
effect referred to as asymptotic freedom.

In perturbative QCD (pQCD) particle scattering cross sections are given as a power series
in ag. Quark and gluon loop diagrams, as for example shown in figure 2.1 start contributing
beyond leading order (LO). The calculation of such loop contributions means an integration
over all particle momenta p in the loop. In the limit p — oo ultraviolet (UV) divergences
occur which can be absorbed in the running of o, and the introduction of an arbitrary
dimensionless renormalisation scale pur. The requirement that every physical observable
has to be independent of the arbitrary choice? for u g, leads to an effective coupling constant
as(p%) with

o (1)
2 S\PR
—2 = [(as) - 2.1
R a/ﬁg ﬁ ( s) ( )
Here, the B-function has a perturbative expansion in «y describing the dependence of the
strong coupling on the renormalisation scale.
In the one loop approximation the strong coupling constant o, at the scale ur > Agcp
can be written as

1 1
o) = ————, b= -(33-2ny). (22)
W 7
b-In <A2 B )
QCD

Here ny indicates the number of quark flavours with mass below pr and Agep is the scale
at which «; gets large, such that the perturbative series in s no longer converges and
pQCD is not applicable anymore. If oy is known at some value ug, the effective coupling
can be obtained for any scale (eq. 2.2). Experimentally Agcp was found to be of the order
of ~ 200 MeV.

The ep collisions at HERA provide a good testing ground for pQCD. QCD calculations at
large momentum scales yield more reliable results as discussed above. In this analysis the
large momentum scale, referred to as the hard scale, is achieved through the production of
jets above a certain transverse energy threshold and through the study of heavy quarks.

2.2 Basics of Electron Proton Scattering

The generic electron-proton scattering process ep — [X is described by the exchange of
a single virtual gauge boson (v, Z or W) as illustrated in figure 2.2 a). An incoming

%In practice, ur has to be chosen close to the physical scales characterising the process under study.
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Figure 2.2: a) Electron-Proton scattering. b) Electron-Proton scattering in lowest order pertur-
bation theory using the parton model.

electron with 4-momentum k£ scatters off a proton with 4-momentum P. The final state
consists of the scattered lepton with 4-momentum k&’ and a hadronic system X, formed
by the scattered parton® and the proton remnant. Photon or Z exchange are also called
neutral currents (NC), ep — eX, whereas the exchange of a W boson is referred to as
charged current (CC), ep — v.X. For fixed beam energies, two variables are needed to
describe the kinematics of such a deep inelastic scattering (DIS) process. However, it is
customary to define several variables and then use those most convenient for a particular
problem. The main variables generally used are given below.

The squared centre-of-mass energy of the reaction is

s=(P+k)>. (2.3)

The negative squared 4-momentum transfer Q? of the electron to the proton is given by

Q*=—¢"=—(k— k). (2.4)
The inelasticity y, defined as
P-q
= 2.
y P . k ) ( 5)

describes the relative energy transfer at the electron-boson vertex in the proton rest frame.
The Bjorken scaling variable is given by

2
T = ¢ .
2P -q
When the struck parton is collinear to the proton (infinite momentum frame), the Bjorken
scaling variable x represents the fraction of the 4-momentum of the proton carried by the
struck parton (see figure 2.2 b)). Both z and y take values between zero and unity.
Neglecting particle masses, the above given quantities are related by

(2.6)

Q*=z-y-s. (2.7)

In the infinite momentum frame (P2 > m%) the proton can, to good approximation, be
described as a parallel stream of independent partons which carry a fraction §,; of the
longitudinal proton momentum, such that ¥;§,; = 1. Deep inelastic scattering processes

3Partons are the pointlike constituents (quarks and gluons) of the proton.
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are thus interpreted as elastic electron scattering from a single parton. The other partons,
which form the proton remnant, do not participate in the hard interaction and are referred
to as spectator partons. Due to the increasing strong force with increasing distances, the
individual partons in the proton are not directly visible, and the proton content can be
described by universal probabilistic parton densities. Since the partons in the proton have
been identified as quarks and gluons, for each quark flavour and the gluon parton density
functions (pdfs) exist which give the number density of finding a parton ¢ with a momentum
fraction &,.

In figure 2.2 a photon exchange process is used to demonstrate the HERA kinematics.
Neutral current Z boson exchange and charged current W boson exchange are also observed
at HERA. However, due to the high mass of these bosons, the photon exchange dominates
by far in the region of low Q2. In the following only the pure photon exchange is considered.
The differential NC cross section for the process e*p — e X is then given by [17]

d2 O.:I: 2

— d]ZQCZ = 2;54 [(1+ (1 — )2 Fy — y*Fy] . (2.8)
The fine structure constant is denoted as o and Fy(z,Q?) and Fi(z,Q?) are called pro-
ton structure functions, which parameterize the structure of the proton as probed by the
virtual photon. The contribution from Fy (z,Q?) is kinematically suppressed compared to
Fy(z,Q?) and can lead to sizeable effects only at very large inelasticities y, as Fy, is always
smaller than F5.

2.2.1 Factorisation and Parton Evolution

In a static model the proton is built only of the valence quarks u and d. In the naive Quark
Parton Model (QPM), taking quarks and antiquarks into account, F, depends only on x
and can be written as

B(a) =2 3 €(f2() + f2()). (2.9)

The sum runs over all quark flavours ¢; e, are the quark charges and the functions f§ ( fg )
contain the quark (anti-quark) densities in the proton.

Early experimental results on F5 were effectively in agreement with the so-called scaling
behaviour of F», i.e. no @Q*-dependence of F, was seen first in the accessible z-range.
Later, from the observation of scaling violations at lower x values, it was concluded that
also gluons and gluon splittings into pairs of quarks and anti-quarks have to be considered
for the successful description of the proton content.

The concept of proton parton densities is motivated theoretically by the factorisation theo-
rem, which separates the short distance part (hard subprocess) and the long distance part
(soft processes). Whereas the hard subprocess, describing the interaction of high energy
partons, can be calculated within pQCD, the soft (low energy) processes are not accessible
to perturbative calculations.

Within this framework, the proton structure function F5 can be written as a convolution
of perturbatively calculable coefficient functions C? and parton density functions (pdf)
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fi/p(€), which can be interpreted as the probability of finding a parton of type i carrying
a fraction & of the proton’s longitudinal momentum:

2
Req)=: Y [ac (L9 ZF o)) Fipléesdit). (210

1=q,4,9 R

Here, pup is the renormalisation scale (already discussed in section 2.1) which is used to
regulate the ultraviolet divergences coming from virtual corrections. These divergences
are then absorbed into the running of the strong coupling as (,u%). The regularisation has
to be done in a well defined way. The scheme most often used is the modified minimal
subtraction scheme (M S-scheme).

The other scale introduced by the factorisation procedure is the factorisation scale up.
The calculation of gluon radiation (¢ — ¢qg, ¢ — gg) and splittings (¢ — ¢g) in pQCD
gives rise to infrared divergent integrals, e.g. for collinear or soft gluon radiation. The
factorisation scale pp is an arbitrary cut-off parameter which separates the perturbative
and non-perturbative regions and the divergences are then absorbed in the parton density
functions. For instance gluon radiation at large transverse momenta is attributed to the
partonic cross section while gluon radiation at small transverse momenta is part of the
parton densities. If ur > Agep, reliable pQCD calculations are possible. Several fac-
torisation schemes exist. The most important are the M S-scheme and the deep inelastic
scattering scheme (DIS-scheme).

Based on the factorisation theorem, in the presence of a hard scale the ep cross section can
be decomposed as

Tep ™~ fz/p(é’/l%‘) ® a-ij(ga as(:u%%)qunuF) ® fz/'y(&’ynu%‘) ® D(Z) ) (211)

where 6;; denotes the cross section of the hard subprocess calculable in pQCD. Note,
that parton density functions are no physical observables in contrast to the cross sections
and structure functions. The parton density function of the photon f;/,(,, ,u%) and the
fragmentation function D(z), introduced in equation 2.11, will be discussed in sections
2.2.4 and 2.4, respectively.

Parton Evolution Models

The parton densities discussed above depend on the scale yr and cannot be calculated from
first principles in pQCD. Nonetheless, since the observable cross section must be indepen-
dent of the unphysical parameter ;1 r and ;5 is perturbatively calculable for different values
of up, the dependence of the parton densities on pp can be studied within pQCD. This
leads to the parton evolution equations which predict the evolution to any scale ur > pg
once f; /p(f, ug) is known at a starting scale pg. In practice the pdfs are determined by
a fit to the experimental Fy(z,Q?) data from HERA and fixed target experiments. The
relevant scale used in this procedure is p? = = Q2%

Although the concept of parton evolution is universal, in practical calculations approxi-
mations must be applied, leading to different parton evolution models, which are expected
to be valid only in certain regions of phase space. To obtain the evolution equations,
gluon radiation and gluon splitting processes must be considered, which can occur sev-
eral times. This can result e.g. in a gluon ladder, as shown in figure 2.3, formed from n
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Figure 2.3: Parton evolution diagram (left). Measurement of the proton structure function
Fy(z,Q?) as a function of Q2 at fixed values of = (right). Shown are the results from H1, ZEUS
and various fixed target experiments. The lines correspond to the QCD fits performed by H1 and
ZEUS.

gluon emissions from gluons with transverse momenta k;; and longitudinal momenta x;
with x; > x;11. The transverse momentum of the emitted gluons is denoted as p; ;, their
longitudinal momentum as z; and the radiation angle as ©;.

In this analysis, two different parton evolution models are considered, which differ mainly
in the kinematical ordering of the emission processes.

In the DGLAP approach [18] a strong ordering of the transverse momenta k;; is assumed,
ie.

Q< <k <k <<k, < Q2. (2.12)

The DGLAP evolution equations are integro-differential equations which consist of terms
where either a gluon is radiated from a parton or by considering a parton evolved from
a gluon in a pair production process. The solution of the DGLAP equation results in the
parton distributions as a function of x at any scale 2, provided that their x dependence
at the starting scale Q2 is known. The DGLAP approximation is expected to be valid in
the region where Q? is large and « is not too small.

The CCFM ansatz [19] is a more recent parton evolution model which is based on gluon
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emission only. According to the CCFM evolution equations, the gluon emission during the
initial cascade is only allowed in an angular ordered region of phase space. The maximum
allowed angle © is defined by the hard scattering producing the quark pairs (cf. figure 2.3).
The unintegrated parton density A(x4, k7, %) describes the probability of finding a parton
carrying the longitudinal momentum fraction z, and transverse momentum fraction k;
at the factorisation scale up. Since A(z,, k7, u%) explicitly depends on k; it is more
complicated than the parton density in the DGLAP picture which depends on z and Q2
only.

As the k; dependence of the parton densities is integrated out in the DGLAP approach it
is sometimes also called collinear factorisation whereas the CCFM approach incorporates
ki-factorisation. If k; factorisation is used, the partons entering the hard matrix element
are free to be off-shell, in contrast to the collinear approach in which all partons entering
the hard subprocess are on-shell.

Figure 2.3 illustrates that DGLAP fits based on next-to-leading order QCD very suc-
cessfully describe the HERA Fy(z,Q?) measurements down to the smallest accessible
x. However, for some exclusive processes in certain regions of phase space the need for
ki-factorisation may be necessary to fully describe the HERA data. Indications for the
need of ki-factorisation are discussed e.g. in a recent measurement of inclusive forward
jet production at low z [20]. Since in heavy quark production relatively small values of =
(1073 — 10~%) are reached, the study of heavy quark production and the comparison to
different QCD models incorporating both approaches might also give some insight into this
open question.

2.2.2 Proton Structure

The parton density functions of the proton are not physical observables but can be deter-
mined from fits to the measured F(z, @Q?) data. The quark densities are well known down
to very low x, while the gluon density has still uncertainties of the order 10 to 40% in this
region. In figure 2.4 a) the parton density of the proton as a function of x for a fixed Q>
is shown. Recent H1 and ZEUS fits are used to extract the quark and gluon densities. It
can be seen that the valence quarks v and d dominate at high x, whereas the gluons come
into play at lower x exceeding the quark contribution by far in the lowest x region. This
behaviour is correlated with the large scaling violations of Fy(x,Q?) observed at low x. In
the plot the gluon contribution is scaled down by a factor of 20.

A lot of pdf sets from different groups are available which are based on global fits to data
(primary inclusive DIS data). Mostly relevant in this analysis are the CTEQ [21] parton
distribution functions.

The CTEQ5M set is defined in the MS scheme, matched with NLO matrix elements in
the zero-quark-mass approximation for all active flavours, including charm and beauty.
CTEQASL is the corresponding LO set, appropriate for Monte Carlo programs. For the
study of heavy quark processes there exist some special parton sets from the CTEQ group.
The CTEQ5HQ is valid from the threshold region up to the asymptotic region (Q > mg),
but no interface for the NLO calculation program used in this analysis exists. Instead, the
CTEQASF 3 parton distribution set is used, which is a fixed-3-flavour scheme treating charm
and beauty quarks as heavy particles, not partons. The fixed-flavour-number scheme is
valid for charm and beauty production at energy scales not far above the threshold.
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Figure 2.4: a) Gluon and valence quark (u and d) density of the proton as obtained from recent
H1 and ZEUS fits. b) Gluon density of the proton as given by the CTEQ5F3, CTEQ6M, CTEQ5L
and MRST pdfs. The scale relevant in this analysis is given by p,> + m2Q =220 GeV?.

The MRST group [22] also provide different pdf sets. Likewise they use NLO evolution
equations in the MS scheme and differ from the CTEQ fits e.g. in their experimental
input. The MRST distributions are used in this work for the estimation of the systematic
uncertainty of the NLO calculation which is done with the CTEQS5F3 parameterisation.
Figure 2.4 b) illustrates the various gluon densities of the proton as a function of z, as

they are predicted by the different parametrisations for the scale relevant in this analysis.

2.2.3 Photoproduction and the Photon Flux

In the region of small Q? electron-proton scattering can be simplified by factorising the
radiation of a photon from the electron and the subsequent interaction of the photon with
the proton (vyp). This particular domain of electron-proton scattering is called photopro-
duction. Since the photon propagator gives rise to a factor 1/Q? in the inclusive NC
DIS cross section, photoproduction dominates ep—ross sections. In vp processes the elec-
tron radiates quasi-real (Q? < 1 GeVQ) photons with energy fractions y according to the
Weizsacker-Williams approximation. The variable y is now interpreted as the longitudinal
momentum fraction of the incoming electron taken by the photon. It is directly related to
the centre-of-mass energy W.,, of the photon proton system

2 2 2 o
Wo=@+P) =y s-—Q ~y-s, (2.13)

where P is the proton and ¢ the photon 4-momentum. The proton and electron mass is
here and in the following expressions neglected.

The hadronic cross section, e.g. for the photoproduction of jets, o.,—cx, factorises into
two contributions

Geprex = / Ay fy e () pex (1) (2.14)
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Figure 2.5: a) Direct and b) resolved photoproduction of jets in leading order.

where 0,_..x denotes the cross section for the scattering of a real photon from a proton
and f, . the photon flux. Using the Weizsécker-Williams approximation [23, 24|, which
neglects terms involving the longitudinal photon polarisation, the flux of photons with
energy fraction y and up to a virtuality Q2 . can be calculated via

max
a [14+(1—-y)? 2 1 1
) = g [P (G ) oy (- )] e
T ) min min max
2 _ mly

The fine structure constant is denoted as a and @Q is the kinematic lower limit.

The maximum photon virtuality @Q2,,, is given by the experimental conditions and is

related to the scattered electron’s energy E.; and angle 6,; via

min — 1—y

2 =2F.E,(1+cosby), (2.16)

max

with the energy of the incoming electron beam denoted as F..

2.2.4 Photon Structure

In figure 2.5 a) the electron-proton scattering process producing jets in the photoproduction
regime is illustrated. In QCD this process is understood by the hard interaction of real
photons with the partons inside the proton. Of main interest for this analysis are the
processes with at least two final state partons with large transverse momenta.

Two interaction classes have to be considered. If the photon interacts directly as a bare
photon with a parton of the proton, it is called direct photoproduction. Besides, it is
possible that the photon fluctuates in a gq state before the interaction, which is then called
resolved photoproduction. In resolved photoproduction usually two different contributions
are distinguished. In the first case the ¢¢ pair may form a vector meson which carries the
quantum numbers of the photon and it then interacts with the proton like a hadron. This
case is addressed by the Vector Meson Dominance Model (VDM). The VDM model gives
good agreement with low energy data but its contribution to this measurement at higher
energies is negligible.

The photon may also fluctuate into an unbound quark pair which is subject to gluon
radiation and gluon splitting. The photon then acts as a source of partons or - in other
words - the photon reveals a hadronic structure. Similar to the case of the proton (cf.
figure 2.5 b)), the calculation of the latter process can be approximated by ascribing parton
densities to the photon. Taking into account only the QED contributions, the probability
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Figure 2.6: Quark density of the photon (QED result).

fq/ of finding a quark within the photon carrying a momentum fraction z., of the initial
photon momentum can be written as

2
2 2 Q@ 9 2 pr (1 —ay)
Fapy (0 15) = €q - 5 (a5 + (1= 2,)°) In (W - (2.17)

The electric charge of the quark ¢ is e, and m, is the effective mass of a free quark.
The momentum fraction x, is defined as

P pj

P.q’

2y = (2.18)
where p; is the 4-momentum of the parton inside the photon. For direct processes f; ., (7, fi)
is given as the Dirac delta function §(1 — z). Summing over all colours n. and flavours
ny results in the photon structure function £

i) = 200 Y ey @)
Ne,ng
2
— 3nzf eq%xv (1’7 + (1 — xv) ) ln (W . (219)

Unlike the proton structure function FY, the quark charge contributes to the fourth power
in F). F) depends directly on the scale ,u?/ which can be interpreted as the virtuality of
the particle probing the photon fluctuations. In F¥ the scale enters only via the QCD
evolution equations.

In figure 2.6 the distribution of z - f,/, following equation 2.17 is shown. The scale is set
to ,u% =p? =220 GeV? for a comparison with the present analysis. For all quark flavours
T - fq/ increases with increasing z- and z, < 0.8. The contribution of the beauty quarks
(full line) is very small due to its large mass. The probability of finding a charm quark in
the photon, however, is much larger. Charm quarks even exceed the contribution of the
lighter d valence quark for a wide range of z., which is due to the larger quark charge
value.
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Figure 2.7: a) Measurement of the gluon distribution function of the photon from H1 [27] and
b) summary of F; measurements from [26].

QCD corrections have been calculated to the QED result [25]. They preserve the logarith-
mic dependence on ,u,zy and thus equation 2.17 still gives a qualitative comparison of the
difference of the various quark contributions to the photon structure. At very low (high)
values of =, however, the QCD corrections are not negligible anymore.

Photon quark densities have been determined mainly in e*e™ reactions. A nice review of
this topic can be found in [26]. The photon structure function F) has been investigated up
to very large scales, but the experimental uncertainties at high x, values and high scales
are still large.

The knowledge about the gluon content in the photon is still less obvious. The gluon
density can be calculated from the F, measurements only via the evolution model. As
an example figure 2.7 illustrates H1 measurements of the gluon distribution function of
the photon [27]. The two results, obtained from single particles and jets respectively, are
consistent. In contrast to the quark density function (figure 2.6) the gluon distribution
function rises towards small x, and is small at large x,. The presence of gluons at low
x gives rise to scaling violations as seen in figure 2.7 b) where measurements of F, are
summarized [26]. However, the scaling violations are much less pronounced than in the
proton case, meaning that there are only few gluons in the photon and the resolved photon
consists mostly of quarks.

In the figure the data are compared to different theoretical parametrisations of the photon
structure. Some of them, which are important for this work, will be briefly described
below. The experimental uncertainties seen in figure 2.7 a) are large and the theoretical
predictions can not be distinguished. Nevertheless, the measurement from ep collisions
confirms the universality of the parton distribution functions of the photon as determined
in ete™ reactions.

Many parton distribution functions exist for photons in leading and next-to-leading order
which are constructed in a way similar to the parton distribution functions of the proton.
They differ in the assumptions made about the starting scale Q3, the input distributions
assumed at this scale and in the amount of data used in fitting their parameters.
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The photon pdfs which are important for this analysis are:

GRV The parton distributions from Gliick, Reya and Vogt [28] use a hadron like
starting contribution based on VMD arguments, by applying the parton distri-
bution functions of the pion. The point-like contribution is chosen to vanish
at Q* = Q% and for larger Q? it is generated dynamically using the photon
evolution equations. The charm and beauty quarks are included via the Bethe-
Heitler formula with masses m. = 1.5 GeV and my = 4.5 GeV. At high values of
W they are treated as massless quarks in the evolution. The pdfs are available
in LO starting at Q2 = 0.30 GeV? (GRV-LO) and NLO with a starting scale of
Q% = 0.25GeV? (GRV-HO).

SaS The parton distributions from Schuler and Sjostrand [29] use the same basic
approach as the GRV distributions but in addition relate the input distribu-
tion functions to the measured photon-proton cross section. Two sets exist
which differ in the starting scale, SaS1 using Q3 = 0.36 GeV? and SaS2 using
Q=4 GeV? and in the amount of the VMD contribution. For the SaS1 distri-
butions which are used in this analysis only the shape of the VMD distribution
is fitted to the data of the photon structure function. As in GRV the massless
evolution equations for light quarks are used and the Bethe-Heitler formula for
contributions of charm and beauty quarks, here with the masses m. = 1.3 GeV
and my = 4.6 GeV.

The parton distribution used in this work is the SaS1D parton distribution, calculated in
the DIS, scheme. In the kinematic range of this measurement, the differences when using
the GRV-LO parton distributions have been found to be small (< 3%).

2.3 Heavy Quark Production

All aspects discussed up to this point are relevant for ep scattering processes irrespective
of the actual final state configuration. From now on the discussion focuses on issues
characteristic for the production of heavy quarks.

While the light u, d and s quarks have masses below the Agcp parameter, the masses
of the heavy quarks are already high enough to serve as a hard scale for perturbative
calculations. This feature sets heavy flavour production apart from other processes. At
HERA heavy flavour physics means the production of ¢ and b quarks since the ¢ (top)
quark is out of reach due to its very large mass.

The intrinsic hard scale set by the heavy quark mass can lead to complications in the
theoretical calculations since in certain configurations more than one hard scale might be
present. In the case of the analysis presented here the transverse momentum of the quarks
is always larger than two times the beauty quark mass, thus the hard scale p is already
given by the event selection. There might be other hard scales present, like e.g. the photon
virtuality p? = Q2. Due to the presence of multiple scales heavy quarks cannot be treated
for all energies in the same way.

Different ways of organizing the perturbative calculation are necessary, depending on the
relative magnitudes of mg and pu. Two standard approaches exist which reduce the two
scale problem to an effective and hence approximate one scale problem. In the massless
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Figure 2.8: Heavy quark production processes in LO QCD: a) direct process (BGF) and b)-e)
resolved processes. Heavy flavour excitation is shown in figures c)-e).

parton model approach all quark masses are set to zero as soon as the typical energy scale
i is above the mass threshold mg. Contrary, in the massive heavy quark approach the
quark is always treated as a heavy particle and not as a parton. The heavy quark masses
are explicitly taken into account as a parameter.

In the following sections the heavy quark production mechanism is introduced within the
massive scheme. More details on the calculation schemes are discussed in section 2.5.1, in
which the NLO calculation program is outlined.

Direct Photon Processes

In leading order, i.e. O(aqy), the dominant contribution to the heavy quark production
cross section arises from boson-gluon fusion (BGF), where a photon emitted from the
incoming electron and a gluon coming from the proton form a heavy quark (QQ) pair
(figure 2.8 a)). According to [30] the cross section can be written as

e oo 14+
opar(8,mp) = QT (242w —w?)In (ﬁ) —2x(1+ x)] : (2.20)

Equation 2.20 holds for the massive approach, i.e. the ¢ and b quarks are treated as heavy
particles. The centre-of-mass energy $ of the heavy quark pair is defined as § = (pg + pQ)2
and w and x are given by w = 4m2Q /8 and x = /1 — w respectively. The beauty cross
section is heavily suppressed with respect to the charm cross section by the factor e2Q /8,
due to the relatively larger mass and the smaller charge of the b quark.

In the massless limit, i.e. (m., mp) — 0, the charm cross section is expected to be only a
factor of four larger than the beauty cross section for the BGF process.

Resolved Photon Processes

In addition to the direct component, resolved photon processes (cf. section 2.2.4) may
have a sizeable contribution to the photoproduction cross section. Some of the diagrams
contributing in LO QCD are shown in figures 2.8 b)-e). In the hadron-like resolved process a
gluon or a light quark out of the photon interacts with a parton of the proton (figure 2.8 b).
In other photon resolved processes the heavy quark comes directly out of the hadronic
fluctuation of the photon (figures 2.8 c-e). These are summarised under the term heavy
quark excitation.

In LO QCD models a successful description of the data is obtained when the resolved
components are taken into account. For light quark photoproduction [1] the resolved
component has been found to be dominant and there is also strong experimental indication
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Figure 2.9: Some of the NLO corrections to the BGF process in the massive scheme. a)-d) Gluon
radiation, e)-h) virtual corrections.

for a significant resolved contribution to charm production [9]. In the case of beauty
production the situation has not been clarified yet.

Note, that the separation of the direct and resolved components is only unambiguous in
the LO picture.

NLO contributions

Perturbative calculations of heavy quark production are available up to NLO. NLO correc-
tions account for the presence of hard parton emissions and the contribution to the total
rates is expected to be significant. Some of the contributing graphs within the massive
scheme are shown in figure 2.9. Due to gluon emissions and virtual corrections, ultraviolet,
infrared and collinear singularities appear. Renormalisation of charge and mass remove the
ultraviolet divergences. The infrared divergences cancel with loop contributions and the
collinear divergences are absorbed in fragmentation functions and pdfs [31]. As a conse-
quence the cross section depends directly on the renormalisation and factorisation scale ugr
and pp, respectively. At NLO there is no unique distinction between direct and resolved
processes, only their sum has a meaningful physical interpretation. Besides, there are am-
biguities between diagrams in LO and NLO. The diagrams in figure 2.9 d) and figure 2.8 ¢)
describe effectively the same process, meaning that heavy flavour excitation is in principle
a contribution at NLO.

Finally a word on the possible production of charm and beauty in the fragmentation process
via gluon splitting ¢ — QQ. At HERA this process is very rare since it is of the order
O(aa?) and thus heavily suppressed compared to the BGF process. Its contribution to
charm quark production has been estimated by H1 and is approximately 2% [32]. Due
to the larger mass of the b quark compared to the ¢ quark, the contribution to beauty
production should be even smaller. But e.g. for the LHC the gluon splitting into a heavy
quark pair (gg — gQQ) is an important contribution to heavy flavour production since
the cross section of gg — gg is much larger than for the process gg — QQ (see also section
3.2.2).
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2.4 Heavy Quark Fragmentation

Due to colour confinement, a measurement of free ¢ and b quarks can not be performed
directly. Instead, the strongly interacting outgoing partons are visible as colour neutral
hadrons resulting from parton hadronisation, also referred to as fragmentation. Since
at large distances the strong coupling constant rises strongly spoiling the perturbative
calculations, phenomenological models are used to describe the fragmentation process.

In the factorisation ansatz (cf. eq. 2.11), the fragmentation process is treated to be
independent of the hard scattering process. For the charm case this assumption has been
tested by a recent H1 measurement [33] in which the fragmentation function of charm
quarks into D**-mesons has been measured and has been shown to agree with results
coming from ete™ experiments, thus proving the universality of the fragmentation process.
For heavy quarks a perturbative treatment of the fragmentation is partially possible and
calculations are available in leading and next-to-leading order [34]. The probability Dg
to produce a hadron A from the original heavy quark @ can be split into short and long
distance parts, as

1
Dg(z,,up) = / Do (z, pr) - DI (z/z) - dx . (2.21)

Starting with a heavy quark produced at the scale pupr the perturbative fragmentation
function Dg(x, up) describes its evolution to a quark on mass shell via subsequent gluon
emissions. The dependence of Dg(z, ur) on the scale 1y can be described by the DGLAP
evolution equations. This has inspired the model of parton showers which is used to
simulate the parton evolution on a statistical basis in Monte Carlo programs. A parton
shower develops through successive parton splittings until the partons reach a scale where
the perturbative treatment becomes unreliable (= 1 GeV).

The transition from the quarks on mass shell to hadrons, D!(z/z), do not follow from first
principles and must be modelled phenomenologically. Two approaches, the independent
and the string fragmentation are relevant for the analysis presented here.

As the name suggests, in the model of independent fragmentation all outgoing partons
hadronise independently. The transition probability from a parton ¢ to a hadron h carrying
a fraction z of the parton’s longitudinal momentum is given by fragmentation functions
Dlh(z) To create e.g. a bound meson (g, the light quark is taken from a ¢g pair created
out of the vacuum with the remaining quark continuing the hadronisation process until the
available energy is used up. The hadron’s transverse momentum distribution with respect
to the original quark is assumed to be Gaussian. The Peterson fragmentation function [35]

1/z
(1-1/z - /(1 - 2))?

realises independent fragmentation and is widely used in HERA heavy flavour analyses.
The free parameter eg has to be determined experimentally and its value differs according
to the perturbative treatment applied. At NLO additional gluon radiation has to be
considered and thus eg LO ig effectively smaller than eéo. Comparing charm and beauty, the
experimental results suggest significantly lower e values for b quarks. The fragmentation

is harder for b quarks, meaning that DJ(z) peaks at higher 2 values than D!(z). This can

Dly(2) ~ (2.22)
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be understood by the larger mass of the b quark which make it easier for the b quark to
carry the light quarks away, leading to larger momentum fractions z of the hadron.

In an alternative hadronisation model, the string fragmentation, confinement is imple-
mented by stretching colour flux tubes (strings) between ¢¢ pairs. The strings represent a
linear confinement potential, Fying = £+ Ax, with string tension constant x and Az being
the distance between the color charges. & is of the order of 1GeV/fm. When the quarks
move apart, the potential energy in the flux tube increases until at a specific threshold
is reached. The string breaks up producing a new ¢q pair out of the vacuum. Since the
creation follows the selection rule ui@ : dd : s5:cé~ 1:1:0.3: 107!, the creation of
heavy quarks through fragmentation is highly suppressed. The gluons are involved in this
model as kinks in the colour string. The string splitting processes proceed until the quarks
are on their mass shells. Adjacent quarks are then combined to colorless mesons. These
are the constituents of the hadronic final state.

Alternatively to the Peterson fragmentation the Lund string fragmentation which incor-
porates string fragmentation with the Lund fragmentation function [36] is used in this
analysis within the framework of Monte Carlo event generators.

But while the Lund string model provides a description of the full hadronic final state, the
Peterson model is only applicable for independent heavy quark fragmentation. Thus, in
Monte Carlo generator programs Peterson fragmentation for heavy quarks can be optionally
added to the Lund string fragmentation which then deals with the light quarks only.

2.5 QCD Calculations

Perturbative QCD calculations of charm and beauty production are available up to NLO.
The QCD predictions of these calculations will be compared to the measured photoproduc-
tion cross sections. In the following, two different types of calculations will be discussed:
Monte Carlo event generators and cross section integration programs. The Monte Carlo
programs provide an event-by-event prediction for the complete hadronic final state. This
is generally needed to study details of the event topology and detector effects which is
beyond the scope of the pure cross section integration programs. The latter have the ad-
vantage that they are available in NLO, whilst in Monte Carlo programs the hard matrix
element is usually calculated in LO which is then supplemented with parton showers to ap-
proximate higher order contributions. At NLO the different diagrams can produce negative
contributions to the cross section which makes it difficult to implement NLO calculations
in full hadron level Monte Carlo event generators. Since recently there exists also a Monte
Carlo program which matches NLO matrix elements with parton showers (MC@QNLO [37])
but this is presently only available for comparisons with pp/pp data (cf. section 3.2.2).

2.5.1 NLO QCD Calculations

In the literature different approaches of perturbative QCD calculations of heavy quark
production at NLO are presently discussed. They are motivated by the more complicated
situation introduced by the hard scale set by the heavy quark mass in addition to the
already present scales like p; or Q2. In the perturbative calculation the multi-scale problem
is treated in different ways, according to the relative magnitudes of the present scales.
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In the massive or fixed-flavour-number-scheme (FFNS) only light quarks and gluons are
considered as active partons in the proton or the (resolved) photon. Heavy quarks are pro-
duced via the BGF mechanism. In the perturbative expansion of the hard scattering cross
section all terms up to O(a?) are taken into account. Some of the diagrams corresponding
to heavy flavour production in the massive scheme are shown in figure 2.9. The massive
approach is reliable near threshold, i.e. if the transverse momentum of the heavy quark is
less than or similar to its mass. In the other case, if p; > mg, the FFNS approach be-
comes unreliable because terms of the form log™(p?/ m2Q) occur at any order n, accounting
for collinear gluon emissions and gluon or photon splittings into a heavy quark pair and
spoiling the convergence of the perturbative expansion. The uncertainty of the 3-flavour
calculation is expected to grow as p;/mg becomes large.

In resummed calculations, the contributions from collinear gluon emissions and gluon or
photon splittings are included also beyond O(a?). This is achieved by absorbing the
singularities into fragmentation functions and pdfs. As this requires setting the quark
masses to zero, this approach is called the massless or zero-mass-variable-flavour-number-
scheme (ZM-VFNS). Thus in the ZM-VFNS heavy quarks are considered as active partons
in the proton and the photon.

For the sake of a comparison of the best theory knowledge with the experimental data a
combination of both schemes is desirable. FONLL [38] is a full massive NLO calculation
matched with an additional resummation of the logarithms of (p /mg,) with next-to-leading
logarithmic accuracy (NLL). Thus, in this approach the calculation at low momenta is
effectively performed in the massive scheme and at large momenta in the massless scheme.
However, the theory predictions based on the FONLL approach are relatively new and
presently unavailable for H1 data.

FMNR

In the present analysis QCD calculations to next-to-leading order are performed using
the program FMNR [39]. A comprehensive discussion of the FMNR program and its
application to ep processes can be found in [40]. FMNR implements the calculation at
fixed order in the massive scheme. The predictions from FMNR are therefore expected to
be valid in the lower p; region. FMNR provides weighted parton level events with two or
three outgoing partons, i.e.the heavy quark antiquark pair and possibly a third parton.
Values of 1.5 and 4.75 GeV are chosen for the ¢ and b quark masses respectively. The
renormalisation and factorisation scales are set to the transverse masses

me = \/m2 + o (2.23)

where piqq is the average of the squared transverse momenta of the heavy quark and
anti-quark®.

The CTEQ5F3 parameterisation [21] is chosen for the parton distribution functions in
the proton. Contributions from processes with resolved photons are calculated using the

“Recent H1 charm measurements at lower transverse momenta use pr = 2m; to ensure a large enough
scale. In the transverse momentum range considered in this analysis the difference is small as figures 2.10
c) and 2.11 c) suggest.
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Figure 2.10: Results of the NLO calculations using the FMNR program for charm quarks as a
function of p/**. a) Differential charm dijet cross section and the relative effect of varying b) the

charm quark mass m,, c) the factorisation scale ur and d) the renormalisation scale pg.

GRV-G HO distributions of partons in the photon [41|. Note, that for the resolved calcu-
lation in FMNR the photon density has to be convoluted with the photon flux from the
electron for the specific range of the inelasticity y [42] °.

The results of the NLO calculation as a function of the transverse momentum of the leading
jet are shown in figures 2.10 and 2.11. The calculations are performed in the visible range
of this measurement (cf. equation 5.7). For both charm and beauty the contributions
from resolved processes in the NLO predictions are found to be small (< 3%). In addition
the effect of the variations of the heavy quark masses and of the renormalisation and
factorisation scales by factors of one half and two are visualised. The uncertainty applied
to the heavy quark masses has only a minor effect on the cross section in the kinematic
region of the measurement (p; > m;) leading to cross section changes of maximal +9%
for charm and +4% for beauty.

A larger factorisation scale up leads to increasing parton densities and therefore generally
increases the cross section. The effect of this variation however is also seen to be small,
i.e. of the same order of magnitude as the quark mass variations. The variation of the

5For the resolved calculation of e.g. do/dx~ the information about ¥ is needed and thus its calculation
must be performed in vp mode at a photon-proton centre-of-mass energy corresponding to a fixed value
of y = W2,/s. The result is then multiplied with the integrated photon flux of a small range around the
fixed y.

5The jet is reconstructed using the k. jet algorithm (discussed in section 4.7) to the two or three outgoing
partons.
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Figure 2.11: Results of the NLO calculations using the FMNR program for beauty quarks as a
function of pﬁetl. a) Differential beauty dijet cross section and the relative effect of varying b) the
beauty quark mass m;, c) the factorisation scale ur and d) the renormalisation scale ug.

renormalisation scale pur has the largest influence on the result. Differences of up to
30—35% for charm and 20—30% for beauty are observed in certain bins of the measurement.
This indicates the need for higher order contributions. With a larger ur, as(ur) gets
smaller, leading to a decreased cross section.

Theoretical uncertainties of the NLO calculation are estimated by independent variations
of ugr, pr and the quark masses and the maximal changes to the cross section predictions
are adopted as systematic errors. The cross section variations when using other proton
structure functions such as CTEQ6M [43], MRSG or MRST1 [22] are less than 8% in
all regions of the measurement. The latter uncertainty is added in quadrature to the
uncertainties from the scales and the quark mass.

2.5.2 LO Monte Carlo Event Generators

Taking the BGF process as an example the elements of a Monte Carlo event generator are
sketched in figure 2.12. The starting point is the hard partonic subprocess described by a
matrix element (ME), which is calculated using perturbation theory. Initial and final state
parton showers (PS) simulate QCD radiation down to a cut-off scale. After the cut-off
the hadronisation process starts, in which the coloured partons coalesce into colourless
hadrons. Within the Monte Carlo programs used in this analysis, the last two steps are
implemented via the JETSET program [44].

Beauty and charm production events are simulated for this analysis using the PyTHIA
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hadrons

Figure 2.12: Schematic view of the subsequent steps of an event generator: matrix element (ME),
parton shower (PS) and hadronisation.

[44] and CASCADE [45] Monte Carlo generators. The cross section predictions of PYTHIA
version 6.1 and CASCADE version 1.2010 will be compared to the measurement. The two
Monte Carlo generators differ significantly in the underlying QCD treatment. Whereas
PYTHIA computes the on-shell matrix element and the initial state parton shower in
collinear factorisation, i.e. using the DGLAP evolution equations, CASCADE contains an
implementation of the CCFM evolution equation based on k; factorisation using off-shell
matrix elements (see also section 2.2.1).

PYTHIA is run in an inclusive mode (MSTP(14)=30) in which direct and resolved photon
processes, including heavy quark excitation, are generated using massless matrix elements
for all quark flavours. In the visible range of this measurement the cross section of the
resolved process with a gluon from the photon is less than 2%. In contrast, the excitation
processes contribute up to ~ 52% and ~ 43% to the visible photoproduction cross section
for charm and beauty, respectively. The CTEQ5L [21] parton densities are used for the
proton and those of SaS1D [46] for the photon. The charm and beauty quark masses
are set to 1.5 and 4.75 GeV respectively, and the fragmentation is modelled by the Lund
string model, using the Peterson function for the longitudinal fragmentation of beauty
and charm quarks. In order to study the systematic uncertainty resulting from the chosen
fragmentation model, additional PYTHIA Monte Carlo samples are generated using the
Lund fragmentation also for heavy quarks.

Multiple interactions between the proton and the resolved photon are incorporated in
PyTHIA by adding additional interactions between spectator partons within the same
event. The perturbative parton-parton scattering must be extended to the low transverse
momentum region to calculate these processes.

In CASCADE the process 7g — c¢ or bb is implemented using off-shell matrix elements
convoluted with k; unintegrated parton distributions in the proton. In contrast to the
standard parton density the unintegrated gluon density explicitly depends on the transverse
momentum k; of the parton. Although only the direct BGF process is taken into account,
some effects of heavy quark excitation processes are indirectly included by this procedure.
In this analysis the parametrisation A0 [47] is used for the parton distributions and the
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PyTHIA (LO) | CAscADE (LO) FMNR (NL(_)) ]
central ‘ variations
Proton pdf CTEQ5L A0 CTEQ5F3 | CTEQ6M, MRSG
Photon pdf SaS1D - GRV-G HO
me | GeV 1.5 1.5 1.5 14-1.6
my | GeV 4.75 4.75 4.75 4.5-5.0
UR my 4m3 + p?(qq) mye (1/2 — 2)my
153 my 5+ Q7 my (1/2 = 2)my
Peterson ¢, 0.058 - -
€p 0.0069 - -

Table 2.1: Overview of settings used in the QCD calculations. The heavy quark mass is denoted as
my, p7(qq) is the average of the transverse momenta of the two heavy quarks, § is the centre-of-mass
energy squared and @) is the transverse momentum of the heavy quark.

same mass parameters as used in PYTHIA. The final state parton showers, the treatment
of the proton remnant and the hadronisation are adopted from JETSET being part of the
PyTHIA program. Multiple interactions are not treated in CASCADE.

An overview of the settings used in the QCD calculations is given in table 2.1.

A DJANGO 6.2 [48] Monte Carlo sample is used in this analysis in order to estimate the NC
DIS background for the dijet measurement. This sample covers the low Q? region and is
also exploited to study the trigger efficiency. In addition a high Q% DJANGO Monte Carlo
sample (Q? > 100 GeV?) is used to cross check the hadronic calibration.

2.6 Properties of Heavy Hadrons

Due to the differences in quark masses, charm- and beauty-flavoured hadrons are consider-
ably heavier than hadrons composed only of the light quarks u, d and s. The light meson 7°
with a mass of m,o = 0.135GeV has to be compared with e.g. the D° charm meson with
a mass of mpo = 1.865GeV and the B? beauty meson with a mass of mpgo = 5.28 GeV.

quark mass lifetime decay length branching fraction
content | mqg / MeV T/ ps ct /[ pm | fle(b) — D(B), Acp))

DY cu 1864.6 + 1.0 | 0.4103 £ 0.0015 123 0.549 £+ 0.026
DT cd 1869.4 0.5 | 1.040 £ 0.007 312 0.232 £0.018
Df cs 1968.3 £ 0.5 | 0.490 £ 0.009 147 0.101 £ 0.027
AF cud | 2284.94+0.6 | 0.200 £ 0.006 60 0.086

B bd 5279.4 £ 0.5 1.536 £ 0.014 460 0.397 £ 0.010
BT bu 5279.0 £0.5 | 1.671+0.018 501 0.397 £0.010
BSO bs 5369.6 £2.4 | 1.461 &+ 0.057 438 0.107 £ 0.011
AY bdu 5624.0 £9.0 | 1.229 4+ 0.080 368 0.099 £ 0.017

Table 2.2: Properties of D- and B-hadrons [49].
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Figure 2.13: Branching ratios and lifetimes of charm and beauty hadrons. The properties have
been calculated using the PYTHIA Monte Carlo simulation.

Charmed hadrons are the D*, D and D} mesons and the A. baryon. The corresponding
beauty hadrons are B*, B, B} and A;. The spin excited states are written as e.g. D*.
The second characteristic property of heavy hadrons is their long lifetime. While charm
mesons have lifetimes of (0.4-1) ps, the lifetimes of beauty mesons are of the order of 1.6
ps. The masses, mean lifetimes and branching ratios of charm and beauty hadrons can
not be predicted accurately from theory and are therefore measured experimentally (table
2.2).

The different lifetimes of the weak decays are driven by the different sizes of the Cabbibo-
Kobayashi-Maskawa (CKM) matrix elements |Vj;| corresponding to the dominant decays
b— cW™ and ¢ — sWT (|Va| = 0.0412 £ 0.0020, |Ves| = 0.224 + 0.016).

The decay length ¢ is related to the lifetime c7 via

K:ﬂfy-CT:p—Q-CT, (2.24)
mq

where pg, mg and (v are the heavy particle’s momentum, mass and boost factor respec-
tively. The probability for an unstable particle to decay at some distance L between the
QQ production vertex and the point of the subsequent hadron’s decay is given by

P(L) =1 — exp (%) . (2.25)

Taking into account the production branching fractions f(c — C,A.) and f(b — B, Ap)
the mean weighted decay lengths of charm and beauty hadrons is 155 um and 466 pm

x10
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respectively. Since the average boost $y at HERA is about 0.7 at low @2, the average
observed decay length is only 108 ym for charm and 326 um for beauty.

In consequence, a lifetime based tag of c- or b-flavoured hadrons and their separation from
the light quark background should be feasible if the production and decay vertices are
known with a precision ~ 100 pm.

Figure 2.13 shows the branching ratios and lifetimes of charm and beauty hadrons as
obtained with the PYTHIA Monte Carlo program. The simulated branching ratios of the
Monte Carlo program are in good agreement with the world average values taken from [49].
Similarly, the calculated mean lifetimes computed from the exponential lifetime spectra
reproduce nicely the world average values.



CHAPTER 3

THE EXPERIMENT

The analysis presented in this thesis is based on positron-proton (ep) collision data recorded
by the H1 experiment. H1 is one of the general purpose detectors which study such ep
collisions at the Hadron Electron Ring Accelerator (HERA) at the Deutsches Elektronen
Synchrotron laboratory (DESY), located in Hamburg, Germany.

The H1 detector is described in detail in [50]. In the first part of this chapter only its
components of main interest for the present measurement are introduced. In the second
part the experimental status of heavy quark production at HERA and other colliders is
briefly reviewed.

3.1 The H1 Detector at HERA

At HERA positrons (or electrons) collide with protons at energies of 27.6 GeV and 920 GeV
respectively, yielding a centre-of-mass energy of /s ~ 319 GeV. The particle beams are
stored in bunches with a time distance of 96 ns, corresponding to a 10.4 MHz collision
rate.

Note, that in a lively and creative high energy physics experiment the detector can undergo
several steps of modifications with respect to its original design. In the following the
discussion of the detector components refers to its status in the years 1999-2000.

The H1 detector measures roughly 12m x 10m x 15m and weighs approximately 2800 tons.
A schematic side-view of the H1 detector is given in figure 3.1. The asymmetric arrange-
ment of the components along the beam axis is due to the large difference of the HERA
beam energies resulting in a large boost of the final state particles along the direction of
the incoming proton. Charged particles emerging from the interaction region are measured
by the tracking detectors. The calorimeters surround the tracking chambers and measure
energy deposits of charged and neutral particles. The instrumented iron return yoke of the
solenoidal magnet encloses the calorimeters.

Coordinate System

Points within the detector are usually defined using the Cartesian coordinates (z,y, z) with
respect to the origin, i.e. the nominal interaction point. The direction of the proton beam,
also referred to as the forward direction, defines the z-axis, the y direction is vertically

26
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Figure 3.1: Schematic longitudinal section of the H1 detector. Only the most important compo-
nents used in this analysis are shown. The H1 coordinate system is shown on the right.

upwards and z points horizontally to the centre of the storage rings. Angles are described
with a spherical coordinate system (r,0,¢), such that the azimuthal angle ¢ lies in the
zy-plane and the polar angle 0 is measured from the z-axis as depicted in figure 3.1.

Luminosity

The accurate determination of the luminosity is essential for accurate cross section mea-
surements. The luminosity is measured using the Bethe-Heitler bremsstrahlung process
(ep — epy), for which the cross section is precisely known from QED. The scattered
positron as well as the outgoing photon are measured with special detectors situated in the
backward direction: the Electron Tagger at z = —33.4m and the Photon Detector (PD)
at z = —103 m respectively. The integrated luminosities are measured with a precision of
better than 1.5%.

3.1.1 Central Tracking Detectors

Charged particles emerging from the interaction region are measured by the central tracking
detector (CTD) in the pseudo-rapidity range —1.74 < n < 1.74!. The CTD consists of two
large cylindrical central jet drift chambers (CJCs), two z-chambers (CIZ/COZ) and two
multi-wire proportional chambers (CIP/COP) arranged concentrically around the beam-
line within a solenoidal magnetic field of 1.15 T. A radial view of the CTD without CIP
and COP is shown in figure 3.2. The CTD provides triggering information based on track
segments in the r¢plane from the CJC and the z-position of the vertex from the multi-wire
proportional chambers.

!The pseudo-rapidity n of an object with polar angle 6 is given by n = —In tan(0/2).
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Figure 3.2: Radial view of the central tracking system (section).

Central Jet Chamber

The CJCs are the backbone of the track reconstruction in the central region. Two cylin-
drical, coaxial volumes (CJC1 and CJC2), with sense wires strung parallel to the z-axis,
measure charged particles with a single hit resolution in the r¢-plane of a%] ¢ ~ 140 ym
and a transverse momentum resolution of ¢/ (p;)/p; = 0.01 - p;/ GeV. The intrinsic hit
resolution in z is significantly worse (> 22 mm) than in the transverse plane. An improved z
measurement is provided by including information from the two thin drift chambers (CIZ
and COZ). More information on the CJC, including details of the track reconstruction

procedure can be found e.g. in [51].

Central Silicon Tracker

Tracks reconstructed with the CJC are linked with hits in the Central Silicon Tracking
detector (CST) [52], which consists of two cylindrical layers of silicon strip sensors, sur-
rounding the beam pipe at radii of R = 57.5 mm and R = 97 mm from the beam axis. Its
active length of 356 mm in the z-direction covers polar angles in the range 30° < 6 < 150°.

The two layers are composed of 12 (inner layer) and 20 (outer layer) slightly overlapping
ladders, each containing two identical half ladders of 221 mm length and 34 mm width.
FEach half ladder consists of three silicon sensors and a hybrid structure carrying the readout
electronics (see figure 3.3).

The silicon sensors are double-sided having on the outer face (p-side) 1280 p*-acceptor
strip implants positioned parallel to the z-axis with a pitch of 25 ym. Only every second
strip is readout, providing a single hit resolution in the r¢-plane of O'%ST = 12 um. On the
opposite side (n-side) n"-donator strip implants of 88 um pitch are oriented perpendicular
to the z-axis. Every n-side strip is read out determining the z coordinate with a single hit

resolution of 0¢57 = 25 ym.
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Figure 3.3: CST half ladders: p-side (left) and n-side (right).

Hit Finding

The hit finding algorithm is described in [53]. Charged particles crossing the CST produce
pairs of positive and negative charge carriers leading to signals which are read out by the
silicon strips. In a first step neighboring strips with a signal above noise threshold define
a cluster. The centre-of-gravity of the cluster then determines the hit position. This is
done independently for the p- and n-side. In a second step the association of p- and n-side
clusters results in three dimensional space points.

The total signal-to-noise ratio of a cluster must exceed five (four) on the p-side (n-side).
On the n-side an additional metal layer is needed for the readout which deteriorates the
signal-to-noise ratio by a factor of two compared to the p-side (cf. figure 3.4).

The average hit efficiencies are 97 (92)% in r¢ (2).

More details on the CST detector design, readout and reconstruction can be found in
[52,53].

3.1.2 Calorimetry

The H1 detector contains four separate calorimetric units with different angular accep-
tances. Important for this analysis are the Liquid Argon (LAr) Calorimeter and the
Spaghetti Calorimeter (SpaCal).

The Liquid Argon Calorimeter

The LAr calorimeter surrounds the tracking chambers and covers the range —1.5 < n < 3.4.
It consists of two sections, both contained in a single liquid argon cryostat. The inner
electromagnetic (EM) region with high granularity and lead absorber plates is optimised
for the detection of electrons and photons. In the outer part, the hadronic (HAD) section,
the cells are larger and the absorber material is stainless steel. It is designed for the
measurements of hadronic energy deposits. The LAr calorimeter is a non-compensating
calorimeter, i.e. its response to electrons and hadrons is not equal: the average energy
deposit of hadrons is ~ 30% smaller than in the case of electrons with the same initial
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Figure 3.4: Signal-to-noise ratio for the p-side (left) and n-side (right). The dashed line marks
the cut made in the hit finding algorithm.

energy. In the energy reconstruction this behaviour is considered by a suitable signal
weighting procedure. The achieved energy resolution of the LAr calorimeter for electrons

isopy/(E)/E ~0.12/y/E/GeV®0.01 and for pions oyap(E)/E ~ 0.5/\/E/ GeV ©0.02.
More information about the LAr calorimeter can be found in [54].

The Spaghetti Calorimeter

The backward region (—4.0 < n < —1.4) is covered by a lead—scintillating fibre calorimeter
(SpaCal [55]), also with electromagnetic and hadronic sections. Energies are measured with

oem(E)/E ~0.08//E/GeV&®0.01 and ogap(E)/E ~ 0.3/1/E/ GeV &0.07 respectively.

The electromagnetic section of the LAr calorimeter and the SpaCal is used in this analysis
as a veto against DIS events. As described in section 5.2 events are selected with no scat-
tered electron reconstructed in the LAr calorimeter or SpaCal. Thus the upper bound on
Q? is defined by the lower acceptance limit (6 < 177.8°) of the SpaCal to be Q* < 1 GeV?.

3.1.3 H1 Trigger System

The main objective of the trigger system is to give a fast decision for the acquisition of
interesting ep events while sorting out background events. Background sources are mainly
due to reactions of the protons, e.g. interaction of the proton beam with gas in the beam
pipe (beam-gas) or with material of the beam pipe (beam-wall) or beam halo muons and
muons emerging from cosmic radiation. Typical background rates are of the order of
1 kHz, while the electron and proton bunches collide at the interaction region with a rate
of 10.4 MHz. With the help of the multi-level H1 Trigger System this input rate is reduced
to about 10 Hz that then is written to tape for the offline analysis.

The H1 Trigger System is divided into four levels (L1-L4) of which only L1-L2 and L4 are
operational in the data taken period considered here. L1 and L2 are phase locked to the
HERA accelerator clock of 10.4 MHz.

The L1 trigger system provides a trigger decision after 2 us without causing dead time.
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The trigger decision is based on information provided by various subsystems (trigger ele-
ments, TEs). The LAr calorimeter provides TEs which are used to trigger NC, CC and
photoproduction jet events. The signals are derived from the total energy measured in
the LAr calorimeter or from summed energies in subsections (Big-Towers) of it. A full
description of the LAr trigger can be found in [56,57].

The central trigger logic combines several TEs to 128 so-called subtriggers. An event is
kept at L1 if at least one of the subtriggers gives a positive decision. While the trigger
decision is made, the readout is stored in pipelines. If a specific subtrigger has a too large
rate, it is prescaled, i.e. scaled down by a factor n. Thus only every n-th positive decision
of this subtrigger is taken into account, effectively scaling down the integrated luminosity
collected by this subtrigger. The L1 output rate is of the order of a few kHz.

The L2 system decision is derived within 20 us from one of two independent hardware
systems, a topological trigger (L2TT) and a neural network (L2NN). A positive decision
on L2 stops the pipelines and the full event is read out. This might cause some dead time
in which no data can be collected. The L2 output rate is of the order of 50 kHz.

The L4 trigger is based on a full but simplified reconstruction of the event and decides
in approximately 100 ms. The selected events are grouped into L4 classes. The physics
event classes are classified by the presence of a hard scale, e.g. a sufficiently large Q>
or transverse momentum or by specific final state finders like e.g. ’open charm’ or 'open
beauty’. Events which cannot be assigned to a hard scale physics class are downscaled (L4
weight) and collected in a special class, called ’soft physics’.

The events accepted on L4 are then fully reconstructed and written in a compressed format
to data summary tapes (DST).

3.1.4 Detector Simulation

As discussed in section 2.5 the theoretical models to be tested by the experiment are often
implemented in Monte Carlo event generators, which provide event-by-event topologies as
four-vectors of the final state particles. For these particles the complete detector response
is simulated by the standard H1 detector simulation which is based on GEANT 3 [58]. The
trigger response is also simulated. The simulated four-vectors are mapped on detector
signals, which then undergo the same reconstruction procedure as the measured data. In
this way the data and the Monte Carlo simulation can directly be compared. If the physics
model is correct and the data are well described by the reconstructed quantities of the
simulation, efficiencies and detector acceptances can be extracted from the Monte Carlo
simulation.

3.2 Experimental Review

Heavy quark production has been studied intensively since the discovery of the charm
quark in 1974 [59] and the beauty quark in 1977 [60]. In the following sections some of the
most interesting results obtained by the HERA experiments H1 and ZEUS as well as from
other colliders like the TEVATRON will be summarized. In the last section the impact of
these measurements is discussed.



32 3.2. Experimental Review

T T
ZEUS 1996 - 2000

[ --- CASCADE (x0.7)
o HERWIG (x 2.1)

[ — PYTHIA (x1.2)

I E—J PYTHIA: resolved (x 1.2)

1.5 [ 77 Jet energy scale uncertainty

r T T
E e ZEUS 1996 - 2000 -
| — NLOQCD ® HAD
--- NLO QCD

N
th
—
L]
g
th

Jet energy scale uncertainty

dc/dx;bs (nb)
[\%)
dc/dxgbs (nb)
[\°)
T

1] ]
0.5 . 0.5 ;
0002 1 0002 04 06 08 1
XObS xol)s
v Y
& [ [-en & [ [-en
-g 0.1 | = cascade 1.2 -g 0.1 | — FMNR ® Had
Red [ |=-- Pythia6.1 d [ |=-- FMNR
-0.08 | Pythia 6.1 (dir.) %0.08* 2 ZMVFNS ® Had \
[}) B — i
= Lo =D NN
£ 0-06] 0 0.06- &F
~— L < L
Z [ P r
<10.04 T 0.04/
T [ ~
— I _g i
©0.02 .02~
goo : 0.0 : -
S rr e oo e e L T NI S
q} 20 40 60 80 100 126;!401 01 0 (’b 20 40 60 80 100 120 1* .16 (‘! 0
A o et AO(D*,jet)[

Figure 3.5: Charm dijet measurements at HERA. Top: Differential D* dijet photoproduction
cross section as a function of x°°* from ZEUS [9]. Bottom: Differential charm cross section as a
function of A¢ in a D*-jet sample from H1 [16].

3.2.1 Heavy Quark Production at HERA

A complete and very nicely readable overview of the measurements of heavy quark pro-
duction at HERA can be found in [61,62]. Here, only the measurements of dijet photopro-
duction are outlined.

Charm Photoproduction

In the measurement presented in the ZEUS publication of charm dijets in photoproduc-
tion [9] at least two jets are required with transverse energy E; > 5GeV in the pseudo-
rapidity range |7¢’| < 2.4. Charm events are tagged in this measurement by the presence
of D* mesons. In figure 3.5 the measured cross section as a function of the variable xf’ybs is
shown and compared with various LO Monte Carlo predictions (left) as well as a fixed order
massive calculation in NLO QCD (right). The variable x?/bs is a measure of the contribu-
tions from direct and resolved processes (for a discussion of dijet observables see section
4.8). A significant part of the cross section is situated at low values of x“bs indicating the
presence of resolved charm contributions.

The recent H1 analysis [16] requires a reconstructed D* and in addition the presence of at
least one jet in the final state, which is not associated to the D*. This other jet is initiated
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by another hard parton which can be either the other charm quark, a gluon or a light
quark. The investigation of correlations of the tagged charm jet with the other jet gives
access to the underlying charm production process. In a similar analysis [63] the ZEUS
experiment uses a dijet sample to measure the difference A¢ of the two jets. In LO the
quantity A¢ is expected to have a sharp peak at 180° while higher order processes as well
as fragmentation and detector resolution effects give rise to contributions at smaller values
of A¢. In figure 3.5 the measurement from H1 is shown and compared to LO Monte Carlo
programs (left) and NLO calculations in the massive and massless scheme (right). While
the description by PYTHIA and CASCADE is good, the NLO calculations fail at lower Ag,
indicating the need for higher order contributions or different hadronisation effects.

Beauty Photoproduction

In contrast to the charm case no explicit reconstruction of hadronic resonances containing
beauty is made at HERA due to the comparably small beauty production rates and the
little branching ratios for suitable decay channels. The measurements of beauty cross sec-
tions performed at HERA usually make use of semi-leptonic decays of beauty hadrons. The
beauty signal can be enriched by selecting events containing high transverse momentum
muons or electrons. The techniques used to distinguish the beauty signal from the charm
and light quark background are based on observables which exploit either the large mass
(pre") or the long lifetime (impact parameter) of the beauty quarks or a combination of
both.

The first measurements of beauty production cross sections at HERA [11,12] were higher
than calculations in NLO QCD.

A recent H1 measurement [14] requires at least two jets with a transverse momentum
p¢ > 7(6) GeV in the pseudo-rapidity range |7¢’| < 2.5 accompanied by a muon associated
to one of the two jets. A similar analysis has been performed by ZEUS in a comparable
phase space region [13]. In figure 3.6 the results of both measurements as a function of p{ t
and of xgbs are presented. The data is compared to predictions from PYTHIA, CASCADE
and a fixed order massive NLO calculation (FMNR).

In both measurements the data show reasonable agreement with the NLO prediction with
the data lying on the upper bound of the theory uncertainty band, except for the lowest
P/ bin of the H1 measurement, where the data is significantly above NLO. The LO Monte
Carlo models provide in general a reasonable description, except for the lower xf/bs region
where CASCADE tends to underestimate the data.

There are plenty of other results of beauty production at HERA available which can not be
covered here, such as measurements based on pu correlations or analyses in the DIS regime.
Figure 3.7 summarises the wealth of results achieved at HERA in recent years. In this figure
the ratios between the measured cross sections and the predictions from the fixed order
massive NLO prediction is shown as a function of the mean transverse momentum of the b-
quark and as a function of Q2. Taking into account both, the theoretical and experimental
errors, all measurements are in reasonable agreement with the theory. However, in most
cases the central values of the measurements tend to be somewhat higher than NLO QCD.
Note that the phase space of the various measurements can differ drastically.
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3.2.2 Heavy Quark Production at other colliders

It is also interesting to compare the HERA heavy quark production results with that of
other colliders.

At fixed-target experiments most of the available data concerns charm quark production,
since the typical centre-of-mass energy reaches at maximum 40 GeV, where the beauty
cross section is quite small. In [64] the measurements of the total cross section of c¢
pairs in vV collisions collected by various fixed target experiments are reviewed. The
experimental results are compared to NLO predictions and are found to be consistent with
a charm quark mass of 1.5 GeV. However, the statistical accuracy of the data as well as
the precision of the theory calculations are limited so that no conclusive picture could be
found.

At the TEVATRON the experiments D0 and CDF can measure heavy quark production in pp
collisions at a centre-of-mass energy of 1.8 TeV (1.96 TeV) in Run I (Run II), respectively.
In pp collisions charm and beauty quark production is dominated by the processes shown
in figure 3.8.

The results from a recent CDF measurement [65] of charm quark production using D-mesons
is presented in figure 3.9. The measured ratios between the experimental results and the
theoretical predictions from FONLL as a function of the transverse momentum of the D-
meson show that the overall agreement is reasonable, with the data lying on the upper
limit of the theoretical uncertainty band. The theory predictions based on the improved

q Q 0000 }+——AQ Q Q
q Q 0000 +—=—Q Q Q

Figure 3.8: Leading order processes for charm and beauty quark production in pp collisions.
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Figure 3.9: CDF Run II results for charm quark production as a function of the transverse
momentum of the D-meson. Shown are ratios between the experimental results and the central
theoretical predictions obtained with the FONLL approach.

FONLL approach are relatively new and presently not available for comparisons with the
H1 data (cf. section 2.5.1).

The beauty quark production as measured at the TEVATRON in Run I reveals a widely
discussed significant excess of data over NLO predictions, as for example illustrated in
figure 3.10 a).

In a recent article [66] all available beauty measurements at the TEVATRON are reviewed
and compared to perturbative QCD predictions (NLO and FONLL). For the single b-
quark production cross section the derived average ratio of the data to the standard theory
(NLO) is 2.39 4+ 0.17. The standard NLO prediction is based on old (pre-HERA) parton
distribution functions (MRSD and MRSA). The improved QCD calculation (FONLL) is
approximately 60% higher than the standard NLO prediction, yielding a ratio of 1.5 with
a relatively large uncertainty of the FONLL prediction of ~ 40%. The increase of the
FONLL prediction with respect to the standard NLO calculation is mostly due to the
usage of a harder fragmentation function which is based on LEP and SLC data instead
of the Peterson fragmentation function which was used for the standard theory. The
parton level cross sections are the same in both predictions. In addition the latest parton
distribution functions, including HERA data, have been considered leading to an increase
of the prediction of 20% alone. In conclusion, the average single b cross section measured
at the TEVATRON is within the range of values predicted by the FONLL calculation.

A corresponding ratio is derived for the bb correlation, i.e. the production of both b and
b quark centrally and above a given p; threshold. As stated in [66] the status of the
oy, measurements at the TEVATRON is quite disconcerting. On average they find a ratio
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Figure 3.10: TEVATRON Run I and Run IT results for beauty quark production. a) A collection
of DO and CDF beauty measurements. b) A recent bb jets measurement performed by CDF. The
data is compared to the prediction from the MC@QNLO generator.

data over improved theory of 1.8 with a 0.8 RMS deviation. Such a high RMS deviation
indicates that the experimental results are inconsistent among themselves.

A recent measurement of CDF [67], studying events containing two high p; central jets,
where beauty jets are identified by requiring the presence of displaced secondary vertices,
finds a ratio of data over theory of 1.0 + 32%. In this case however, the NLO prediction
has been evaluated using the MC@QNLO Monte Carlo generator [37]. As an example the
results as a function of the azimuthal difference of both jets is shown in figure 3.10 b).
For some time it has been speculated that new physics beyond the Standard Model may
be needed in order to explain the measured excess mainly found in the beauty production
cross section [68]. Given the fact that both, charm and beauty cross sections are found to
be in agreement at least with the upper limit of the improved NLO predictions, indicates
that the remaining discrepancies may be due to uncalculated QCD effects, such as higher
order contributions, or insufficient tuning of scales and/or quark masses.

Prospects for the LHC

At the LHC complicated final states like charm and beauty photoproduction accompanied
by jets will be very copious. Although interesting for its own sake, a deep understanding
of heavy quark production is therefore needed in particular for the LHC since heavy quark
events are background to signals from new physics. As an example the ATLAS collab-
oration studied the production of a bb pair along with a supersymmetric Higgs particle
which subsequently decays to a bb pair [69]. Even requiring four tagged beauty jets a
signal-to-background ratio of only a few percent would be achieved for this channel. The
main background arises from QCD processes with a gluon splitting to a bb pair. Thus, the
verification of theory with HERA data will aid the understanding of these high rate QCD
background events.
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Summary

Whereas the charm data seem to be already well understood, there is still room for im-
provement in the QCD description of the beauty data. However, the situation for the
description of beauty production has recently changed significantly. Generally QCD pro-
vides an acceptable description of the data with some hints at differences in specific regions.
Both HERA experiments will produce several new measurements in the next years with
higher precision and covering larger regions of phase space, e.g. at both low and high p; and
forward pseudo-rapidities. Together with expected improvements of the calculations it is
desirable that the picture of heavy quark production can be completed by the turn-on of
the LHC.



CHAPTER 4

STRATEGY AND
EVENT RECONSTRUCTION

The distributions used for the heavy flavour signal extraction exploit the long lifetime of
heavy hadrons and are derived from the reconstructed impact parameter or decay length
spectra. In this chapter the reconstruction chain of the objects which enter in these distri-
butions are explained. In section 4.1 introductory remarks on the general analysis strategy
are given.

The two tracking detectors measuring charged particles’ flight trajectories in the central
region of the detector have been described in section 3.1.1. The CJC is the backbone of the
track measurement here, but the desired accurate track resolution for an efficient lifetime
tagging can only be achieved in combination with the information of the central silicon
detector CST. The association of CST hits and the combined CJC-CST track fit determine
the CST improved track parameters which enter the lifetime distributions.

The CJC and CST track reconstruction and their linking will be outlined in sections 4.2 and
4.3. The impact parameter is measured with respect to the primary event vertex. Section
4.4 covers this aspect followed by the discussion of the impact parameter resolution in
section 4.5.

Tracks are associated to jets for which the lifetime content is then studied separately. The
reconstruction of jets is based on the definition of the hadronic final state objects, called
HFS, which are discussed in section 4.6. Finally, the algorithm which builds the jets from
the HF'S objects as input is described in section 4.7. A brief overview of the observables
which are measured in the present analysis closes this chapter.

4.1 Analysis Strategy

Before entering the details of the analysis, some key aspects of the measurement are re-
viewed in this section.

Most measurements in the heavy flavour sector at H1 and ZEUS are based on the explicit
reconstruction of D-Mesons (e.g. [16]) or a muon produced in the semi-leptonic decay mode
(e.g. [14]). Although the branching ratio of about 10% for the decay to muons is small®, it

! BR(c — puX) = (9.6 £0.4)% and BR(b — puX) = (10.957322)% [49].
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Figure 4.1: Schematic illustration of the impact parameter in the r¢-plane.

provides a clean experimental signature. Also combinations of both strategies are possible
(e.g. [70]). However, the branching fractions and the lepton identification requirements
restrict the statistical accuracy of the data.

In the present analysis an inclusive ansatz using the displacement of tracks from the pri-
mary vertex is chosen to measure the fractions of charm and beauty events in a dijet
photoproduction event sample. Dedicated triggers are operational at H1 which are sensi-
tive to events with hard jets above a certain minimum transverse momentum. This analysis
is based on a high statistics data sample which covers higher transverse jet momenta than
previously possible.

Impact Parameter

Events containing heavy quarks are distinguished from light quark events by the long
lifetimes of charm and beauty flavoured hadrons, which lead to displacements of tracks
from the primary vertex. These displacements can be quantified by the impact parameter.
The definition of the impact parameter is illustrated in figure 4.1. Due to the limited
z-resolution of the detector, the measurement and all following considerations are made
for the r¢-plane only.

A heavy hadron is produced at the primary event vertex inside the beam spot which is
the transverse profile of the interaction region. Due to its long lifetime, the heavy hadron
travels typically for a few hundred micrometers (cf. table 2.2) through the detector and
decays at the secondary vertex, also referred to as the decay vertex. The transverse distance
between the primary and the decay vertex is denoted as the decay length. The impact
parameter § of a particle produced at the secondary vertex is the closest distance in the
r¢-plane between the particle’s trajectory and the primary vertex.

In section 2.6 the exponential dependence of a particle’s characteristic decay length ¢ and
the particle’s real traversed distance L in the laboratory frame between production and
decay vertex has been discussed. Since the analysis is carried out in the r¢-plane, only the
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Figure 4.2: Normalised distributions of the true track impact parameter ;... for charm (dotted)
and beauty (full) events calculated with PYTHIA; a) without cuts and b) for tracks with p; >
500 MeV in the angular acceptance range of the CST.

transverse part of L

Ly =1L-siné (4.1)

is relevant here with 6 being the polar angle of the decaying particle. The real impact
parameter 0, Of a particle originating from a hadron decay is then defined as

(4.2)

where « is the angle between the hadron direction and the direction of the decay particle.
The boost dependence of L is approximately compensated by the factor sin .

The lifetime difference between charm and beauty flavoured hadrons leads to signifi-
cantly different decay spectra dye, as illustrated in figure 4.2. For central tracks with
p¢ > 500 MeV the mean of the true impact parameter distribution is predicted to be about
62 pm and 148 pm for charm and beauty decays, respectively.

Otrue = L7 - sina,

The flight direction of the decaying hadron is approximated by a jet-based reference axis.
Thus a sign is ascribed to the impact parameter §, which reflects the relative orientation
of the single track with respect to the jet axis. The sign is positive if the angle 8 between
the axis of the associated jet and the line joining the primary vertex to the point of closest
approach of the track is less than 90°, and is defined as negative otherwise. Figure 4.3
gives a schematic illustration of the sign convention.

Events without lifetime information have a true impact parameter of d4.ue = 0. Their
reconstructed spectrum of & will therefore be symmetric around zero, the width of the
distribution reflecting the finite track and vertex reconstruction resolutions. Events with
decays of long-lived particles are expected to have an excess at positive § values, resulting
in an asymmetric § distribution.

In order to use an impact parameter based observable to determine the charm and beauty
content of a selected dijet event sample, all quantities entering the calculation of § need to
be reconstructed with sufficient precision. According to the expected 04, values an impact
parameter resolution of the order of 100 um is needed. Also a good knowledge of the jet
reference axis is essential. Otherwise, an increased number of signal events with large d¢ye
will be reconstructed with negative sign, making long lifetime effects indistinguishable from
insufficiently modelled resolution.
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With the impact parameter method an event-by-event separation of beauty, charm and
light quark events is not possible. Instead, the contribution from the various quark flavours
are determined on a statistical basis. The Monte Carlo simulations are used to model the
contributing processes and the relative fractions of beauty, charm and light quark events
are then obtained from a least squares fit to observables based on the definition of §. The
variables and the fit procedure are introduced and discussed in sections 6.2 and 6.3.

Decay Length

A complementary ansatz to distinguish events with long lived hadrons from events with
zero lifetime is to reconstruct explicitly a secondary vertex. In contrast to the impact
parameter based method, the reconstruction of the hadron decay vertex requires at least
two well measured tracks and is therefore less efficient by construction. Also, the impact
parameter depends only weakly on the boost of the decaying particle, whereas the decay
length directly depends on it (cf. equation 2.24).

However, it turns out that the decay length reconstruction sometimes can be favorable,
e.g. it shows to have a better separation power of light to heavy quark events than the
impact parameter method. The explicit reconstruction of a secondary vertex is addressed
in section 6.5.

4.2 Track Reconstruction

The reconstruction of the track parameters is based on hits in the central tracking de-
tectors. Due to the presence of a homogeneous magnetic field parallel to the z-direction,
charged particles are bent in the r¢-plane. The bending radius r depends on the transverse
momentum p; of the particle and the strength of the magnetic field. The flight path can
be described by a helix and its parameterization in H1 coordinates as a function of the
arclength s is given by

z(s) = +(dca— % -sin(¢o) + % -sin(¢o + KS),
y(s) = —(dca— % - cos(¢o) — % - cos(¢o + Ks) s>0,
z2(s) = zp+s-cot(h). (4.3)

The five track parameters (k, @g, 0, dca, z9) unambiguously describe the helix with respect
to the origin (0,0,0). These quantities are displayed in figure 4.4.
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Figure 4.4: The track parameters (k, ¢, 0, dca, zg) describe the helix in a) the r¢ and b) the zs
plane with respect to the origin of the H1 coordinate system.

K = % is the curvature or inverse bending radius of the trajectory with positive sign for
negative charged particles and vice versa. The flight direction in the transverse plane is
given by the azimuthal angle ¢g. The angle ¢ is measured at the point of closest approach
to the z axis which is seen as the starting point of the helix (s = 0).

The distance of closest approach dca denotes the signed minimal radial distance of the
track to the origin (0,0) in the r¢-plane. The sign of dca is chosen equal to the sign of
K, if the origin is inside of the circle which describes the track in the r¢ plane, otherwise
it is chosen opposite to it. In the zs plane the track is described by a straight line which
intercepts the z-axis at the point zp. It has a slope cot(f), where the polar angle 6 gives
the flight direction with respect to the positive z-axis.

The reconstruction of the flight trajectories in the Central Jet Chambers and their cor-
responding track parameters are determined by a fit to the measured hits in the CJC.
The pattern recognition algorithm fits the track parameters in the transverse plane first
because the hit resolution is with O(200 ym) superior to the z resolution by two orders of
magnitude. For the r¢ plane a circular trajectory is assumed. The parameters 6 and zg
are determined by a straight line fit in the zs plane.

If a real particle travels through the tracking devices its flight direction is distorted mainly
by multiple scattering in the material of the detector. When extrapolating a track measured
in the CJC to the CST or still further to the particles’ production point inside the beam
pipe this effect has to be taken into account. The track extrapolation routine CSTCOR
handles the distortion coming from multiple scattering, energy loss and inhomogeneities of
the magnetic field. A detailed description of CSTCOR can be found for instance in [71].
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4.3 CST improved tracks

The position measurements of the CST hits provide the accuracy necessary to resolve the
rather small distances separating the production and decay vertices of long lived heavy
hadrons. However, the two CST layers alone are not sufficient to reconstruct a track.
Therefore the identified CJC tracks are extrapolated to both layers of the CST using the
CSTCOR routine.

The association of CST hits and CJC tracks is done using the linking routine CSTLIN [72].
In this algorithm non-vertex fitted tracks (DTNV) are chosen as input and the linking
takes place separately in the r¢- and zs-plane. Thus CST improved track parameters
can be obtained using p-side information alone without being affected by possible n-side
inefficiencies which can occur due to a worse S/N ratio and hit ambiguities on the n-side
(cf. section 3.1.1). If CST hits are found in both the inner and outer layers, they are
linked simultaneously, i.e. the hit combination of inner and outer layers is chosen which
maximises the total link probability. This is superior to a separate linking, since obviously
the positions of all hits emerging from one particle are correlated.

In particular, the CST improved r¢ track parameters are obtained according to the fol-
lowing procedure: For each CJC non vertex fitted track and all possible combinations of
p-side hits from the inner and outer CST layers, a circle track fit is applied minimizing the
following x? function:

d’ .
] - = R i T
X2 - (T o TDTNV)t VTDlTNV (T o TDTNV) + Z Z % ’ (44)
layer i hits j T

The first sum runs over the inner and the outer CST layer and the second sum runs over
their corresponding hits. T = (K, @0, dca) denote the r¢ track fit parameters, TDTNV the
CJC track parameters and V7., the covariance matrix. The separation between the
track and the hit in r¢ is given by diﬁ and its corresponding error by U(dijf)' Solutions
with a maximal number of CST hits are preferred but must have a reasonable y2. If more
than one CJC track can be associated to one or more CST hits, the CJC track with the

smallest extrapolation error is chosen.

4.4 Primary Vertex Reconstruction

The transverse profile of the interaction region at HERA, the beam spot, extends over a
few hundred micrometers with a rather stable mean position for a sequence of runs. For
the determination of the so called run vertex the average coordinates Tpeqm and Ypeam
(both defined at z = 0) of the ep interaction point as well as the beam tilts® o, and «, are
determined by collecting information from many events. The run vertex coordinates are
obtained by a least-squares fit minimising the overall distances of closest approach using
only well measured non-vertex fitted tracks with high transverse momentum.

The standard procedure at H1 for the reconstruction of the primary vertex which is also
referred to as the event vertex is called CSPRIM and is described in [73]. To ensure a high
reconstruction quality, it is based on the selection of CST improved tracks and makes use

2The incoming electron and proton beams at H1 are slightly tilted with respect to the z-axis.
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Figure 4.5: The calculated errors on the primary vertex positions (top) and the difference of the
reconstructed primary vertex and the run vertex (bottom). H1 data are shown and compared with
the PYTHIA simulation.

of the CST improved run vertex as a constraint. The track selection requires all tracks
to be compatible with the run vertex within two standard deviations. Note, that the
tracks used later in the impact parameter measurement are not excluded explicitly from
the primary vertex fit. This leads to a small bias in the corresponding distributions of the
impact parameter significance as discussed in section 6.2.

In this analysis the primary vertex fit is repeated based on CST improved non-vertex fitted
tracks after the treatment of data and simulation as discussed in the following section.
Furthermore, in contrast to the standard procedure, the uncertainty of the beam tilt in the
error of the run vertex is taken into account in the simulation. The beam spot position is
generated according to two Gaussian distributions with fixed average positions and with
the width taken from data.

Primary Vertex Resolution

In figure 4.5 a) and b) the calculated errors on the radial position of the event vertex are
shown. Since the beam position is precisely known, the maximal size of the primary vertex
errors is given by the size of the elliptical beam spot. The upper edge of the distribution of
o(xpy) corresponds to good approximation to the beam spot extent in x of o, = 145 um.
The average resolution however, is much better and measured to be (o(zB%?)) = 50.9 um
in data and (o(z¥¢)) = 51.1 um in the Monte Carlo simulation.

The already small beam spot width in y of o, = 25 pm can hardly be resolved and an

average resolution of (o(yE¥®)) = 23.0 ym in data and (o(y}¥¢)) = 23.7 um in the Monte
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Carlo simulation is achieved. The tails towards large values of o(ypy) are due to short
luminosity runs in which an accurate determination of the run vertex is difficult. Less than
2% of the selected data events have an error in y which is larger than 25 um.

Whereas the error on the primary vertex position in x is well modelled by the simulation,
a small shift towards larger errors is observed in the simulation of o(ypy). This effect can
be understood by the non perfect simulation of the beam tilt in the Monte Carlo. The
beam tilt contributes to the error on the run vertex and thus enters also the calculation of
the error on the reconstructed primary vertex. Since in y the tilt is one order of magnitude
larger than in z, its accurate description in the simulation has a more pronounced effect on
the error calculation in y. However, due to the small width of the beam spot in y, o(ypv)
is smaller than o(zpy ) and the non perfect description of o(ypy) by the simulation has a
negligible effect.

The difference of the reconstructed primary vertex and the run vertex is displayed in figure
4.5 ¢) and d). In the x (y) projection the distribution has a RMS of 120 ym (10 m) which
has to be compared with the beam spot size. Good agreement of the data and the Monte
Carlo simulation is observed.

4.5 Impact Parameter Resolution

The understanding and description of the impact parameter resolution is crucial for this
analysis. On the one hand the resolution has to be proven small enough to disentangle
tracks coming from long lived hadrons from tracks of the zero lifetime combinatorial back-
ground. On the other hand the description of the impact parameter resolution must be well
understood in order to keep the systematic error small. For a discussion of the systematic
error emerging from the uncertainty of the impact parameter resolution see section 7.1.
Figure 4.6 illustrates the various sources which add up to the total impact parameter res-
olution. For tracks with hits in both layers of the CST the intrinsic resolution due to
uncertainties on the internal alignment of the CST with respect to the other detector com-
ponents is measured to be 33 pm. Effects from multiple scattering with the beam pipe and
the first layer of the CST are strongly p; dependent and contribute by ~ 90 um/p;[ GeV].
Further contributions are all dependent on the reference point to which the impact param-
eter is measured. When using the run vertex (RV) as reference the impact parameter is
denoted as dcagy . Otherwise, when the impact parameter is measured with respect to the
real, reconstructed primary event vertex (PV), it is called dcapy or simply . Accordingly,
the primary vertex resolution, the beam spot and uncertainties on the run vertex and the
beam tilt can contribute to the total impact parameter resolution.

Track Resolution

Having identified the different sources contributing to the impact parameter resolution,
these must be discussed in more detail. In order to preserve a high statistics data sample,
in the final selection tracks down to a transverse momentum of 500 MeV are analysed.
In the low p; region the impact of multiple scattering effects is large and must be well
controlled. For a reasonable description of the data by the simulation adjustments are
necessary.
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Figure 4.6: Schematic view of the various contributions to the impact parameter resolution taken
from [74]. The numbers in the table correspond to the 1999-2000 data taking phase.

The description of the track resolution can be investigated by looking at the CJC-CST
track linking probability, Ppnk, which is a direct measure of the accuracy of the covariance
matrix of the track parameters. It is defined as

, 2 _ 1 - —1t;—IN-1
Plink (X°, N) NI /><2 e 2" dt . (4.5)
Prink reflects the probability of a successful matching of the CST hits and the CJC tracks.
Strictly speaking, Pjni is the probability of having a larger y? value as achieved by the
minimisation algorithm and is based on the y? distribution following equation 4.4 and
the available number degrees of freedom, IV, which are the linked CST hits in this case.
The probability distribution should be flat between 0 and 1 if the covariance matrix is
accurately described.

Extensive investigations demonstrating a good understanding of the track linking proba-
bility after adjusting the covariances of the CST track parameters have been performed
in [75]. For tracks with p; > 2.5 GeV correction factors of f.4, = 1.35 in the r¢-plane and
fr= = 1.0 in the rz-plane have been determined for the intrinsic part of the covariances. In
addition in the Monte Carlo simulation the intrinsic track resolution was smeared by the
same factors to adjust the track resolution to that of the data.

The contribution from multiple scattering was studied separately by selecting events with
a relaxed cut on the transverse momentum (p; > 0.3GeV). It was found that in the
simulation the amount of dead material is underestimated giving rise to an additional
scaling factor, fyrg = 1.22. This factor corresponds effectively to a beam pipe, thicker by
22%.
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Figure 4.7: Distribution of the CJC-CST link probability Pr,, before (left) and after correction
(right). The vertical dashed line indicates the cut applied in the track selection. See text for
details.

Based on the conclusions given in [75] the reconstructed data sample and all Monte Carlo
samples used in this analysis have been treated with the above discussed scale factors.
However, in order not to overestimate the influence of the multiple scattering part, a
reduced factor of fi;s = 1.09 is chosen, while keeping the factors f,., = 1.35 and f,. = 1.0
for the intrinsic part. The initial choice of a smaller factor fiss = 1.09 allows to vary the p;
track cut in later stages of the analysis but makes a further p; track dependent correction
necessary in order to describe the linking probability for the track samples used in this
analysis.

In figure 4.7 the CJC-CST link probability for tracks with p; > 0.5GeV (as in the final
track selection) is shown. On the left side the data distribution of P, is compared with
the simulation, both without further corrections. The Monte Carlo distribution is flat for
values of Pr;nr > 0.1 while the data distribution is not. This indicates that the real track
resolution in the data is still worse than described in the covariance matrix of the data and
as assumed in the simulation. Therefore, a further p; dependent correction is applied to
the initial x3 of the data, following

Xeor = X0+ Xg - &xp(fo + f1-pr) - (4.6)

For the parameters fy and f; values of -0.87 and -0.47 have been found, respectively. The
distribution of Pr;, according to the modified x?2,, is displayed in figure 4.7 b). The data
distribution is almost flat for Pp;,r > 0.1 and is now well modelled by the simulation.

Track Finding Efficiency

Based on the corrected CJC-CST link probability the track finding efficiency can be in-
vestigated. For this purpose tracks with at least 2 CST hits and P, > 0.1 are selected.
The CST efficiency, defined as the ratio of the number of tracks fulfilling these CST cuts
over the number of CJC tracks, is shown in figure 4.8 as functions of the track transverse
momentum and polar angle. The total CST track finding efficiency includes the CST hit
efficiency, the CJC-CST linking efficiency and losses due to inactive CST regions.

track

The efficiency is seen to be nearly flat but slowly rising with increasing p; and amounts
to ~ 63% on average in data. The default Monte Carlo efficiency is a bit higher (dotted
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Figure 4.8: CST track finding efficiency for tracks with at least 2 CST hits and Pr;nr > 0.1
as functions of pi"®* (a) and #*"?°* (b). The Monte Carlo efficiency is shown separately for the
default (dashed line) and modified (full line) version. The error band corresponds to a remaining
uncertainty of +£1%.

line) which is due to the still not perfect description of the CJC-CST link probability (cf.
figure 4.7).

In order to correct for this small disagreement, in the simulation the track finding efficiency
is downgraded by ~ 3% with a small p; dependence. The improved Monte Carlo simulation
is shown as a full line. The 1% error band reflects the remaining uncertainty on the CST
track finding efficiency. The agreement between data and simulation is good; this holds
also for the efficiency as a function of #%2% displayed in figure 4.8 b).

Impact Parameter Resolution

Having discussed the track resolution, the beam spot and the primary vertex resolution,
the impact parameter resolution can now be investigated in detail.

First, in order to separate contributions from the primary vertex fit, the run vertex is
used as reference in the impact parameter definition. For tracks with at least two CST
hits and a minimum transverse momentum of p; > 0.5GeV the Gaussian width of the
dcary distribution as a function of the track azimuthal angle ¢ is shown in figure 4.9 a).
Neglecting the error on the run vertex, the width of dcary depends on the beam spot size
and the track resolution. The ¢ dependence of the dcary resolution is expected to follow
a function of the form

Tacapy (9) = 0y + 0750 (9) + 0 cos®(¢) , (4.7)

where o7y, accounts for the track resolution and o, and o, reflect the transverse size of the
beam spot.

The parameters of the beam spot size have been independently measured to be o, = 145 ym
and o, = 25 um [75]. These parameters are also used in the simulation and in the fit (black
line) following equation 4.7. Both give a good description of the ¢ dependence seen in the
data.

In figure 4.9 b) the size and structure of the dcary resolution is investigated in more
detail. The full dots and the full curve are the same as in figure 4.9 a) representing the
measured impact parameter resolution of the data, i.e. the Gaussian width of the measured
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Figure 4.9: Gaussian width of the dcapry distribution as a function of the track direction around
the beam. Inclusive tracks with at least two CST hits and p; > 0.5GeV are shown for data

and simulation. The curves corresponds to a fit ~ o2 sin®(¢) + o2 cos?(¢) with the parameters

oy = 145 pym and oy = 25 um. On the right side the contributions from the beam spot ops and
the tracking resolution orx are shown separately.

dcapy distribution. The assumed contribution coming from the track resolution, org, and
from the beam spot, opg, can be separated by exploiting their different ¢ dependence.
The assumed track resolution org is calculated from the assumed contributions of the
intrinsic track resolution plus multiple scattering effects plus tracking fit errors using error
propagation. Making use of the such extracted values of org, the assumed beam spot
contribution opg can then be calculated from the difference of the assumed, i.e. calculated
Odcayy, Values and orp.

Whereas the contribution coming from the tracks is constant at ~ 90 um, the extension
of the beam spot can be read from the dotted line. As expected, for ¢ = +90° essentially
the large dimension of the beam ellipse in x direction is seen, resulting in a resolution of
~ 145 pm, whereas towards ¢ = 0° (¢ = 180°) the resolution reaches ~ 30 pum, correspond-
ing to the beam extension in y.

Adding up org and opg quadratically results in the distribution which is represented by
the full boxes. The remaining difference to the measured impact parameter resolution
is due to missing contributions of multiple scattering effects which would increase the
track contribution independent of ¢. This coincides with the observation made in the
previous paragraphs that the real track resolution in the data is worse than assumed in
their covariance matrix.

In summary, using the run vertex as an anchor for the impact parameter measurement
results for tracks with a transverse momentum larger than 500 MeV in a resolution of
~ 100 — 180 pm, depending on the track direction in ¢.

The resolution can be improved by replacing the run vertex with the primary event vertex.
In figure 4.10 the ¢-dependence of the impact parameter resolution with respect to the
primary vertex ogeqp, is shown.

The distribution is dominated by the (flat) contribution of the track resolution (cf. figure
4.9 b)) such that the ¢-dependence of the vertex resolution is seen to be suppressed. A
mean impact parameter resolution of ~ 115 ym is observed in both, data and simulation.

In conclusion, the reconstruction of the run vertex and the primary vertex as well as the
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Figure 4.10: Gaussian width of the dca py distribution as a function of the track direction around
the primary vertex. Inclusive tracks with at least two CST hits and p; > 0.5 GeV are shown for
data and simulation.

track resolution are well under control. The best impact parameter resolution achieved
with tracks down to 500 MeV is about 115 ym. Comparing this to a typical d4e value of
148 um and 62 pm for beauty and charm hadron decays respectively (cf. section 4.1), a
good understanding of the d-resolution is clearly a key issue of this analysis. In addition
further discriminators might be needed in order to separate beauty, charm and light quark
events based on lifetime effects.

As discussed in chapter 6 this additional discriminator is the track multiplicity.

4.6 HFS Reconstruction

In this section the reconstruction of the hadronic final state (HFS) will be outlined. The
HADROO2 algorithm [76] was used in this analysis to reconstruct the hadronic energy of
the events. Only a brief description of the algorithm is given here.

The basic idea behind the HADROO2 algorithm is to use a combined information from the
track measurement and the calorimeter, depending on the uncertainty of the measurements
in the respective devices.

Track and Cluster selection

The algorithm starts by selecting good quality tracks as defined by the heavy flavour group.
These tracks, measured with the central and forward tracking detectors, are classified in
three categories, Central, Combined and Forward and are called Lee West tracks. For
details on the specification see [76].

Calorimetric clusters are made out of LAr and SpaCal clusters only. The main requirement
when selecting the clusters is to suppress the noise coming from the electronics or non ep—
physics events.

Any identified electrons and muons which are not isolated are considered as being part of
the HF'S but their associated tracks and clusters are removed from the input list.
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The algorithm

The HADROO2 algorithm is based on the combination of the selected tracks and clusters.
The track and cluster information is matched avoiding double counting of energies. The
decision whether to take the track or the cluster information to construct the HFS object
is based on a comparison on their relative resolutions. Due to possible contributions of
neutral particles the exact precision of the calorimeter is unknown. Therefore the average
relative error expected for the calorimeter measurement is calculated as

<O-E > expected B nggiﬁed . 50% (4 8)
E Jrar Etrack V Etrack ‘ ‘

The track measurement is considered as being superior if

OE O g\ expected
9B < (%E , 49
( E )track < E >LAr ( )

Generally the tracker measurement is better up to 25 GeV for central tracks (20° < 0 <
160°). If equation 4.9 is true, the track information is preferred and an HFS object is
created based on the track measurement. In order to avoid double counting of energies,
electromagnetic (hadronic) energy in clusters within a cylinder of 25cm (50cm) around the
extrapolated track is removed until the discarded energy is approximately equal to the
track energy (details in [76]). Possible fluctuations of both measurements are taken into
account in this procedure. Potentially remaining cluster energy is due to neutral particles
or belongs to another track extrapolated in the same region of the calorimeter.

If equation 4.9 is false and if Ey;.qcp is within 20 of Eeyjinder (with o Eegtinger = 0-5 Ecyinder)
the track and the calorimetric energy measurements are considered to be consistent and
the calorimetric measurement is used to create the HFS object.

If the track energy is below the measured cluster energy (Eirack < Eeylinder — L.960E, i ger ),
the track measurement is used and the calorimetric energy is subtracted in the same way as
described before when the track precision is better than the expected calorimeter precision.
Otherwise, if Etrack > Ecytinder +1.960E,,,;,4.,, the cluster energy defines the HFS object

and the track measurement is suppressed.

Once all tracks have been treated, HF'S objects are created for the remaining clusters. These
particles correspond to neutral hadrons with no associated track or to charged particles
with a badly measured track.

4.7 Jet Algorithm

The best way to fully analyze ~yp interactions would be to measure the final state quarks
and gluons. However, due to the fact that the partons carry colour they must combine to a
group of colourless hadrons, which are the measurable final state particles of the reaction.
This group has a typical intrinsic transverse momentum of the hadronisation scale, i.e.
several GeV. When the group has a transverse momentum relative to the beam axis much
greater than this scale, a collimated formation of hadrons, called a jet, results.

One of the most important requirements of a jet algorithm is that it should minimise the
effect of the long distance hadronisation. It turned out that the inclusive k; algorithm
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is best suited here. The k; algorithm has other advantages like the fact that the cone
algorithm problem with overlapping jets disappears (cf. e.g. [77]).

Another aspect of great importance is that the jet algorithm should be collinear and in-
frared safe. The reason is twofold. In perturbative QCD, divergencies occur whenever two
massless partons are parallel (collinear) or one massless parton has a vanishingly small
(infrared) energy. Both divergencies are cancelled in the total cross section by virtual
contributions. However, for this cancellation to take place also in the jet calculation, the
treatment of two parallel particles must be identical to the treatment of a single particle
with their combined momentum. Similarly, the jet must not be affected by the addition of
a soft particle.

On the other hand, from the experimental point of view, the jet algorithm must not depend
on the resolution of the detector, e.g when two parallel particles go into the same calorime-
ter cell, or on e.g. trigger response when additional low energy particles are emitted.

In the present analysis jets are always defined using the inclusive k; jet algorithm [78]
which has become standard in jet analyses at HERA. The inclusive k; jet algorithm is a
clustering algorithm which starts by finding pairs of particles nearby in phase-space and
merging them together to form new pseudo-particles. This procedure continues iteratively
until the event consists of a few well separated pseudo-particles, which are the output jets.
In the present analysis the algorithm is applied in the laboratory frame using a p; weighted
recombination scheme with distance parameter R=1 in the n¢-plane. A more detailed
description of the iterative procedure follows:

e For each object i a separation to the beam axis is defined
di = p}, (4.10)
and for each pair of objects a separation to each other is defined as
d: - = min(p2.. p2 )R> 4.11
1, mln(pt,iapt,j)Ri,j/R’ ( . )

where R; ; is the distance of two objects in the 1-¢ plane

Rij = \/(772‘ — ;)% + (¢ — ¢5)? (4.12)
and R is the distance parameter.
e The smallest distance of a single object d; or pair d; ; is labeled d;;m, .
e If d,,in is a single particle distance, remove object ¢ and add it to the list of jets.

o If d,,;y, is a pair distance then the two objects ¢ and j are merged to a new object k

with:
Dtk = DPtit+Dij
me = (Peani + pejni)/Pek
b = (Pridi +Dej05)/ Pk - (4.13)
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Figure 4.11: Schematic diagram of the parton, hadron and detector level jets. At each different
stage the jet finding algorithm can be applied which is used to compare detected data with parton
level calculations.

This procedure is continued until the list of objects is empty. The resulting jets are massless
and ordered ascendingly in p;.

In figure 4.11 the various levels of the analysis chain are illustrated. In this analysis the
same jet algorithm is applied to the detector, hadron and parton levels. In the Monte Carlo
simulations jets can be reconstructed on the parton level using the partons produced from
the hard scattering process after the parton shower. Similarly, one can run the jet algorithm
on hadron level using the decayed hadrons of the Monte Carlo events. On the detector
level jets are found based on the final state particles in both, data and the reconstructed
Monte Carlo simulation.

In order to compare experimental data and theory, both need to be given at the same level.
Usually the hadron level is chosen. Thus, the data are corrected for detector properties
such as acceptance and efficiency. Next-to-leading order calculations are only available on
parton level. The effects of the correction to the hadron level are discussed in section 5.8.4.

4.8 Observables

The measurement of dijet events gives the possibility to test several quantities which are
related to the heavy quark production mechanism. The following considerations are based
on the assumption that the two highest transverse momentum jets approximate the kine-
matics of the outgoing heavy quark pair in case of the boson gluon fusion process or one
heavy quark and another parton, i.e. a light quark or a gluon in resolved processes.

A natural choice of observables to be considered in dijet photoproduction physics are the
jet transverse momentum p;, the jet pseudo-rapidity 1 and the azimuthal angles ¢. In
order to avoid divergencies in the next-to-leading order calculations all observables must
be infra-red safe [79]. Since the jets are ordered according to decreasing p;, the pseudo-
rapidities of the leading or second jet are both not infra-red safe observables [80]. However,
the mean pseudo-rapidity

1 . .
=0 ), (414

is infra-red safe and thus converges in the perturbative calculations to next-to-leading
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Figure 4.12: Two heavy quarks in the r¢transverse plane. An initial transverse momentum
k: # 0 of the incoming partons in the hard scattering (left) or gluon radiation (right) can lead to
a non back-to-back topology of the outgoing partons. The picture is taken from [42].

order. The same is true for the absolute value of the difference in pseudo-rapidity of the
two jets, |p7¢t — 77¢2|, and the absolute value of the difference in azimuthal angle of the
two jets

i [ o= for 61 — 62| < 150°
(A¢)]j - { 360° — ‘¢jet1 o (bjetQ’ fOl“ ‘¢jet1 o ¢jet2’ > 180° . (415)

The scattering angle 6* of the jets in their centre-of-mass system is accessible via the
measurement of \nﬂetl _ U]et2’l

cos(6*) = |tanh((n/" — n7¢2)/2)]. (4.16)

The angle 6* is sensitive to the dynamics of the jet production, i.e. to the nature of the
propagator of the involved matrix element. The observable is expected to show different
distributions for direct and resolved events. In direct events the quark (spin 1/2) propaga-
tor yields a (1 —|cos #*|)~! behaviour while in resolved events processes with a gluon (spin
1) propagator contribute, yielding a stronger rise like (1 — | cos #*|)~2. It has been shown
in a recently published analysis of charmed dijet events [9] that the data are consistent
with the behaviour expected from a gluon propagator, i.e. it is due to charm excitation
processes.

Cuts in jet transverse momentum and pseudo-rapidity lead to a distortion of the expected
cos 0* distribution. Differential cross sections measured as a function of cos(6*) are there-
fore evaluated with additional restrictions on the invariant dijet mass M;; and on the mean
pseudo-rapidity 7 as explained in appendix C.

By measuring (A¢)?/ the azimuthal correlation of the two hard partons is investigated. At
leading order the direct photon gluon process leads to production of the heavy quark pairs
back-to-back in their centre-of-mass system, i.e. with (A¢)?/ = 180°. This remains true in
the laboratory frame, since the observable (A¢)// is invariant under a longitudinal boost
along the z—axis.

Smaller values of (A$)7/ are due to higher order processes such as gluon radiation or due
to a non zero initial transverse momentum of the incoming partons. Both situations are
illustrated in figure 4.12.
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obs
Y

interaction. For the reconstruction of xf’ybs the definition

s 2ohciet, (B = P2) + 3hcjer, (B —p2)
! Zh(E _pz)

is used, where both sums in the numerator run over the particles associated with the
two jets, respectively, and the sum in the denominator runs over all detected hadronic
final state particles. For 2 — 2 processes with massless partons m@bs is equal to the true
momentum fraction z, (eq. 2.18). Relation 4.17 can easily be derived from equation 2.18

for leading order processes (cf. e.g. [40]). With the above definition 29" is restricted to

The observable x2”° represents the fraction of the photon momentum entering the hard

T

(4.17)

the range 0 < mgbs < 1. For direct photon gluon processes m?/bs ~ 1, as the hadronic final

state consists only of the two hard jets and the proton remnant which is forced to the
very forward region and contributes only little to >, (E — p.). However, due to radiated
partons and subsequent hadronisation processes the peak at 1 is smeared to lower values

of xf’ybs . In resolved photon processes x?/bs can be small due to the presence of the photon
obs

remnant in the hadronic final state. For next-to-leading order processes 25’ is also smaller
than unity, since the additional hard outgoing parton produces a third jet. In general, the

observable xgbs is sensitive to the resolved photon structure and higher order processes.

In this analysis differential charm and beauty cross section measurements will be presented
as a function of the transverse momentum of the leading jet p; ch , the mean pseudo-rapidity
7 of the two jets, the absolute difference of the azimuthal angles (A¢)?7 of both jets, the

variable cos #* and the variable xf’ybs. Furthermore, differential cross sections will be given

for large values of xgbs > (.85 where direct production processes are expected to dominate.
The investigation of differential cross sections in the region of small x@bs is not possible.
The reason is twofold. On the one hand the data sample is statistically limited in the
region of small x@bs . On the other hand hard gluon jets are expected to play an important
role in that region of phase space. Since gluon jets carry no lifetime information the fit

used to distinguish light, charm and beauty events does not converge (cf. section 6.3).



CHAPTER 5

DIJET EVENT SELECTION

In this chapter the inclusive photoproduction dijet sample is presented which is the basis
for the measurement of the charm and beauty cross sections. The chapter starts with the
description of the selection criteria and continues with a data to Monte Carlo comparison
including the discussion of some aspects related to the topic of jet structure. At the end
the data unfolding mechanism is introduced and the definition of the cross section is given.

5.1 Preselection

The data sample of this analysis was collected with the H1 detector in the years 1999-2000,
when protons of 920 GeV energy were collided with positrons of 27.6 GeV energy, yielding
a centre-of-mass energy of ~ 319 GeV.

Various stages of cuts have been used to reduce the enormous number of events to a rea-
sonable sized sample of candidate events. In a first step good and medium runs were
selected. This means that only data taking periods with the main detector components
operational and with stable running conditions were kept for which the integrated lumi-
nosity was measured. In a second step it was required that for each event the high voltage
of the following subdetectors important for this measurement were at nominal settings:
LAr, SpaCal, CJC1, CJC2, CST, CIP, COP, Lumi, ToF. In a next step certain run ranges
have been excluded from the analysis. These are the runs where the CJC had a broken
wire and the so-called ’shifted vertex runs’’ at the end of the data taking period in the
year 2000.

On the basis of the above conditions together with the trigger requirements discussed
in section 5.4, the total integrated luminosity of the analysed event sample amounts to
56.8 pb~ L.

5.2 Photoproduction Event Selection
In this section the main cuts, which also define the accessible phase space of the mea-

surement, will be discussed. Some of the selection cuts are motivated by CST detector
acceptance requirements, which are needed to perform the lifetime analysis.

!Shifted vertex runs are runs where the bunches are not colliding at the nominal interaction point.

o7
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Non ep—-background is rejected to a large extent by requiring the primary vertex of the event
to be reconstructed within a certain range of the z position of the nominal vertex. This
condition excludes events coming from collisions of the satellite bunches with the nominal
bunches. Due to the limited CST acceptance, the z-distance of the vertex from the nominal
interaction point, the z-Vertex, is restricted further to the range |zyertex| < 20 cm.

Kinematic selection

In order to select photoproduction events, it is necessary to anti-tag electrons in the main
calorimeters. The scattered electron is searched for by electron finders in the LAr and
SpaCal calorimeters. For the so-called untagged photoproduction events under study the
photon virtuality is restricted by the SpaCal acceptance to Q2 < 1 GeV?2.

The kinematic variables must be calculated using the hadrons since the scattered electron
is not measured. The inelasticity yjp, calculated with the Jacquet-Blondel method [81] is
restricted to the range 0.15 < yyp < 0.8. The upper cut removes background from deep
inelastic scattering (DIS) events, which might be still in the sample because of inefficiencies
of the electron finder (cf. also section 5.5). DIS background events are characterised
by values of E — P, of typically twice the beam energy, i.e. 55.2 GeV. Since yjp =
(E—P,)/(2E,) such events are found at high inelasticities yyp. The lower cut rejects events
in the extreme forward region of the detector, thus ensuring a complete reconstruction of
the final state.

Jet Selection

The definition of the hadronic final state and the jet reconstruction were discussed in
sections 4.6 and 4.7. Due to trigger conditions (cf. section 5.4) the jet selection criteria
require a p; of the highest transverse momentum jet of pie“ > 11GeV, and the transverse
momentum of the second highest transverse momentum jet to be piet? > 8 GeV.

The need for an asymmetric cut on the transverse momentum of the two leading jets is
motivated by theory arguments [79]. In this way regions of phase space affected by large
uncertainties in the NLO calculation are avoided.

Since well measured CST tracks (cf. section 4.5) play a significant role for the measurement
of charm and beauty jets, only jets in the central region of the detector are considered. For
both jets the pseudo-rapidity is thus restricted to the range —0.9 < n < 1.3. The upper
cut coincides exactly with the CST acceptance whereas the lower cut is chosen a bit tighter
to exclude remaining background from deep inelastic scattering events.

5.3 Hadronic Final State Calibration

The algorithm to reconstruct the hadronic final state was already specified in section 4.6.
An additional jet calibration is applied to the individual jets to further improve the recon-
struction of the jet quantities. The principle of this calibration, a cross-check performed
with a DIS neutral current dijet sample and the consequences for the systematic error on
the hadronic energy scale, will be discussed in this section.

Since the tracks are already calibrated the aim of the calibration procedure is to change
the energy of the calorimeter clusters only. As a basic principle it makes use of the fact
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Figure 5.1: The mean p, balance distributions as a function of p?® before (top) and after (bottom)
final calibration.

that for neutral current DIS events the transverse momentum of the hadronic system pf¢¢

is balanced by the transverse momentum of the electron py.

The hadronic calibration is studied in [76] and the constants obtained there are applied in
this analysis. The calibration procedure described in [76] is performed in two steps. First,
a relative correction of the p; balance, i.e. the ratio of the p; of the hadronic system and
the p; of the electron, is applied separately for all wheels of the LAr and thus depends on
the pseudo-rapidity of the jet. This correction is made for data relative to Monte Carlo.
In a second step a p; dependent absolute calibration of the HF'S is performed and applied
to both data and Monte Carlo.

It was found in [76] that the transverse momentum balance after the recalibration agrees
within 2% between data and Monte Carlo simulation.

In this analysis it is checked how well the transverse momentum balance is described by
the simulation before and after recalibration. For this purpose a neutral current DIS
dijet sample is compared to the DJANGO Monte Carlo simulation. The selection cuts are
summarised in table 5.1.

Figures 5.1 and 5.2 show the evolution of the mean values of the p; balance

bat _ PP
Pt = (5.1)
Dy
Here p/®? is the total hadronic transverse momentum calculated from all jets in the event

and p{® is the transverse momentum obtained with the double angle method. The double
angle method exploits the scattering angle of the outgoing lepton and the effective angle
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Figure 5.2: The mean p; balance between electron and hadrons as a function of 65, before (top)
and after (bottom) calibration.

of the hadronic system. Its major advantage is that it is almost insensitive to the energy
scale itself and hence ideal to test the calibration of the calorimeter.

The p; balance as a function of p{® is presented in figure 5.1 before and after the recalibra-
tion is applied to the data and the simulation. In addition the ratio p}®(DAT A)/pt* (M C)
is shown. After applying the final jet calibration the p; balance becomes flatter for the
data and it is shifted from ~ 0.9 to values close to unity. Moreover, the agreement between
data and Monte Carlo is improved. The difference is smaller than 2% over the whole p;
range.

In figure 5.2 the same quantities are displayed as a function of the hadronic angle yp44. In
the central and backward region agreement between data and simulation before calibration
is good although the response for hadrons is low. In the more forward region for angles
Yhad < 30° the jet energy is typically reconstructed too low. With the final calibration the
data is well described by the Monte Carlo simulation even in the forward region and an
agreement within +2% is found.

In general the recalibration of the jets improves the description of the data by the simula-
tion. The disagreement is found to be smaller than 2% in all regions of p; and Y444 An
uncertainty of the hadronic energy scale of +2% is used as estimate of the systematic error
of the absolute hadronic energy scale.
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NC DIS Dijet Sample
pst > 10 GeV
2, > 100 GeV?
Yer > 0.15
40GeV < E — P, < 70 GeV

|Zvertez| < 35 cm

Number of jets > 2

Table 5.1: The selection criteria for the NC DIS dijet event sample.

5.4 Trigger Selection and Efficiency

The H1 trigger system was introduced in section 3.1.3. The subtriggers chosen for this
analysis are S67, S71, S75 and S77. S67 and S75 are based on energy thresholds in the
electromagnetic and hadronic part of the LAr calorimeter. Although these triggers are
optimised for electrons they also respond to high energetic jets. S77 is a missing transverse
energy trigger.

S71 was originally designed as a charged current trigger [56]. On L1 it is based on a
coincidence of an energy deposit in one of the LAr big towers and a big ray (CIP/COP
track candidate). The track candidate is verified by the LAr big tower if the energy exceeds
1GeV. On L2 a validation of this subtrigger is performed via the selection of big towers
unbalanced in ¢ in the central part of the calorimeter (25° < 6 < 145°).

In addition all these triggers require vertex, timing and veto conditions.

The efficiency of the above subtriggers is determined by selecting events which were trig-
gered by an independent subtrigger, the so-called monitor trigger. The monitor trigger
must not contain any of the trigger elements that the analysis subtriggers are built of.
Since no such subtrigger for high transverse momentum jets in photoproduction exists in
the data-taking period considered in this analysis, a trigger for DIS events is used. Based
on a data to Monte Carlo simulation comparison for the DIS events, correction factors are
determined which are also applied to the photoproduction sample.

The subtrigger S3 requires only a certain energy deposit in the electromagnetic SpaCal. In
order to use it, a data sample without the cut against electrons in the SpaCal is selected.
The trigger test sample thus contains mainly events with an electron identified in the
SpaCal and two high transverse momentum jets. Note that in order to make a comparison
with an available DJANGO Monte Carlo simulation, an additional cut Q? > 10GeV? is
applied to the trigger test sample.

The trigger efficiency is now given by the fraction of events that were triggered by both the
signal and the monitor trigger (Ngignai A monitor) Telative to the events that were triggered
by the monitor trigger alone N,,onitor:

; Nsi nal A monitor
&.trzgger — g (52)

Nmonitor

The efficiency of the various subtriggers as a function of the transverse momentum of the
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Figure 5.3: The trigger efficiency for the individual signal triggers as a function of the transverse
momentum of the leading jet before correction.

leading jet is shown in figure 5.3. The data is compared to two different simulations. While
the efficiency calculated by DJANGO is in agreement for all subtriggers with the data for
values of p; > 20GeV, PYTHIA is generally worse in describing the data. This might be
expected since PYTHIA is generated to describe photoproduction events and is not able to
describe the kinematics of the trigger test sample. For p, < 20 GeV the trigger efficiency
found in the data is generally lower than in the simulations.

In order to keep these events even at low transverse momenta, a correction to the Monte
Carlo simulation is applied. More than 85% of the events that pass the dijet selection
cuts (cf. section 5.2) are triggered by subtrigger S71. Weight factors for the Monte Carlo
simulation are obtained by adjusting DJANGO to the data for p; < 20 GeV based on S71
alone. In addition, the trigger efficiency is lowered by 4% in the Monte Carlo simulation
to account for inefficiencies of the other subtriggers (S67, S75, S77).

The effect of this procedure can be seen in figures 5.4 and 5.5. The corrected Monte Carlo
trigger efficiencies shown in figure 5.4 as a function of the transverse momentum of the
leading jet agree well with the data for all subtriggers apart from S77, where PYTHIA is
still off. S77 alone triggers only 2% of the selected dijet events.

The trigger efficiency of the combined subtriggers is presented in figure 5.5 as a function of
Pl and 67¢1 | Tt reaches 100% for events with transverse momentum larger than 20 GeV
and the dependence on #7¢" is small. A similarly good description of the trigger efficiency
is found for the second leading jet in the event (not shown).

Although the kinematics of the trigger test sample and the analysis sample might be
different, the weight factors obtained with DJANGO are also applied to PYTHIA in the
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Figure 5.4: The trigger efficiency for the individual signal triggers as a function of the transverse
momentum of the leading jet after correction.

analysis of dijet photoproduction events. This procedure yields satisfactory results as can
be seen by the good description of the overall trigger efficiency by PYTHIA in figure 5.5.
A systematic error of 5% is attributed to the remaining differences between data and the
simulation and for possible effects in the photoproduction region.

L4 Trigger Selection

The objects used in the offline event selection differ slightly from the objects the event
reconstruction and classification performed on the fourth trigger level L4 is based on.
Furthermore, the calorimeter clusters and drift chamber tracks used in this analysis are
improved by offline calibration and by including CST hit information in the track fit.

At L4, events are classified into one of 15 event selection classes. A classification and
subsequent selection of the events requires that the events either have a sufficient hard
scale (e.g. Ej, Q?, E*%) or are recognized by one of the exclusive final state finders.
Otherwise the events are assigned to class 3 ("soft physics") in which only a fraction of
classified events is accepted.

The majority of the selected dijet events (92%) is found in class 7 ("high Ep jets") which
requires a minimum transverse energy of 10 GeV for at least one jet reconstructed in the
LAr calorimeter. A cone jet algorithm is applied to the energy deposits in the calorimeter
clusters.

Most of the events which are not found by class 7 are assigned to class 4 ("high Q*")
or class 8 ("high E; central"). Only a very small fraction of 0.08% of the dijet events
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Figure 5.5: The trigger efficiency for the combination of all subtriggers as a function of the
transverse momentum (a) and the polar angle (b) of the leading jet after correction.

are classified as soft physics, receiving large weight factors between 10 and 60. The mean
weight for these events is 32 corresponding to ~ 3% of the total event yield.

It has been checked that the Monte Carlo simulation gives a reasonable description of the
L4 classification. Hence, in the final selection all class 3 exclusive events are removed in
both data and Monte Carlo simulation such that no weighted events are left in the data
sample.

5.5 Background Studies

At this stage of the event selection procedure events from non ep—interactions as well as
non-photoproduction events could still spoil the event sample. Both background sources
are investigated in this section.

Non ep—background finders

The so-called QBGFMAR background finders [82,83] are designed to search for signatures
from events with muons which do not originate from ep—collisions. The package consists of
several independent algorithms that look for different signatures of cosmic ray muon? and
halo muon® events. In figure 5.6 a) the luminosity normalised number of events is shown
which have been identified as background by the QBGFMAR finders as a function of the
bit number corresponding to the individual finder. All cuts previously described in this
chapter have been applied before. Only the first 10 algorithms of the QBGFMAR package
are considered and displayed. These are reported to be safe in the sense that they ensure
minimal inefficiency for ep—physics [83].

As can be seen in figure 5.6 a) only a few events per inverse picobarn are removed as
background in both data and Monte Carlo. From this we conclude that any remaining
non ep-background in the data sample is negligibly small compared with a total yield of
~ 1525 events/ pb~! in the dijet photoproduction sample.

2Cosmic ray muons are produced in the earth’s atmosphere by highly energetic cosmic ray particles.
3Halo muons originate from interactions of the proton beam with the beam pipe wall or remaining gas
molecules inside the beam pipe.
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Figure 5.6: a) First 10 bits of the QBGFMAR background finder for the final dijet photoproduction
selection. The luminosity normalised number of events is shown, which have been identified as
halo muon background (bits 0-4) and cosmic muon background (bits 5-9). b) Distribution of the
inelasticity y;p for the final dijet photoproduction selection. The predicted contribution from
remaining DIS events in the dijet photoproduction sample is shown as a dashed line.

DIS background

As pointed out in section 5.2 the main handle against DIS background is the veto against
electrons in the LAr and SpaCal calorimeters and the upper cut on y;g. However, due to
inefficiencies of the electron finder algorithm, the scattered electron can remain unidenti-
fied. In this case it is treated as part of the HFS and it may fake a jet or could be part of
it.

In previous dijet analyses in photoproduction at H1 it turned out that the DIS background
coming from events where the scattered electron has been misidentified as a high trans-
verse momentum jet is not negligible [80,84]. Recently a new track based electron finder
algorithm has become available [85] which improves the electron finding efficiency substan-
tially. At the same time the fake rate is reduced significantly. Figure 5.6 b) illustrates
that according to the simulation the remaining background from DIS events in the final
dijet sample is negligible. The distribution of the inelasticity yjp is displayed and the
data is compared to the PYTHIA and DJANGO simulations, the latter describing the DIS
background. In this figure the predictions from PYTHIA are normalised with the scale
factors obtained by the fit described in section 6.3. The DJANGO Monte Carlo simulation
is normalised according to the generated luminosity.

It can be seen that the contamination with DIS events becomes larger for large yjp, but
even at the highest inelasticities the contribution from DIS background is less than 1%
for the total dijet sample. Comparing with the measured beauty fraction of the total
sample alone which is indicated by the shaded area, the predicted contribution of flavour
inclusive DIS events by DJANGO is much lower than the beauty photoproduction fraction
everywhere in yjp.

5.6 Control Measurements

In this section the properties of the selected dijet photoproduction sample are studied
and compared to Monte Carlo predictions using the PYTHIA and CASCADE generators.
Flavour inclusive distributions are shown. The decomposition into contributions from
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Dijet Event Selection

Good, medium runs.
LAr, SpaCal, CST,CJC1, CJC2,
CIP, COP, Lumi, ToF HV on
Subtrigger: S67, S71, S75, S77

|2Vertex| < 20 cm

non ep-background finder (bits 0-9 not fired)

no identified scattered electron in LAr or SpaCal
0.15 <yjp <0.8
Number of jets > 2
Pl > 11 GeV
Pl > 8GeV
—0.9 <7/ < 1.3

Table 5.2: The final dijet selection criteria.

light quark, charm quark and beauty quark events will be discussed later in chapter 6.
The normalisation of both Monte Carlo simulations is chosen to match the data in this
section.

The full set of selection criteria is summarised in table 5.2. After applying these cuts based
on the final hadronic calibration described in section 5.3 the total number of selected events
is 86356.

In figures 5.7 a)-d) the transverse momentum distributions of the individual jets are pre-
sented. The data are well described by both Monte Carlo simulations over 4 orders of
magnitude. Jets are found with transverse momenta up to 60 GeV.

Figures 5.7 e)-h) show the distributions of the jet angular variables. The pseudo-rapidity of
the two jets is presented in figure e). Most of the jets are found in the forward region, i.e. at
positive 7. PYTHIA slightly underestimates the number of jets at high 77¢* and CASCADE
is seen to be flatter than the data over the whole range of 1. According to PYTHIA, events
originating from resolved interactions are predominantly found in the forward region as
illustrated in figures 5.7 f) and g) which show the mean pseudo-rapidity and the pseudo-
rapidity of the leading jet, respectively. The azimuthal angle distribution shown in figure
5.7 h) is almost flat indicating full detector efficiency in azimuth.

Further dijet distributions, calculated from both jets, are presented in figure 5.8. The
longitudinal photon momentum fraction x?/bs is displayed in figure 5.8 a). The data covers
xf/bs values between 0.1 and 1. PYTHIA can reproduce the data very well. Only at very
high xgbs it has slight difficulties in predicting the trend of the data. According to the
PyTHIA simulation resolved events are mandatory to describe the shape of the data in
particular in the region x@bs < 0.85. In CASCADE resolved photon processes are not
simulated separately but a hadronic photon component is partially included indirectly by
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Figure 5.7: Distributions of the two leading jets in the selected dijet sample. The data are
compared to the PyTHIA (full line) and CASCADE (dotted line) simulation for the distributions of
a-b) the transverse momentum p}* of the leading jet, c-d) the transverse momentum p!“** of the
second jet, e) the pseudo-rapidity of both jets n’¢t, f) the mean pseudo-rapidity 7 of the two jets,
g) the pseudo-rapidity of the leading jet 77¢’* and h) the azimuthal angle of both jets ®7¢*. The
Monte Carlo distributions are normalised to the number of events in the data.
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Figure 5.9: Comparison of the dijet data with PyTHIA and CASCADE. Shown are event-
normalised distributions of a) the inelasticity y;p and b) the z position of the vertex.
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Figure 5.10: The transverse energy flow around the jet axis as a function of the distance to
the jet axis in azimuthal angles ¢°*/ — ¢/°* a) and as a function of the distance in pseudo-rapidity
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the concept of k; factorisation (cf. section 2.2.1). However, CASCADE fails to describe the
shape of the x?f’s distribution in the kinematic range of this analysis.

The distribution of the invariant dijet mass, shown in figure 5.8 b), is well reproduced by
PyTHIA. CASCADE underestimates the data mainly at small values of M7,

The distributions of the azimuthal difference (A¢)?/ is presented in figure 5.8 ¢). Both
Monte Carlo simulations are not able to reproduce the characteristics of the data. Whereas
for high values of (A¢)?/ > 150° the description is still satisfactory, it becomes insufficient
for lower values.

The observable cos 0 is shown in figure 5.8 d). The data shows a slightly steeper behaviour
than the PYTHIA Monte Carlo simulation. The CASCADE simulation fails to describe the
shape of the distribution over the whole range of cos 8*. Note, that the observed decrease
with increasing cos6* is not an effect of the QCD matrix element, it is due to the jet
transverse momentum and pseudo-rapidity cuts (cf. discussion in appendix C).

Figure 5.9 shows quantities which are not calculated from jets. The inelasticity yjp is
sufficiently modelled by both generators with a pronounced fraction of resolved events in
the region of high y according to PYTHIA. The z-Vertex distribution shown in figure 5.9 b)
reveals a slight shift of the data with respect to both simulations. Since the uncertainties
on the acceptance corrections introduced by the cut on the vertex position are found to
be small, no correction of the Monte Carlo simulations to the data is performed. The
slightly unsatisfactory description of the z position of the vertex has no influence on the
measurement because the impact parameter and the decay length are measured in the
transverse plane only.

5.7 Jet Structure

The measurement of the transverse energy flow around the jet axis gives additional insight
into the properties of dijet events. The energy flow is illustrated by so-called jet profiles
where the distance in 1 and ¢ between the objects of the hadronic final state and the jet
axis weighted by the transverse energy of each object is considered. With this definition
the energy flow is sensitive to effects from possible soft underlying events [86]. In PYTHIA,
multiple interactions between the proton and the resolved photon remnants are used as a
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Figure 5.11: The transverse energy flow around the jet axis as a function of the distance to the
jet axis in azimuthal angles ¢°% — ¢7¢* (a-b) and as a function of the distance in pseudo-rapidity
n°* — 7t (c-d) for different z2** regions.

way to include effects of underlying events.

In figure 5.10 a) the transverse energy flow as a function of ¢° — ¢/¢* between the ¢
positions of the objects which contribute to the jet and the ¢ position of the jet axis is
shown. The objects are selected in a region |An| = |n°% — 77¢| < 1. The peak close to
zero originates from the particles of the jet itself. Due to the presence of the second jet
the energy flow increases towards +.

In a similar way figure 5.10 b) shows the transverse energy flow with respect to the n
position of the jet axis. In this case the objects are restricted to the region |A¢| =
|p°%7 — ¢7!| < 1. The asymmetry in the distribution, showing an enhancement for positive
An, reflects the higher energy flow in the direction of the proton remnant. This may be
attributed to multiple interactions, e.g. interactions between the proton remnant and the
jets originating from the hard subprocess.

In more detail, figures 5.11 and 5.12 show the energy flow as a function of A¢ and An for
different regions of CEQ/bS and pl"".
CASCADE shows a clear disagreement with the data which is most prominent in the trans-
verse region of |¢°% — ¢7°*| ~ 7/2 (figure 5.11 a and b) and in the region 7°% — 77t < 0
(figure 5.11 d). In the latter region, PYTHIA enhances the activity of multiple interactions
through interactions with the photon remnant.

For PYTHIA generally a good agreement is observed between the measured and simulated
jet profiles meaning that phenomena related to multiple interactions and soft underlying
events are well treated within the PYyTHIA Monte Carlo simulation.
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Figure 5.13: Mean integrated jet shape at fixed radius » = 0.5 for the flavour inclusive dijet
sample as functions of a) piet and b) the observable x°%*. The statistical errors in both data and
Monte Carlo simulation are negligible. Smooth curves connect the Monte Carlo predictions which
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These findings are confirmed by the measurement of the jet shape of the two leading jets.
The jet shape U(r) is defined as the fraction of the jet transverse momentum deposited
in a cone of radius r around the jet axis relative to the transverse momentum of the jet
deposited in a bigger cone with radius R = 1. This reads as

Zi,ri<r Dt,i

U(r) = ,
( ) Z’i77’i<Rpt7i

(5.3)
where the sum runs over the final state objects of a jet. The mean integrated jet shape is
then defined as

(¥0) = 5 S ¥0). (5.4)

with V; being the total number of events and the mean being calculated for both inves-
tigated jets. The radius R = 1 is chosen in analogy to the resolution parameter of the k;
clustering algorithm (cf. section 4.7). Some ambiguity arises from particles which belong
to the jet, but have a distance to the jet axis 7; > R. It has been checked in [40] that the
effect on the measured jet shapes from these particles is small.

In figure 5.13 the mean integrated jet shapes at fixed radius r = 0.5 are shown as functions
of pietl and xf;bs. The flavour inclusive dijet sample is well described by the PyYTHIA
simulation. Distributions for direct and resolved processes are shown separately.

The result that multiple interaction models are needed to describe flavour inclusive jet
shapes in photoproduction is demonstrated e.g. in [80,87]. The whole concept of multiple
interactions is somewhat controversial, especially its relevance for the heavy flavour sector
[44]. In a recent study, jet shapes in charm photoproduction events are investigated at H1
[40] and compared to a flavour inclusive sample. While the latter sample can be described
fairly well by the PYTHIA simulation including multiple interactions, there are indications
that in the charm sample the impact from multiple interactions may be overestimated.
The discussion of this topic is continued in section 6.6 where jet shapes of charm and
beauty enriched data samples are presented.
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5.8 Data Unfolding

In the last sections it has been shown that the Monte Carlo simulations including detector
effects give a reasonable description of the data. Next-to-leading order calculations are
only available on parton level and have to be corrected to the hadron level. For a mean-
ingful comparison of the data to theoretical calculations, detector effects, such as limited
resolution and efficiencies, are removed from the measurement.

The technique used to correct for detector and hadronisation effects is the so-called bin-
by-bin method, which examines the distributions of a given observable at two different
levels. The technique is valid if the correlations between bins of a given distribution are
small. To ensure this, the bin sizes should be larger or of the same order as the resolution
of the observables, such that migrations between bins are small. Resolution and migration
aspects will be discussed in the following two sections.

The definition of the cross section and the corrections from parton to hadron level for the
theory calculations are then explained in sections 5.8.3 and 5.8.4.

The bin-by-bin method is only usable if the simulation widely agrees with the data. Since
PyTHIA is found to give a somewhat more consistent description of the dijet data than
CASCADE, only investigations performed with the PYTHIA simulation are presented in the
next sections.

5.8.1 Resolution and Systematic Shifts

In this section the relationship between reconstructed and generated variables is studied.
For the comparisons only events are used which fulfill all cuts on both detector and hadron
level.

The correlations between detector and hadron level for the variables p{etl, 7, m@bs , (Ap)II
and cos#* are shown in figure 5.14 for the PyYTHIA Monte Carlo simulation of beauty
events. The correlations are found to be similar for the charm and light quark samples.
The matching between detector and hadron level is not always perfect as can be seen e.g.
for the observable xgbs. This is mainly due to events with more than two jets where the
two jets on detector level are not the same as on hadron level. The best correlation is
seen for the mean pseudo-rapidity of the two jets 7. However, the other observables are
generally also reasonably correlated.

The resolution is a measure of the relative deviation of the reconstructed variable from the
generated variable. Figure 5.14 b) illustrates the resolution (p}5e. — pie;;n) /pge;;n of the
transverse momentum of the leading jet again only for the beauty PYTHIA Monte Carlo
simulation. On average it is reconstructed ~ 5% too high and has a resolution of ~ 14%.
In figure 5.14 d) the resolution of 7 is shown. The resolution of the mean pseudo-rapidity
is 0.06 units in 7.

The ability to reconstruct the variable x@bs is illustrated in 5.14 f). Here the resolution
is investigated separately for all production processes (full line) and direct processes only
(dotted line). Both distributions peak slightly below zero with a mean value close to zero.
However, a difference in resolution is observed. While for the full simulation including direct
and resolved processes the resolution is found to be 21%, the direct processes only have a
resolution of 13%. This is due to the more complex event structure of the resolved processes.
For the other variables the resolution for direct and resolved events is comparable.
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determined with the beauty PYTHIA Monte Carlo simulation. The left column shows the recon-
structed versus the generated variables. Horizontal and vertical lines indicate the cuts applied.
In the right column the resolutions are investigated. In f) the resolution obtained with beauty
PyTHIA direct only is shown separately (dotted line). The distributions are normalised to one.
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Finally the resolutions of (A¢)?/ and cos®@* are shown in figures 5.14 h) and j). The
difference of the jet’s azimuthal angle can be measured with a resolution of ~ 5 degrees. The
resolution of the the centre-of-mass scattering angle is 0.05 units in cos 6*. No substantial
shifts are observed in the angular variables.

5.8.2 Purity and Stability

As a measure of the migrations between bins the quantities purity and stability are deter-
mined. They are defined as the ratio of the number of events generated and reconstructed

in one bin and the number of events generated (stability) or reconstructed (purity) in this
bin:

Nrec en )

. . Nrec& en(i)
Stability(i) = Zreexgent 5.6
(4) Nyon ) (5.6)

Following this definition the value of (1 — Purity(i)) indicates the fraction of events mi-
grating into the bin ¢ while (1 — Stability(i)) indicates how many events migrate out of
bin 7. In the ideal case of perfect resolution both purity and stability are equal to one.
The choice of the binning should ensure that all bins contain a reasonable number of events
and that the bin sizes are larger than the obtained resolutions. Both, purity and stability
are required to be larger than ~ 30%. ‘

Figures 5.15 and 5.16 show the purities and the stabilities for the variables p{etl, 7, xgbs,
(A¢)?7 and cos@* for the chosen bins. They are calculated from the PyTHIiA Monte
Carlo simulation using events in the visible region of the measurement, which is defined
by the cuts summarised in equation 5.7 for the generated level and in table 5.2 for the
reconstructed level. The purities and stabilities are found to be similar for beauty (full
points) and charm (open points) in all variables and are always 40% or larger.

5.8.3 Definition of the Cross Section

The cross sections is measured in the region

Q? < 1GeV? 0.15 <y <0.8
P > 11(8) Gev —0.9 <y <13 (5.7)

Most cuts are due to experimental reasons as discussed in this chapter. The dijet pro-
duction cross section can be measured by counting the number of measured dijet events
(NPata) produced in the visible range correcting for detector efficiencies and normalising
to the corresponding integrated luminosity (£patq) collected by the experiment

NData

EData eA .
The factor €A represents the correction for detector efficiencies and acceptances. This
includes contributions depending on geometry and limited resolution of the detector as well

meas

O Data (ep - 6]]X) = (58)
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Figure 5.15: Purities and Stabilities for the chosen bins in p!**, 7, 2%, (A¢)?7 and cos6*.
The full (open) points show the values obtained with the beauty (charm) PyTHIA Monte Carlo
simulation.
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PyTHIA Monte Carlo simulation.
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as on the selection cuts and the performance of the algorithms used for the reconstruction.
The factor €A is determined from the Monte Carlo simulation by dividing the number of
reconstructed and generated events:

gA = N"¢/NI . (5.9)
For the Monte Carlo simulation the visible cross section is defined as

Ngen
Lyc’

Vs

oniclep — ejjX) =

(5.10)

with Lys¢ being the generated Monte Carlo luminosity. Combining 5.8 with equations 5.9
and 5.10 one obtains

meas

NData£ )
0 Data (ep - 6]]X) = MC TNi¢ (511)

NTecﬁData Me:

For the measurement of the charm and beauty cross sections the first factor is identified
with the scale factors P. and P, which are obtained from a fit to the data as explained in
the next chapter.

5.8.4 Hadronisation Corrections

Theory calculations performed to next-to-leading order are available on parton level (cf.
section 2.5.1). In order to compare the theory calculations with the data, correction factors
from the parton to the hadron level are applied for each bin of the measurement. The
correction factors are determined using the PYTHIA Monte Carlo event generator.

The hadronisation correction factors are given by the ratio of the cross sections obtained
with jets as reconstructed from hadrons after the full event simulation and from jets as
reconstructed from partons after parton showers but before hadronisation. The hadron
level includes also effects from underlying events which is not the case on parton level.
The jets at both the parton and the hadron level are reconstructed using the inclusive k;
jet-algorithm in the p; recombination scheme.

For flavour inclusive jets the effects of underlying events and of the fragmentation are
investigated separately in [88]. The total hadronisation corrections are assumed to be the
sum of both contributions. Low momentum hadrons from the underlying event tend to
increase the jet transverse momentum and thus the hadron level cross section at a given
jet transverse momentum. The correction due to the underlying event is therefore always
positive and for jet transverse momenta between 5 and 12 GeV it is found to be between
+30% at lower pseudo-rapidities and up to +100% in the forward region. For larger
transverse momenta (> 20GeV) the effect is reduced to about +10%. The correction
factor due to the effect of the underlying event is found to be partially compensated
by fragmentation effects, which generally reduce the cross section by —30% in the lower
transverse momentum region and by around 5% for larger transverse momenta.

For this analysis the overall hadronisation correction factors for the phase space given in 5.7
are —7% and +1% for charm and beauty, respectively. The bin-by-bin correction factors
for the observables considered in this analysis are found to be less than +10% everywhere
except in the bins 0.7 <x§b5 < 0.85 and 0.85 <x,‘;b5 < 1 where the corrections are about
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+35% and —15% respectively. This is due to hadrons from the hadronisation process which
are wrongly assigned to the two leading jets at hadron level. This hadronisation effect can

reduce xf/bs drastically, leading to large migrations.



CHAPTER 6

QUARK FLAVOUR SEPARATION

The different quark flavours that contribute to the flavour inclusive cross section can be
distinguished on the basis of differences in the lifetime spectra of the produced hadrons.
As discussed in chapter 4 the uncertainty of the measurement of the impact parameter
receives contributions from the position and resolution of the primary vertex, the intrinsic
track resolution as well as distortions due to multiple scattering in the beam pipe and
surrounding material. For a successful description of the data the Monte Carlo parameters
for the beam spot size, the tracking resolution and detector material are adjusted to those
observed in the data (cf. section 4.5).

In this analysis the fractions of events containing charm and beauty quarks are determined
using the same method as in previous H1 measurements [5,6]. The impact parameter of
selected tracks is used to construct the significance distributions S7 and S5. In section 6.2
this method is described in detail. In section 6.3 the fit procedure is outlined.
Alternative methods are used as a cross check. The Multi-Impact Parameter approach
is presented in section 6.4, followed by a discussion of the explicit secondary vertex re-
construction using deterministic annealing in section 6.5. Based on the latter approach
a heavy flavour enriched subsample is selected and described in the last section of this
chapter.

6.1 Track Selection

For the track selection only events which have passed the dijet selection criteria (cf. table
5.2) are considered. The non vertex fitted CST tracks as described in section 4.2 are the
basis of the track selection. Only those tracks are selected which can be associated to one of
the two leading jets in the event. For technical reasons the direct association of the tracks
to the jets via the jet algorithm is not easily possible, since updated track parameters as
discussed in section 4.5 are used and these are not available for the jet algorithm. Therefore
the track-jet matching is done using a cone condition, requiring selected tracks to be inside
a cone of radius R = 1 centred about the jet axis. The cone radius R is defined as

R = \/(njet - ntrack)Q + ((bjet - (btrack)z ’ (61)

with the pseudo-rapidities and azimuthal angles of the jet and track, respectively.

80
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‘ Track Selection ‘

Transverse momentum | p; > 0.5 GeV
Angular region | 30° < 0yrqck < 150°
CJC radial track length | lyqer > 10cm
CJC track start radius | Rgiert < 50cm
CST hits | Nosr > 2
CJC-CST Link probability | Piine > 0.1

Table 6.1: Track selection criteria.

Table 6.1 summarises the track selection criteria which have been developed to ensure a
track reconstruction with a reliable precision while keeping enough statistics. Since at lower
transverse momentum the impact parameter resolution is spoiled by multiple scattering
effects, the transverse momentum of the tracks must exceed 500 MeV to ensure a reasonable
resolution. The angular region corresponds to the CST acceptance. Although the jet axes
are already required to lie in this central region, the additional track angular cut guarantees
that each associated and selected track is well measured inside the CST.

The radial track length is determined by the design of the jet chambers with a maximum
track length of 64.1 cm given by the difference of the outer radius of CJC2 and the inner
radius of CJC1. For a reasonable determination of the CJC track parameters the minimum
radial track length is required to be 10cm. To ensure a precise extrapolation of the
CJC track to the CST, the start radius of the CJC track must be inside the CJC1, i.e.
Rgtart < 50cm.

The cuts on the CST information provide the necessary quality of the track reconstruction
close to the interaction region. At least two hits in the two layers of the CST are requested
with a minimum CJC-CST track linking probability of 10%.

Figure 6.1 shows control distributions of the above discussed track parameters. All tracks
which belong to one of the two leading jets, and fulfilling the track cuts according to table
6.1, enter these distributions. The data is compared to the expectation from the PYTHIA
Monte Carlo simulation. The contributions from the various quark flavours are shown
separately with relative normalisations according to the individual scale factors for each
quark flavour as described in section 6.3.

The overall agreement between data and simulation is good, especially the track transverse
momentum (figure 6.1 a) and the angular (figure 6.1 b) spectra are well reproduced by the
Monte Carlo simulation. The small disagreement seen at small track angles  is due to the
non-perfect description of the track efficiency in that region (cf. figure 4.8). The uncer-
tainties arising from these differences are covered by the variations of the track efficiency
as discussed in section 7.1. The small dip at ¢yqcr ~ 0° (figure 6.1 c) is due to inefficient
cells in the CJC in the data taking period considered here.

In the distribution of the number of selected CST tracks (figure 6.1d) a small shift between
data and simulation is observed. The track multiplicity is seen to be somewhat higher in
the data. However the agreement is still reasonable. The small deviations are mainly due
to a non-perfect modeling of the multiplicities in light quark jets and have a negligible
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Figure 6.1: Control distributions of the selected tracks. The expectation from the PYTHIA Monte
Carlo simulation is included in the figure, showing the contributions from the various quark flavours
after applying the scale factors obtained from the fit to the subtracted significance distributions of

the data (see section 6.3).
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Figure 6.2: Distributions of a) the reconstructed impact parameter § and b) its error o5. The
expectation from the PYTHIA Monte Carlo simulation is included in the figure, showing the con-
tributions from the various quark flavours after applying the scale factors obtained from the fit to
the subtracted significance distributions of the data (see section 6.3).

effect on the measurement. The systematic error arising from uncertainties on the heavy
quark multiplicities are discussed in section 7.1.
The number of events rejected by the above requirements is 5757. This corresponds to
7% of the dijet events, resulting in 80769 events remaining after the final track selection.
The loss is dominantly due to the CST efficiency and the uncertainty is covered by the
corresponding systematic error (see section 7.1).

6.2 Lifetime Tag Observables

The different quark flavours that contribute to the cross section can be distinguished on
the basis of differences in the reconstructed impact parameter spectrum of selected CST
tracks. The distribution of the reconstructed signed impact parameter § and its error os
is shown in figure 6.2.

Due to the long lifetimes of charm and beauty flavoured hadrons the ¢ distribution is
asymmetric, the number of tracks with positive values exceeding the number of tracks
with negative values. The simulation gives a reasonable description of the data. While the
component that arises from light quarks is almost symmetric at low ¢, the ¢ component has
a moderate asymmetry and the b component shows a marked asymmetry. The differences
are due to the different lifetimes of the produced hadrons. The asymmetry seen at |§| >
0.1 cm is mainly due to decays of long lived strange particles such as Kg. In order to
reduce the effects of the strange component, a cut of |§| < 0.1 cm is imposed on all tracks
used in the following. The systematic error attributed to the uncertainty of the strange
component in the sample is discussed in section 7.1.

The distribution of o5 receives contributions from the vertex and track errors and reaches
values of 220 pm at maximum. Its description by the simulation is reasonable.

The significance, defined as the ratio of the impact parameter to its error,

S =L (6.2)

is shown in figure 6.3 for all selected tracks ¢ without (a) and with the cut 0] < 0.1 cm (b).
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Figure 6.3: Distributions of a) the impact parameter significance for tracks and b) the impact
parameter significance for tracks with |§| < 0.1 cm. The expectation from the PyTH1A Monte Carlo
simulation is included in the figure, showing the contributions from the various quark flavours after
applying the scale factors obtained from the fit to the subtracted significance distributions of the
data (see section 6.3).

The construction of the significance optimises the separation of the quark flavours, because
the error reflects the influence of the specific decay topology and of multiple scattering on
the impact parameter measurement. The simulation is observed to describe the data very
well, apart from the tails of the distribution where a non perfect modelling of the resolution
leads to some differences. The deviations in resolution between data and Monte Carlo are
treated as a systematic error (cf. section 7.1).

In the distribution of the significance (figure 6.3 a), a small kink is observed at a significance
of about two. This is an effect of the primary vertex reconstruction where all tracks
compatible within two standard deviations with the run vertex are used. The tracks
corresponding to the impact parameter significances shown in this figure are not excluded
from the vertex fit. Thus, for tracks with small impact parameter significances, the track
is included in the vertex fit and the primary vertex is reconstructed closer to the track
resulting in artificially lower measured impact parameter significances. This effect is well
modelled in the simulation and hence does not spoil the measurement.

A further gain in optimising the separation of the quark flavours is made by using different
significance distributions for events with different track multiplicities. The first significance
distribution S is defined for jets where exactly one selected track is linked to the jet, and is
simply the significance of this track. The second significance distribution S5 is defined for
jets with two or more associated tracks and is the significance of the track with the second
highest absolute significance. For jets contributing to the distribution of Sy it is required
that the track with the first and the track with the second highest absolute significance
in the jet have the same sign of §. The choice of the second highest significance is made
because in light quark events it is very unlikely that two tracks are produced at large
significance due to resolution effects. The S; and Ss distributions are shown in figures 6.4
a and b. While the distribution of 57 shows only small differences for the various quark
flavours, the distribution of S5 gives a good separation power of light to heavy quarks. At
moderate and large values of Sy the beauty contribution exceeds that from charm.

The fit procedure for the determination of the quark fractions is described in the follow-
ing section. Although the Sy distribution provides better separation between charm and
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Figure 6.4: Distributions of a) the significance S of tracks in jets with exactly one selected
track and b) the significance S of the track with the second highest significance in jets with
two or more selected tracks. Only tracks with an impact parameter |§| < 0.1 cm are considered.
The expectation from the PYTHIA Monte Carlo simulation is included in the figure, showing the
contributions from the various quark flavours after applying the scale factors obtained from the fit
to the subtracted significance distributions of the data (see section 6.3).

beauty, events with only one selected CST track (S7) are retained to improve the statistical
precision of the fit.

6.3 Fit Procedure

In order to substantially reduce the uncertainty due to the resolution of § and the light
quark normalisation the negative bins in the S; and S, distributions are subtracted from
the positive ones. In the tails of the S; and S, distributions the number of events in data
and Monte Carlo simulation is small. Therefore, to retain the Gaussian limit in the fit,
the bins with insufficient statistics (< 10 events) are combined into one large bin in the
subtracted significance distributions (cf. figure 6.5).

The b, ¢ and light quark fractions in the data are then extracted by simultaneously fitting
the subtracted S; and S distributions N9 and the total number of events N4 before
any CST track selection. The Monte Carlo b, ¢ and light quark distributions are used
as shape templates and are allowed to be modified by the scale factors P,, P. and P,
respectively, such that

X2 _ Z (Nidata _ PbNé\i/IC _ PCNCI\Z(IC _ HN[I}/IC)Z
PN 5 (Pro(NY©)P + (Por (N + (Pa(NFO) 2

i
data MC MC MC)\2
(Ntot - PbNtotb — PCNtotc - Pthotl)

P (NES) + (Pro (N9 + (Peo (NI + (P (V)P

_|_

is minimized, with ¢ running over all bins of the subtracted S; and Ss distributions.

Only the statistical errors of the data and the Monte Carlo simulation are taken into
account. The fit to the S; and Sy distributions mainly constrains P. and Pj, where the
c and b quark fractions are distinguished by their different shapes. In contrast, the light
quark normalisation is constrained by the total number of dijet events without any track
association.
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Figure 6.5: Distributions of a) the subtracted signed significance for the sample with exactly one
selected track and b) the subtracted signed significance for the sample with two or more selected
tracks. Only tracks with an impact parameter |§| < 0.1 cm are considered. The expectation from
the PYTHIA Monte Carlo simulation is included in the figure, showing the contributions from the
various quark flavours after applying the scale factors P, = 1.98, P, = 1.45 and P, = 1.44 as
obtained from the fit.

The fit to the complete data sample gives scale factors

P, =1.98 4+ 0.22
P, =1.45+0.14 (6.3)
P, =1.44+0.05

for PYTHIA and has a x?/n.d.f. of 13.1/18. The number of degrees of freedom (n.d.f.) of
the fit are the number of bins of the subtracted S; and Sy distributions, plus one (total
number of events), minus three for the free parameters of the fit (P, P, and F;). Consistent
results have been found when varying the number of bins in the fit.

The subtracted S; and Sy distributions are shown together with the fit result in figure
6.5. The distributions are dominated by charm quark events, with an increasing fraction
of beauty quark events towards larger values of significance. The contribution from light
quarks is seen to be small.

6.4 Multi-Impact Parameter Method

The results obtained with the y2-fit to the subtracted S; and S distributions are cross
checked using an alternative method to separate the quark flavours. The multi-impact
parameter (MIP) method is also based on the use of the significance distributions of the
selected tracks S; and was employed by the ALEPH collaboration [89]. It was adopted to
H1 and first investigated in [90].

The quantity

1 & 2
P(S; :—/ e tdt, 6.4
s0=7= . (64
with x? = S2, can be interpreted as the probability that a track originates at the primary
vertex. More precisely, P(.S;) is the probability of having a larger significance value S; than
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Figure 6.6: Distributions of a) the track probability P(S;) and b) the negative logarithm of
the multi impact parameter probability — log(Pasrp) for both jets. Only tracks with an impact
parameter |§| < 0.1 cm are used. The expectation from the PYTHIA Monte Carlo simulation is
included in the figure, showing the contributions from the various quark flavours after applying
the scale factors as obtained from the fit to the subtracted significance distributions.

the measured one. For a Gaussian distribution of the significances, the track probability
distribution should be flat between 0 and 1, meaning that the tracks are compatible with
the primary vertex. In contrast, tracks with large significances accumulate at very low
values of P(S;).

A multi impact parameter probability Py;rp is then constructed by combining the proba-
bilities of the N selected CST tracks within each jet:

N-1
Pyrp =T (—InI)//j!, (6.5)
§=0

where j runs over all selected CST tracks and

m=J[Ps:). (6.6)

The construction of Pysrp assumes the N track probabilities P(S;) to be independent and
P(S;) is set to unity for tracks with negative significance. The heavy quark jet characteristic
of having a large track multiplicity and producing on average more tracks with large impact
parameter significance than light quark jets is combined in the variable Py;rp.

The distributions of the track probability P(S;) and the negative logarithm — log(Pasrp)
of the MIP probability for both jets is shown in figure 6.6. When performing a y>-fit
of the fractions of b, ¢ and light quarks to the measured — log(Pys;p) distribution of the
data using the Monte Carlo expectations for the shapes of each of these quark flavours, the
results are found to agree well with the (S7, S2)-method. To illustrate this, the Monte Carlo
contributions in figure 6.6 are scaled by the factors obtained using the (57, S2)-method.
The x2-fit to the —log(Pyp) distribution gives scale factors P, = 2.25 4 0.38, P, =
1.69 £ 0.21 and P, = 1.31 & 0.07 for PYTHIA and has a x2?/n.d.f. of 23.3/36. Thus
the statistical precision of the multi-impact parameter method is worse by a factor 1.5
compared to the (S7, S2)-method.
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The important drawback of the multi-impact parameter method however is that it relies on
the impact parameter resolution description by the Monte Carlo simulation. As discussed
in section 7.1 the impact parameter resolution is one of the dominating systematic errors.
It was found that this uncertainty is a factor 1.5-2 larger for the MIP-method than for the
(S1, S2)-method, where the resolution dependence is highly reduced by the subtraction of
the negative side.

6.5 Secondary Vertex Reconstruction

A further check is performed using an independent method to separate the quark flavours
based on the explicit reconstruction of decay vertices in the transverse plane. In this
approach, events with at least two selected CST tracks in a given jet are used and the
primary and secondary vertex are fitted simultaneously. The selected CST tracks are used
for both vertices whereas a relaxed track selection, corresponding to the standard primary
vertex fit CSPRIM |[73], is applied for the refit of the primary vertex.

The method was first presented at H1 in [5] and a more detailed description can be found
e.g. in [91]. Here, only the main aspects of this approach are outlined.

Usually, when trying to fit two or more vertices simultaneously, the problem of the correct
assignment of tracks to vertices arises. The basic idea of this approach is, that there is
no definite mapping of tracks to vertices done, but each track is assigned a weight in the
range 0 to 1 for each vertex candidate. This soft assignment is based on the track to vertex
distance and follows the weight function of [92]

w;(T) =

(6.7)

2 )
-S 9

_ i’ _—p?
Zj,e 3T + e 2T

with the sum running over all vertices j'. The S;; are the impact parameter significances
of track ¢ with respect to vertex j. The smaller the distance of the track to the vertex
candidate, the larger the weight. The parameter p is fixed to p = 2 and it is used as a
cut-off rejecting outliers!.

For each jet the vertex configuration that minimises the global fit x? is found iteratively
using deterministic annealing [93].

The concept of deterministic annealing optimises minimisation algorithms in which many
local minima may occur. In this case, for e.g. three selected CST tracks up to four
different secondary vertices corresponding to four local minima in the fit algorithm can
be found. Deterministic annealing avoids local minima by introducing a ’temperature’
function, denoted with T in equation 6.7. The global x? of the fit is then optimised at
each temperature iteratively, starting at a high temperature and then decreasing it slowly.
This procedure is independent of the initial choice of T

As a result of the iterative fit, the primary vertex (7py) and the secondary vertex position
(Fsv) and their multiplicity is obtained. The number of tracks which contribute with a
weight greater than 0.8 to the secondary vertex (SV) is used as a measure of the decay
vertex track multiplicity.

!For Sij/ > powi; — 0.
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Figure 6.7: Distributions of a) the decay length ¢ and b) the decay length error o, for both jets.
For the secondary vertex only tracks with an impact parameter |6| < 0.1 cm are chosen. PYTHIA
is scaled with the scale factors as obtained from the fit to the subtracted (S, S2)-distributions.

The measured decay length ¢ is the transverse distance between both vertices according to

o e
b= (Tsy —7pv) | == | > (6.8)
57|

t

with Py = (pz,py), Pl = /P2 —i—pg and 7 = (x,y). Thus, a sign is assigned to the decay
length using the projection of the corresponding vector onto the jet direction.

Figure 6.7 shows the decay length ¢ and its error oy for both jets. Good agreement is seen
between the data and the distributions from the PYTHIA Monte Carlo simulation which are
scaled by the factors as obtained from the fit to the subtracted significance distributions
S1 and Ss.

The decay length spectrum has similar features as the impact parameter distribution (figure
6.2) showing a marked (moderate) asymmetry of the b (c) component with an almost
symmetric contribution from light quarks. The decay length error o; is driven by the
accuracy in the primary and decay vertex reconstruction. Due to the directional constraint
these positions are correlated which is taken into account in the error calculation. The mean
decay length error is about 65 um with a long tail towards larger errors.

The decay length significance is defined as the ratio of the signed decay length over its
error. The secondary vertex multiplicity and the decay length significance for various
SV-multiplicities is presented in figure 6.8. Apparently, in heavy quark events secondary
vertices are significantly displaced in the direction of the related jet axis. Contributions
from light quarks are mainly observed in the two-track sample at small decay length sig-
nificances. In the two-track sample the contribution from charm and beauty is similar
to that of light quark events while the three and four-track samples are dominated by
the beauty component, as expected from the mean charged particle multiplicity in heavy
hadron decays (cf. figure 6.8 a).

The PyTHIA Monte Carlo simulation is again scaled in the figure by the factors obtained
with the (S7, S2)-method, demonstrating the good agreement of both independent meth-
ods. Conversely, a simultaneous y2-fit of the three shown decay length significance dis-
tributions for the different track multiplicities gives results consistent with those from the
subtracted significance distributions.
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Figure 6.8: Distributions of a) the secondary vertex (SV) multiplicity and the decay length
significance (¢/o0,) with multiplicities SV=2 (b), SV=3 (c¢) and SV=4 (d). PYTHIA is scaled with
the scale factors as obtained from the fit to the subtracted (57, Ss)-distributions.

Scale factors of P, = 2.0+ 0.5, P. = 1.66 £ 0.35 and and P, = 1.35 +0.13 with a x?/n.d.f.
of 43.0/51 are obtained by the fit.

Compared to the (57, S2)-method the fitted scale factors are statistically less precise, which
is due to the higher track multiplicity needed to perform the fit. However, the purity of a
heavy quark sample selected by subsequent cuts on the secondary vertex track multiplicity
and the decay length significance, is superior to that when using the impact parameter
significances. An investigation of a heavy quark enriched subsample is presented in the
next section.

Summary of the fit methods

Figure 6.9 summarises the results of the various quark flavour separation methods presented
in this chapter. The scale factors P, and P, are shown with the inner error bars indicating
the statistical uncertainty and the outer error bars showing the statistical and systematic
errors added in quadrature.

Consistent results are found for all fits with the smallest statistical error seen using the
(S1, S2)-method. The dashed lines indicate the size of the statistical error of this method.
The systematic error, which is discussed in detail in section 7.1, is largest in the MIP-
approach with the largest contribution coming from the impact parameter resolution un-
certainty. The systematic error of the decay length method is compatible with that of
the (S1, S2)-approach. But since the latter has a more powerful statistical precision, the
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Figure 6.9: Summary of the results from the independent quark flavour separation methods.
Shown are the scale factors P. (a) and P, (b) as obtained from the fit to the subtracted (S, S2)-
distributions, the fit to the decay length significance (¢/co,) distributions and the fit to the multi-
impact parameter (MIP) distribution. The inner error bars indicate the statistical uncertainty and
the outer error bars show the statistical and systematic error added in quadrature.

(S1, S2)-method is chosen as default in this analysis for the measurement of charm and
beauty dijet cross sections presented in the next chapter.

6.6 Heavy Flavour Enriched Data Sample

A subsample of dijet events with an enriched fraction of heavy quarks is investigated in
this section.

The relative fraction of heavy quarks in the event sample is enhanced by requiring a
secondary decay vertex with two or more tracks and a decay length significance larger
than 2.0 (cf. figure 6.8). Applying these cuts, the distributions for p}"*, 7, (A¢)7 and
for x?ybs are shown in figure 6.10. The data are compared with the PyTHIA Monte Carlo
simulations. In figures 6.10 a, ¢, e and g the decomposition into light, charm and beauty
quark contributions is indicated. These are determined using the scale factors as obtained
from the fit to the subtracted significance distributions of the full sample. The contributions
from charm and beauty events are 44% and 41% respectively, while 15% of the events
contain only light quarks.

Apart from the tail of the (A¢)// distribution, good agreement between the PYTHIA pre-
diction and the data is seen. The description by PYTHIA for the (A¢)/ distribution is
considerably better for the heavy quark dominated sample than for the flavour inclusive
sample (figure 5.8 ¢).

In figures 6.10 b, d, f and h the same data are shown together with the contributions from
direct and resolved processes, as predicted by the PYTHIA simulation. According to the
leading order QCD calculation, as implemented in PYTHIA, the fraction of events that
arise from processes with resolved photons is about 40% for both, charm and beauty. In
the region xf’ybs > 0.85 the fraction of direct processes dominates (= 80%).

In the region x@bs < 0.85 the contribution from resolved processes is enhanced and amounts
to about 85% (73%) for the selected charm (beauty) events. According to PYTHIA the
dominant contribution results from processes with heavy quark excitation, in which one of
the two jets originates from a light parton, i.e.a light quark or a gluon.

In conclusion, the selected data sample contains 85% of heavy quark events and is well
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Figure 6.10: Distributions of the heavy quark enriched sample with two or more tracks originat-
ing from a secondary vertex and a decay length significance larger than 2.0. The left column shows
the decomposition of the distribution into beauty, charm and light quarks after scaling the PYTHIA
predictions by the scale factors obtained from the fit to the subtracted significance distributions
of the full sample. In the right column the contributions from direct and resolved processes in
PvYTHIA are indicated as shaded histogram and dashed line respectively.
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described by the leading order Monte Carlo simulation PYTHIA in which significant con-
tributions from heavy quark excitation processes are predicted.

Heavy Quark Jet Structure

The internal jet structure and the mean integrated jet shapes for flavour inclusive dijet
events were investigated in section 5.7. In this paragraph the same quantities are discussed
for the heavy quark enriched dijet sample.

In figure 6.11 the jet profiles are shown as functions of the difference in azimuthal angle
and pseudo-rapidity between the jet and the objects contributing to the jet. The agree-
ment with PYTHIA is similarly good as for the flavour inclusive sample (figure 5.10). In
particular, PYTHIA gives a reasonable description of the energy flow in the directions of
both the proton remnant (n°” — 17® > 0) and the photon remnant (7° — ¢ < 0). In
the latter region CASCADE significantly underestimates the data.

Figure 6.12 shows the energy flow for different regions of xf’ybs. While PYTHIA and partly
also CASCADE are able to reproduce the energy profiles for the region of large values of
xf/bs, the description is worse for events with xgbs < 0.85. For the transverse region, i.e.
|pt — @€t ~ m/2 (figure 6.12b), differences between the data and the models become
apparent. In section 5.7 it was found that this region, which is very sensitive to multiple
parton interactions, is well described by PYTHIA for the flavour inclusive data sample (cf.
figure 5.11 b).

These findings support the hypothesis discussed in [40] that multiple parton interactions,
which are needed to describe light quark dominated data samples, behave differently for
heavy quark events.

In order to investigate the mean integrated jet shape (¥(r)) for heavy quark events, a
background subtraction has to be performed. The mean integrated jet shape measured in
the data can be written as

(U (r)® = (0 ()" + fol U () + fuds (P ()", (6.9)

with fy, f. and f,4s being the fractions of beauty, charm and light quark events, respec-
tively. For the selected heavy quark enriched sample these fractions are determined to be
fo = 041, fo = 0.45 and fu4s = 0.15. Using the same method as described in [40], a
background subtraction procedure can be performed to extract both, (¥(r))¢ and (¥(r))®.
Hence, subtracting the background from beauty and light quark events, the measured mean
integrated charm jet shape is defined as

(T ()9 — fo(O(r))" — fuas(T(r))"®
1- fb - fuds ‘

Accordingly, (¥(r))? is obtained by replacing the charm related factors in equation 6.10
with the corresponding beauty factors and vice versa.

In figure 6.13 the mean integrated charm and beauty jet shapes (V(r = 0.5))¢ and
(U(r = 0.5)) are presented as functions of the variables p!* and 2. The data is com-
pared to the total charm (beauty) PYTHIA predictions. The contributions of direct and

resolved events are shown separately.

(W(r))® = (6.10)
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Figure 6.13: Mean integrated jet shape at fixed radius r = 0.5 for the heavy quark enriched dijet
sample as functions of a), b) p/*"* and c), d) the observable x2%%. The left (right) column shows

the charm (beauty) data after background subtraction (see text). The data is compared to the
total charm and beauty PyTHIA predictions (full line). Direct (dashed line) and resolved (dotted
line) contributions are shown separately. Only statistical errors are shown.

Figure 6.13 illustrates the differences in the internal jet structure of charm and beauty
events. Narrower jets are characterised by larger values of (¥(r)), and beauty jets are seen
to be broader than charm jets. This may be understood from the larger beauty quark mass
giving rise to a larger relative transverse momentum of the decaying particles with respect
to the originating parton, and thus leading to broader jets.

Both, charm and beauty data, are generally in reasonable agreement with the total PYTHIA
prediction (full line). At low values of x?/bs the data suggest a trend to larger (U(r)) as
expected for direct processes. Although the statistical precision of the data is limited, this
observation is similar to that reported in [40] for charm jets.

High Purity Beauty Sample

A high purity beauty event sample is selected by requiring a secondary vertex with three or
more tracks and a decay length significance larger than 2.0 (cf. figure 6.8). In figure 6.14
the distributions of xgbs and (A¢)# are shown, together with the PYTHIA predictions. In
figures 6.14 a) and c), the decomposition into light, charm and beauty quark contributions
is indicated using the scale factors as obtained from the fit to the subtracted significance
distributions of the full sample. In this subsample 68% (28%) of the events originate from
beauty (charm) quark events while only 4% of the events contain only light quarks.

The data is fairly well described by the PYTHIA Monte Carlo simulation. In particular



96 6.6. Heavy Flavour Enriched Data Sample

b)
‘% 1075 ‘% 1°E e Data
> r = C
m r m [
I | - resolved
— Pythia
10 10
1 1:i _ .
0.2 04
obs
) N d)
[2] [
§ 10°g °Daa £ 1®F * Data
i — E i | direct
I uds Lo remlyed
10 — Pythia 10 — Pythia
L ﬁ * ....... A ﬁ *
c N1 B P O O I N S . .
50 100 150__ 50 -
(ad)' / deg (Ad)' / deg

Figure 6.14: Distributions of the beauty quark enriched sample with three or more tracks
originating from a secondary vertex and a decay length significance larger than 2.0. The left column
shows the decomposition of the distribution into beauty, charm and light quarks after scaling
the PYTHIA predictions by the scale factors obtained from the fit to the subtracted significance
distributions of the full sample. In the right column the contributions from direct and resolved
processes in PYTHIA are indicated as shaded histogram and dashed line respectively.

for the distribution of (A¢)’/ the agreement is better than for the charm quark event
dominated heavy quark sample which is presented in figure 6.10.

Figures 6.14 b) and d) illustrate the need of resolved processes for a successful description
of data samples in which most of the events originate from beauty quark decays.



CHAPTER 7

CROSS SECTION MEASUREMENT

In this chapter the measured cross sections for inclusive, charm and beauty dijet production
in the reaction ep — e(qq)X — ejjX are presented. The data are corrected for detector
effects and are presented at the level of stable hadrons for the phase space region defined in
equation 5.7. The results are compared to various QCD models including NLO predictions
for charm and beauty obtained with the settings described in section 2.5.

In section 7.2 differential dijet charm and beauty cross sections are measured as a function
of the transverse momentum of the leading jet, pietl, the average pseudo-rapidity of the
two jets, 77 , the observable mgbs, the azimuthal separation (A¢)?/ of the two jets and the
centre-of-mass scattering angle cos 6*.

Measuring the corresponding flavour inclusive dijet cross sections (section 7.3) gives access
to the relative charm and beauty fractions in the visible range. These are presented in
section 7.4.

Finally, the results are compared to previous charm and beauty measurements at HERA
in section 7.5. The chapter starts with the discussion of the systematic error.

7.1 Systematic Uncertainties

Systematic uncertainties of the cross section measurement are evaluated by variations of
the Monte Carlo simulations. The resulting systematic uncertainties of the total charm
and beauty dijet cross sections are listed in table 7.1 and are detailed below.

Impact Parameter Resolution

The uncertainty arising from the knowledge of the impact parameter resolution of the
tracks is estimated by varying the resolution by an amount that encompasses the differences
between the data and the simulation. This is achieved by applying an additional Gaussian
smearing in the Monte Carlo simulation of 200 um to 5% of randomly selected tracks and
of 25 pm to the rest. In figure 7.1 the distributions of S; and S5 are shown on a linear and
logarithmic scale. In addition to the default PYTHIA simulation (full line), the modified
(smeared) simulation is shown as dashed line. The smearing of 200 pm which affects mostly
the tails of the distributions, is motivated by the presence of non-gaussian tails in a small

97
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Uncertainty [%]
Source Variation Charm ‘ Beauty
Impact parameter resolution | &25um &200um 7 10
Jet axis ¢ direction 1° shift in ¢ 3 2
Track finding efficiency 2% @ 1% 3 8
uds asymmetry +50% 1 6
HQ production model resolved v, p; dependence 7 14
Fragmentation model Peterson / Lund 1 2
Fragmentation fractions PDG 0.5 1.6
Hadron lifetimes PDG 0.1 0.3
Charged track multiplicities | MARK-III, LEP, SLD 1.5 4
Jet energy scale 2% 6 5
Trigger efficiency 5 5
Luminosity measurement 1.5 1.5
Total | | 14 22

Table 7.1: Systematic uncertainties of the measured total charm and beauty dijet cross sections.

fraction of the data which are not fully incorporated in the simulation. These effects are
visible in single bins of the measurement (not shown).

Jet Axis

The uncertainty of the jet axis reconstruction which can affect the determination of the
correct sign of the impact parameter is estimated by shifting the jet axis in azimuth ¢ by
+1°, corresponding to the resolution.

Track Finding Efficiency

The reconstruction efficiency of CJC tracks is uncertain to the level of 2% [94].

In section 4.5 the efficiency to find two CST hits on a given drift-chamber track is analysed.
As documented in figure 4.8, the uncertainty of the CST hit linking efficiency is known to
1%. Thus, the total uncertainty on the track finding efficiency amounts to 2.24%.

Light Quark Asymmetry

The uncertainty resulting from the shape of the subtracted significance distributions 57 and
Sy for light quarks (cf. figure 6.5) is estimated by repeating the fits with the light quark Sy
and Sy distributions varied by £50% of the default value. The motivation for this variation
is illustrated in figure 7.2 where the 2 track mass for a strangeness enhanced data sample is
shown. The distribution is shown after background subtraction, i.e. events with negative
or positive significance are displayed with a weight w = —1 or w = +1, respectively.
Strangeness is enriched by requiring only events in the range 0.1cm < § < 0.5 cm.

In figure 7.2 a clear peak at ~ 500 MeV signals the presence of K particles in the sample.
The data is reasonably well described by the simulation. The error band of +£50% (figure
7.2 b) encompasses the uncertainties of the light quark description in the simulation.
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Heavy Quark Production Model

Figure 7.3 a) shows the distribution of x?/bs for the heavy flavour enriched sample for data

and the PyTHIA Monte Carlo simulation. The simulation is normalised to match the
number of entries in the data and the contributions from the direct and resolved processes
are indicated separately. Figure 7.3 b) shows similar plots for the CASCADE Monte Carlo.
It can be seen that the data is reasonably well described by the PYTHIA model. However
the CASCADE model fails to describe the data.

In the CASCADE simulation the amount of events with low values of a:gbs appears to be
underestimated. This amounts to a larger relative fraction of QQQ-events compared to
gQ-processes. As gluon jets carry no lifetime information the lifetime spectrum of the
CASCADE model is too broad. However in the PYTHIA model most of the resolved photon
events have one jet produced by a heavy quark while the other originates from a gluon,
resulting in a more favorable lifetime spectrum.

Thus, the choice of the production model (CASCADE or PYTHIA) has a large effect on
the lifetime distributions and hence on the resulting measurements. The measured charm
(beauty) cross sections differ by —15% (—18%) when using CASCADE instead of PYTHIA
for the fit.

A contribution to the systematic error due to the uncertainty of the underlying physics
model is therefore made by varying the relative amounts of the resolved photon and direct
processes in PYTHIA by +50%. The resulting change in the distribution of xf’ybs due to this
variation is shown as the shaded region in figure 7.3 b). As can be seen the data is well
contained inside the error band. The average error of the charm and beauty cross sections
due to this variation is 7% and 11%, respectively.

A further contribution to the systematic error was added after considering the effect of
the modified PYTHIA simulation on the distributions of p{etl and 7/¢"1 for the heavy quark
enriched sample (figure 7.4). The p; spectrum is seen to be fairly independent of a varia-
tion of the direct and resolved contributions. The prediction of CASCADE is also shown,
revealing a p; spectrum less steep than that seen in PYTHIA and the data. In order to
determine a model error for the acceptance corrections in p;, the PYTHIA prediction is
reweighted to that of CASCADE resulting in a systematic error of 1% and 8% for charm
and beauty, respectively.

Thus the total systematic error arising from the uncertainty of the heavy quark production
model is obtained by adding the contribution from the modified PYTHIA simulation to the
contribution from the p; reweighting in quadrature. These variations lead to systematic
uncertainties of +7% for charm and +14% for beauty.

Fragmentation Model

The uncertainties in the description of the heavy quark fragmentation are estimated by
repeating the fits with a PYTHIA simulation in which the Lund Bowler function [36] is
used for the longitudinal fragmentation instead of the Peterson function.

Fragmentation Fractions, Lifetimes and Multiplicities

The uncertainties arising from the various D and B hadron lifetimes, fragmentation frac-
tions and mean charged track multiplicities are estimated by varying the input values of
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Figure 7.1: Distributions of the impact parameter significances S; and Sy in linear (a and c)
and semi-logarithmic scale (b and d). In addition to the default PyTHIA simulation (full line) a
modified simulation is shown in which a Gaussian smearing of the impact parameter of 200 ym to
5% of randomly selected tracks and of 25 pm to the rest is applied (dashed line).
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Figure 7.2: Distribution of the invariant 2 track mass in a strangeness enhanced data sample
after background subtraction. Events with negative or positive impact parameter significance enter
with a weight w = —1 or w = +1, respectively. In figure a) the data is compared to the PYTHIA
simulation. The decomposition into beauty, charm and light quarks is shown separately. In figure
b) the same data is shown and compared to modified PyTHIA predictions in which the relative
fraction of uds events is varied. The error band of +50% accounts for the uncertainty in the light
quark description of the simulation.
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Figure 7.3: Distributions of the variable xfybs for the heavy flavour enriched sample (see section
6.6). The Monte Carlo distributions are normalised to match the data. Contributions from direct
and resolved processes are shown separately for the default PYTHIA in figure a). Variations of the
relative fractions of direct and resolved processes lead to the uncertainty band (shaded region) in
figure b). Cascade (dashed-dotted line) is shown separately.
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Figure 7.4: Distributions of p/*"* and n/°* for the heavy flavour enriched sample (see section

6.6). The Monte Carlo distributions are normalised to match the data. Variations of the relative
fractions of direct and resolved processes lead to the uncertainty band (shaded region). Cascade
(dashed-dotted line) is shown separately.
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Figure 7.5: Effect of the LAr energy scale variation on p/* for the beauty (left) and flavour
inclusive (right) Monte Carlo simulation. Shown is the estimated error of the cross section.

the Monte Carlo simulation by the experimental errors of the corresponding measurements
or world averages. For the fragmentation fractions of ¢ and b quarks to hadrons and for
the lifetimes of these hadrons the central values and errors on the world averages are taken
from [49]. For the mean charged track multiplicities the values and uncertainties for ¢
hadrons are taken from Mark-III [95] and for b hadrons from LEP and SLD measure-
ments [96].

Jet Energy Scale

The LAr calorimeter energy scale has an uncertainty of 2% (4%) for the electromagnetic
(hadronic) part. Since the jet energy measurement is predominantly track based (> 60%),
a shift of the jet energy scale of +£2% is considered here (cf. also section 5.3). As pointed
out in [84], this procedure is similar to a variation of the individual LAr cell energies by
+2%.

The uncertainty of the jet energy scale leads to cross section uncertainties from 3% at small
Pl to 12% at large p!** and 6% on average, largely independent of the quark flavour. As
an example in figure 7.5 the effect of the energy scaling as a function of pietl can be seen
for the beauty and flavour inclusive PYTHIA simulation.

Trigger Efficiency and Luminosity

The trigger efficiency is studied using monitoring events from neutral current processes in
deep inelastic scattering in which the scattered positron triggers the events independently
of the triggers under study. The uncertainty is determined to be 5% (cf. section 5.4).
The luminosity at H1 is known to an accuracy of 1.5%.

Total Systematic Uncertainties

Total systematic uncertainties of 14% and 22% are obtained for the measurement of the
charm and the beauty production cross sections respectively. The total systematic error for
the flavour inclusive dijet cross section, in which track selection and resolution effects do not
arise, is 8% resulting from the uncertainty of the hadronic energy scale (6%), the trigger
efficiency uncertainty (5%) and the uncertainty of the luminosity measurement (1.5%).
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For the relative contributions of charm and beauty production to the flavour inclusive
dijet cross section, the statistical errors are added in quadrature and the systematic errors
include those sources that are specific to the charm and beauty cross section measurement.
The same uncertainties are equally attributed to all bins of the measurement except for
the uncertainty of the hadronic energy scale for which the uncertainties are determined
and applied individually in each bin of the measurement.

7.2 Charm and Beauty Dijet Cross Section

For the measurement of the charm and beauty cross sections, the scale factors P. and P,
which are determined from fits of the subtracted impact parameter significance distribu-
tions to the data, are multiplied with the cross section predictions of the PYTHIA Monte
Carlo simulation (cf. equations 5.11 and 6.3). The total dijet charm photoproduction cross
section in the range Q% < 1 GeV?, 0.15 < y < 0.8, Q% < 1 GeV?, p;‘e“@) > 11(8) GeV and
—0.9 < P11 < 1.3 is measured to be

o(ep — eccX — ejjX) =702 £ 67(stat.) £ 95(syst.) pb. (7.1)

For the same kinematic range the measured beauty cross section is

o(ep — ebbX — ejjX) = 150 4 17(stat.) 4 33(syst.) pb. (7.2)

A cross check of the charm cross section result using reconstructed D* events is performed
and described in appendix B.

The predictions from the theoretical calculations are detailed in table 7.2. The results of
the massive NLO calculations are stated before and after correction to the hadron level
using correction factors as determined from PYTHIA (see section 5.8.4). The uncertainties
on the NLO calculation are determined as described in section 2.5.1. In the kinematic range
of the measurement the variation of the renormalisation scale has the largest contribution
to the theory error indicating the importance of higher order terms. The average total
theory error accumulates to +35% and —20% for charm and +23% and —17% for beauty,
respectively.

For charm, the central FMNR prediction after applying the hadronisation correction is
somewhat lower than the measurement but still in reasonable agreement within the large
theoretical errors.

For beauty, FMNR is lower than the data by a factor 1.8, corresponding to 1.6 standard
deviations, taking both experimental uncertainties and uncertainties in the theory into
account.

For both, charm and beauty, the LO plus parton shower calculations of PYTHIA and
CASCADE predict values similar to that of FMNR.

7.2.1 Differential Cross Sections

For the measurement of the differential charm and beauty cross sections the fit is performed
separately in each bin i. The resulting scale factors P.; and P, ; are then multiplied with
the bin-integrated cross section predictions of the PYyTHIA Monte Carlo simulation, divided
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Charm [pb] Beauty [pb]
Data || 702 £ 67(stat.) & 95(syst.) | 150 £ 17(stat.) & 33(syst.)
FMNR 5381156 82119
FMNR © had 5001573 8371}
PYTHIA 484 76
CASCADE 438 80

Table 7.2: The measured charm and beauty photoproduction dijet cross sections in the kinematic
range Q% <1 GeV?, 0.15 < y < 0.8, ptjetm) > 11(8) GeV and —0.9 < 77¢1» < 1.3 in comparison
to predictions in massive NLO QCD (FMNR) and from the LO Monte Carlo programs PYTHIA

and CASCADE.

by the respective bin size. PYTHIA is used to determine the point in the bin at which the
bin-averaged cross section equals the differential cross section.

The data are presented at the level of stable hadrons after decay for the phase space
region defined in equation 5.7. The inner error bars in the figures indicate the statistical
uncertainty and the outer error bars show the statistical and systematic errors added
in quadrature. All results are compared to FMNR predictions corrected to hadron level
(NLO QCD ® had) as well as to LO Monte Carlo predictions from PYTHIA and CASCADE.
For a better comparison of data and NLO predictions, the ratio between data and NLO
calculation is shown on a linear scale below each histogram.

! and of 7] are shown in figure

The measured differential cross sections as functions of p{d
7.6 and are listed in tables A.1 and A.2.

The p; distribution is steeply falling over two orders of magnitude and is measured up to
a central value of 27 GeV. The shape is similar for charm and beauty and is reasonably
well described by all theories. Comparing the ratio of the measured data over NLO theory,
the charm data is compatible with the NLO calculation but lying at the upper edge of
the theory uncertainty. The theory uncertainty is not reduced significantly with increasing
pl". For beauty the difference between data and NLO theory is more pronounced with
the data reaching the level of the NLO calculation only at largest p?“'*.

The cross section as a function of the mean pseudo-rapidity 7 is sensitive to the parton
distributions in both the photon and the proton. The shape is similar for charm and
beauty and reproduced reasonably well by the theories. For charm, a reasonable agreement
between data and NLO QCD is observed taking into account the uncertainties in the
calculations and in the data points. The beauty data, again, is seen to be somewhat

underestimated by the NLO QCD prediction over the whole range of 7.

obs
5
For resolved processes, the observable xf/b is related to the momentum fraction of the
photon, which according to equation 4.17 is defined as the fraction of the photon’s energy
participating in the production of the two highest p; jets. The charm and beauty data have
a similar shape with a substantial tail towards low values of x@bs . In this region, PYTHIA
predicts a large contribution from events with resolved photons, as indicated in the figures
by the dashed-dotted lines. The contribution of resolved events which are not due to "heavy

quark excitation’ in the photon is found to be less than 2% for both charm and beauty.

Figures 7.7 a) and b) display the measured differential cross sections as a function of x
S
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Figure 7.6: Differential charm and beauty photoproduction cross sections a, b) do/ dp{et1 and

¢, d) do/dn for the process ep — e(cé or bb)X — ejjX. The inner error bars indicate the
statistical uncertainty and the outer error bars show the statistical and systematic errors added
in quadrature. The solid lines indicate the prediction from a massive NLO QCD calculation,
corrected for hadronisation effects, and the shaded band shows the estimated uncertainty. The
absolute predictions from PyTHIA (dashed lines) and CASCADE (dotted lines) are also shown.
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Figure 7.7: Differential charm and beauty photoproduction cross sections a, b) do/ da:‘jybs and
¢, d) do/d(A¢)?7 for the process ep — e(cé or bb)X — ejjX. The inner error bars indicate the
statistical uncertainty and the outer error bars show the statistical and systematic errors added
in quadrature. The solid lines indicate the prediction from a massive NLO QCD calculation,
corrected for hadronisation effects, and the shaded band shows the estimated uncertainty. The
absolute predictions from PYTHIA (dashed lines) and CASCADE (dotted lines) are also shown. The
contribution from resolved processes in PYTHIA (dash-dotted lines) is depicted separately in figures
a) and b).
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Figure 7.8: Differential charm and beauty photoproduction cross sections a, b) do/d cos 6* for
the process ep — e(cé or bb)X — €jjX. The inner error bars indicate the statistical uncertainty
and the outer error bars show the statistical and systematic errors added in quadrature. The solid
lines indicate the prediction from a massive NLO QCD calculation, corrected for hadronisation
effects, and the shaded band shows the estimated uncertainty. The absolute predictions from
PyTHIA (dashed lines) and CASCADE (dotted lines) are also shown.

PYTHIA describes nicely the shapes of the charm and beauty data distributions, while the
normalisations are low. The CASCADE prediction is too small in the region of small a:gbs,
but approaches the measurement in the region xgbs > (0.85. The NLO calculation is in good
agreement with the charm and beauty data in the highest bin but towards small values of
x@bs the NLO prediction tends to be below the data. For beauty, the ratio between data

and NLO theory is 3.8 in the lowest bin, corresponding to 1.90.

The measured differential cross section as a function of (A¢)?/ is shown in figures 7.7 c) and
d). The cross section rises towards its maximum close to 180° where both jets are oriented
exactly back-to-back in r¢. Both, charm and beauty data show a significant contribution
at lower values of (A¢)’/ which can not be accounted for by any of the theories. The
shape is again nicely reproduced by PYTHIA, whereas CASCADE is too flat but reaching
the measurement at low values of (A¢)?/. FMNR is in good agreement with the charm
and beauty data at large values of (A¢)’ but undershoots the data at low values by far.
For charm (beauty) the ratio data over theory in the lowest bin is 6.9 (5.9), corresponding
to 3.1 (2.40).

Finally, the charm and beauty dijet cross sections do/dcosf* are shown in figures 7.8
a) and b). The measurement is presented in a phase space region with additional cuts
on the dijet mass, M;; > 27GeV, and the mean pseudo-rapidity, —0.33 < 77 < 0.43
(cf. discussion in appendix C). These cuts remove phase space effects due to the jet
transverse momentum and pseudo-rapidity requirements and modify the shape of the cos 6*

cos 6%
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distribution towards that expected from the QCD matrix elements. Production processes
with a gluon propagator are expected to show a steeper rise of the cross section towards
large values of cos 8* than processes with a quark propagator.

Due to the additional cuts the statistical errors of do/dcosf* increases, in particular at large
values of cos 8*. Within the errors the charm cross section agrees with the NLO predictions.
However, the measured shape is somewhat flatter than expected from all QCD models. For
beauty, the measured cross section is in good agreement with the theories for low values
of cos6* but suggests a steeper rise towards large values of cos#* than predicted by the
QCD models. The ratio data over NLO in the last bin yields a factor 2.5, corresponding
to 1.50.

7.2.2 Double Differential Cross Sections

Differential cross sections are also measured separately for the region xgbs > (.85 and the

results as functions of p{dl, 7, (A¢)7 and cos #* are shown in figures 7.9 and 7.10 and are
listed in tables A.3 and A.4.

In the region of large xgbs the contribution from resolved photon processes is suppressed
and, referring to figure 7.7 a) and b), in this region of phase space the agreement between
charm and beauty data with the NLO QCD calculation is expected to improve.

In all measured distributions the charm cross sections are found to be nicely described by
the NLO QCD calculation both in normalisation and shape. The beauty cross sections
are also reasonably well described, the agreement being clearly better than for the whole
range of 2. A difference between data and NLO prediction appears only at small angles
(A¢)7 (figure 7.10 b).

In the region of x@bs > (.85 differences between PYTHIA and CASCADE become more
apparent. As seen in figures 7.9 a) and b) CASCADE predicts a softer spectrum for the
transverse momentum distribution than PyYTHIA. Also the shapes of the (A¢)?’/ and cos §*
distributions (figures 7.10 a-d) are different for PYTHIA and CASCADE. The statistical
precision of the data however is not sufficient to distinguish between both models.

Differential measurements in the region x?ybs < 0.85, in which the largest deviations and
differences of the models are observed, are not feasible due to the dominance of gluon jets
with no lifetime information and the reduced statistics in that region of phase space.

7.3 Flavour Inclusive Dijet Cross Section

The flavour inclusive dijet cross section is measured by correcting the observed number of
events before track selections for detector efficiencies and acceptances and dividing by the
integrated luminosity (equation 5.11).

The total flavour inclusive dijet photoproduction cross section in the range @2 < 1 GeV?,

0.15 <y < 0.8, pgetm) > 11(8) GeV and —0.9 < njetl(?) < 1.3 is measured to be

o(ep — eqqX — ejjX) = 2261 + 8(stat.) £ 176(syst.) pb. (7.3)

This result agrees within 2% with the sum of the measured total charm, beauty and light
cross sections obtained by multiplying the scale factors P., P, and P; with the corresponding
cross section predictions of the PyTHIA Monte Carlo simulation. Note, that the latter
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Figure 7.9: Differential charm and beauty photoproduction cross sections a, b) do/dp]®' and
¢, d) do/diq for the process ep — e(ccé or bb)X — ejjX in the region 25" > 0.85. The inner
error bars indicate the statistical uncertainty and the outer error bars show the statistical and
systematic errors added in quadrature. The solid lines indicate the prediction from a massive NLO
QCD calculation, corrected for hadronisation effects, and the shaded band shows the estimated
uncertainty. The absolute predictions from PyTHIA (dashed lines) and CASCADE (dotted lines)

are also shown.
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Figure 7.10:

Differential charm and beauty photoproduction cross sections a, b) do/d(A¢)?7

and ¢, d) do/dcos0* for the process ep — e(cc or bb)X — ejjX in the region 22’ > 0.85. The
inner error bars indicate the statistical uncertainty and the outer error bars show the statistical and
systematic errors added in quadrature. The solid lines indicate the prediction from a massive NLO
QCD calculation, corrected for hadronisation effects, and the shaded band shows the estimated
uncertainty. The absolute predictions from PyTHIA (dashed lines) and CASCADE (dotted lines)

are also shown.
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Figure 7.11: Differential flavour inclusive photoproduction cross sections a) do/dp!®* | b) do /dij,
¢) do/dxSP*, d) do/d(A¢)#7 and e) do /d cos 0* for the process ep — eqgX — ejjX. The inner error
bars indicate the statistical uncertainty and the outer error bars show the statistical and systematic
errors added in quadrature. The solid lines indicate the absolute prediction from PYTHIA scaled
with a factor 1.45. The charm (boxes) and beauty (triangles) data are also shown together with

the charm and beauty PYTHIA prediction scaled with the factors P. = 1.45 and P, = 2.0.
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Figure 7.12: Differential flavour inclusive photoproduction cross sections a) do /dpi*, b) do /dij,
c) do/d(A¢)?? and d) do/dcos8* for the process ep — eqgX — ejjX in the region x;’bs > 0.85.
The inner error bars indicate the statistical uncertainty and the outer error bars show the statistical
and systematic errors added in quadrature. The solid lines indicate the absolute prediction from
PyTHIA scaled with a factor 1.45. The charm (boxes) and beauty (triangles) data are also shown
together with the charm and beauty PYTHIA prediction scaled with the factors P (x5 > 0.85) =

1.6 and Py (22" > 0.85) = 2.0.

result makes use of the fit of the individual quark contributions and hence depends on
the description of the tracking efficiencies and uncertainties whereas the result stated in
equation 7.3 is independent of all tracking conditions.

The measured differential flavour inclusive cross sections are presented in figures 7.11 - 7.12
and compared to LO QCD predictions from PYTHIA. In the figures PYTHIA (full line) is
scaled by a factor 1.45 which corresponds to the ratio of the measured total cross section
and the prediction from PyTHIA!. The shape of the data distributions (full dots) is well
described by the theory with some discrepancies seen only in the distributions of (Ag)7/
(figure 7.11 d) and 7.12 c)) where the predicted cross sections are generally steeper than
the measured ones.

!The original predictions from the LO plus parton shower calculations of PyTHIA and CASCADE are
1559 pb and 1207 pb, respectively.
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The charm (open boxes) and beauty (open triangles) cross sections discussed before are
also included in the figures together with the scaled predictions from PyTHIA (dotted line
for charm and shaded areas for beauty). Here the same scale factors P. and P, are applied
which have been used to extract the differential cross sections. The shapes of the differential
charm and beauty dijet cross sections are all reasonably described by the PYTHIA model.
Similar to the observations made for the flavour inclusive cross sections the agreement for
the observable (A¢)// is worse, showing a somewhat steeper distribution for the theory.
While the measured flavour inclusive cross section as a function of cos6* is well described
by the theory, the measured charm cross section shows a tendency to be flatter than the
prediction (figures 7.11 e and 7.12 d).

The relative fractions of charm and beauty events with respect to the flavour inclusive data
sample are investigated in the following section.

7.4 Charm and Beauty Fractions

To obtain the fractional contributions of events containing charm and beauty quarks, the
measured differential cross sections for charm and beauty dijet production are divided by
the corresponding flavour inclusive cross sections.

The relative contributions from charm and beauty to the inclusive dijet cross sections are
presented in figures 7.13 - 7.14 and listed in tables A.1 - A.4. The charm and beauty
fractions are shown with statistical errors including the (small) statistical error of the
inclusive cross sections. The systematic errors are calculated based only on those sources
that are specific to the charm and beauty cross section measurements.

In the kinematic range of this analysis the total charm fraction is measured to be

£°¢ = (31.0 £ 3.0(stat.) % 3.6(sys.))% . (74)

In the same region of phase space the beauty fraction is measured to be

P = (6.6 + 0.8(stat.) + 1.4(sys.)) % (7.5)

For charm the measured fraction is in very good agreement with the prediction of 31.1%
of the PYTHIA Monte Carlo simulation. The predicted beauty fraction of 4.9% however is
lower than the measurement. ‘

In figure 7.13 the measured relative contributions as functions of p{etl, 7, (A$)¥, cos §*
and x@bs are compared with the PyTHIA Monte Carlo simulation.

The charm and beauty fractions as functions of p/"*, 7 and (A¢)?/ (figure 7.13 a)-c)) show
a similar behaviour and the ratios are constant within their uncertainties.

In figure 7.13 d) the charm and beauty fractions are shown as a function of the observable
cos 0*. While the PYTHIA prediction is flat for both quark flavours, the data distributions
tend to have a slope with opposite signs for charm and beauty. The measured contribution
from charm events at large values of cos 8* is lower than predicted by PYTHIA. On the other
hand the beauty fraction increases for smaller scattering angles. If confirmed this might
point to the relative contributions of the various production mechanisms to be different for
charm and beauty.

In figure 7.13 e) the relative charm and beauty fractions are shown as a function of the ob-

servable xgbs. PyTHIA predicts an increase of the relative charm and beauty contributions
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Figure 7.13:
function of a) the transverse momentum of the leading jet p}

jeti

Relative contributions from charm (squares) and beauty events (triangles) as a
, b) the mean pseudo-rapidity 7,

¢) the azimuthal distance of the two jets (A¢)’7, d) the observable cos#* and e) the observable

obs

Ty

. The inner error bars indicate the statistical uncertainty and the outer error bars show the

statistical and systematic error added in quadrature. The solid line (shaded area) indicates the
absolute prediction from PYTHIA for charm (beauty). The dashed lines in figure e) correspond to
the absolute predictions from naive quark charge counting.
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Figure 7.14: Relative contributions from charm (squares) and beauty events (triangles) as a
function of a) the transverse momentum of the leading jet pietl, b) the mean pseudo-rapidity

7, ¢) the azimuthal distance of the two jets (A¢)’? and d) the variable cosf* for the region
xgbs > 0.85. The inner error bars indicate the statistical uncertainty and the outer error bars show
the statistical and systematic error added in quadrature. The solid line (shaded area) indicates the
absolute prediction from PYTHIA for charm (beauty). The dashed lines correspond to the absolute
predictions from naive quark charge counting.

towards large values of x?ybs where direct photon-gluon fusion processes dominate. Both,

the charm and the beauty data follow this trend of the theory.

According to equation 2.20 the cross section for the direct photon-gluon fusion process
depends strongly on the quark mass. In the kinematic region of this measurement the
transverse momentum of the quarks, which is approximated by the transverse momentum
of the selected jets, is much larger than the quark masses. The only difference between
charm and beauty quarks in equation 2.20 is then their charge. Hence, assuming the charm
and beauty quarks to be light, naive quark charge counting predicts a value of four for the
relative production rates of charm to beauty dijets in direct photon-gluon fusion processes.

In comparison, the measurement in the region xgbs > (.85 yields a ratio of 5.1 £+ 1.1 (stat.)
taking into account the statistical correlation of both measurements. Normalised to all five
possible quark flavours and their corresponding charges the absolute prediction of naive
quark charge counting for the charm and beauty fractions is 4/11 and 1/11, respectively.
This is shown in with the dashed line in figure 7.13 e).



116 7.5. Comparison with Previous Measurements at HERA
o a
8 % ZEUS Prel. D' Correlations 8 $ ZEUS Prel. D*u Correlations
ogl * H1 D*u Correlations ogl * H1 D*u Correlations
2 E‘ { ZEUS Prel. up Correlations ‘ﬁ 2 $ ZEUS Prel. Hy Correlations
E A HL F2o (low Q7) Impact Par. \O A ZEUS yp: boex Ie‘
2 s ¥V H1 2o (high Q) Impact Par. 2 7 O zeus yo: 0, (iHX) p;e‘
o A ZEUS Wi boex e o E OHL Wi o, (iuX)  p. Cipact Par.
6 O zeus N SHI PN ([1%9)] p{EI 6 g H1 yp: dijets Impact Par.
m Hl o 0,6GikX) 4 p:d 00 Impact Par.
5k g8 H1 yp: dijets Impact Par. 5
® HL DIS: 0, (ejuX) p{e: O Impact Par.
4l O ZzEUS DIS: o, (ejnX) | b al
W
3 % } 3l
2t JF !$ + 2+ JF $ $ % %
MRSTOAQ Y 1 i e L TN TR T T N T P
0 ] —— S
QCDNLO (massive) ’—"‘i“_’_’;'/ e -Q-(;I-D.V.\ILO (massive)
e ! ! ! ! ! ! ! !
w Q>0 10 100 , , 5 10 15 20 25 30
Q" [GeV7] <py(b) >[GeV]

Figure 7.15: Summary of beauty measurements at HERA. The left plot shows the ratio of the
cross sections to the (massive) NLO predictions as a function of Q2. On the right the dependence
on the mean transverse momentum of the b-quark is shown. The results of this analysis are
represented by the open crosses.

In figure 7.14 the relative contributions to the dijet cross section are shown for the region
2P > 0.85 as functions of Pl i, (A¢)77 and cos 0*. Compared to figure 7.13, both charm
and beauty fractions are somewhat larger in this kinematic range where contributions from
resolved photon processes are suppressed.

Apart from the lowest bin in (A¢)?/ and in cos#*, which have large errors, the ratios
are constant within their uncertainties. The measured fractions are consistent with the
PyTHIA prediction and the expectation of naive quark charge counting, which predicts a

somewhat larger heavy quark fraction than implemented in PYTHIA.

7.5 Comparison with Previous Measurements at HERA

The general observation at HERA that the charm cross sections are reasonably well de-
scribed by NLO calculations while the beauty cross sections are found to be somewhat
higher than NLO QCD is confirmed by this measurement.

For charm, some discrepancies between data and NLO predictions occur only in the regions
of small 29" and (A¢)#. Similar observations have been reported in previous analyses on
independent data sets from H1 and ZEUS [16,10].

The measured beauty cross sections are on average a factor 1.8 higher than the NLO pre-
dictions with more pronounced differences seen in the regions of low $ng , low (A¢)/7 and
large values of cos#*. Figure 7.15 summarises the present status of all beauty measure-
ments performed at HERA. In figures 7.15 a) and b) the ratio of data to NLO theory
(massive) is shown as a function of Q% and the mean transverse momentum of the beauty
quark (pr(b)), respectively. The results of the present analysis are shown as open crosses?.
While the ratio shows no dependence on @2, some trends are visible that the agreement

between data and theory improves with larger transverse momentum of the b quark.

. . . jet
2The measured jet cross sections as a function of p/°*! are corrected to the mean transverse momentum

of the beauty quark according to the PyTHiA Monte Carlo simulation.
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In recent publications of H1 [5,6] the relative charm and beauty fractions f¢ and f* have
been measured for the regions of low and high Q2. The experimental techniques applied
in those analyses are similar to those used here. While in the present measurement in
photoproduction ¢ and f* are seen to be almost constant over the entire region of phase
space, the charm and beauty fractions presented in [5,6] show a (2-dependence, which
is particularly strong for beauty. Due to quark mass effects f99 rises with increasing Q2.
Such quark mass effects are not visible in the case of the present photoproduction analysis
which requires the transverse momentum of the quarks to exceed the beauty quark mass
by a factor of two.



CHAPTER 8

CONCLUSIONS AND OUTLOOK

Charm and beauty dijet events in photoproduction at HERA are investigated using a tech-
nique based on the lifetime of the heavy quark hadrons. The contributions of charm and
beauty quark events to the flavour inclusive cross section are determined using the sub-
tracted impact parameter significance distributions of tracks in dijet events. For the first
time at HERA differential dijet cross sections in photoproduction are measured simulta-
neously for charm and beauty. '

The cross sections are measured as functions of the transverse momentum pge“ of the
leading jet, of the mean pseudo-rapidity 7 of the two jets, of the azimuthal separation
(A¢)?7 of both jets, the dijet centre-of-mass scattering angle cos §* and of the observable
xf/bs. In general, the measured charm and beauty distributions show a similar shape in
all variables indicating that kinematic effects due to different quark masses are small in
the kinematic domain considered. Some smaller differences in shape are observed for the
distribution of cos #* which shows for beauty a steep rise with increasing values of cos 6,
while it is flat for charm.

The results are compared with the QCD models as implemented in the leading order plus
parton shower Monte Carlo simulation programs PYTHIA and CASCADE and the massive
next-to-leading order (NLO) QCD calculation FMNR which is presently the only NLO
prediction available for the production processes under study. Theoretical uncertainties
arising from contributions beyond NLO are estimated by scale variations and found to
be particularly large for charm. The total theory error amounts to 35% (23%) for charm
(beauty) compared to a total experimental error of 17% (25%).

Taking into account the theoretical uncertainties, the charm cross sections are found to
be consistent both in normalisation and shape with the perturbative QCD next-to-leading
order predictions. The beauty cross sections tend to be higher than NLO by a factor of
1.8 (1.60) for the total cross section, with an increased difference observed in the region
of small x@bs , small (A¢)?7 and large cos 6%, where processes involving resolved photons or
higher order contributions are expected to be enhanced. Significant differences between
the measured charm and beauty cross sections and the NLO predictions are found in the
region of small values of (A¢)?/ (3.1 and 2.4 for charm and beauty, respectively).

The LO plus parton shower calculations of PYTHIA and CASCADE predict total charm
and beauty cross sections similar to that of the NLO calculation. For charm, PYTHIA and
CAscADE fall below the data in normalisation by factors 1.45 and 1.6, respectively. The
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corresponding ratios for beauty are 2.0 for PYTHIA and 1.9 for CASCADE.

Differential cross sections as functions of p{etl, 7, (A¢)’7 and cos@* are also measured
separately for the region x?/bs > 0.85 in which the contribution of direct photon-gluon
fusion processes dominate. The charm cross sections are in good agreement with the NLO
QCD predictions. The beauty cross sections are also reasonably well described, the level
of agreement being considerably better than for the whole range of xgbs .

The Monte Carlo generator PYTHIA gives a good description of the shape of both the
charm and the beauty data. The data do confirm the assumption used in this model that
a significant contribution to the charm and beauty quark dijet cross section comes from
processes with resolved photons. These findings are supported by a detailed study of a
heavy quark enriched data sample, which was selected based on the explicit reconstruction
of secondary vertices. A good description of this subsample can be achieved by including
the contributions from resolved photons. According to PYTHIA, in the region xf’ybs < 0.85
the contribution from resolved photons is enhanced to about 80%, with the dominant
contribution resulting from processes with charm and beauty quark excitation.

The CASCADE model includes k; unordered gluon radiation in the parton evolution. This
leads to radiative processes with similar final state configurations as the excitation processes
implemented in the PYTHIA model. The CASCADE model is disfavored by the shape of
the measured charm and beauty differential cross sections as a function of ﬂ:?ybs, but gives
the best prediction of all models considered for the region of small values of (A¢)?7, which
is sensitive to the transverse momentum k; of the partons before the hard interaction.
The transverse energy flow relative to the jet axis as a function of the azimuth ¢ and the
pseudo-rapidity has been studied for different regions of p!*"* and xf/bs. While the flavour
inclusive data can be described nicely by PYTHIA including multiple parton interactions,
the heavy quark data show some deviations in particular in the region of small x@bs i
which resolved photon processes are important. The measurement of the mean integrated
jet shapes (¥(r)) support these findings. The jet shapes are generally well described by
the PYTHIA simulation for both charm and beauty, with some deviations only in the region
of small $ng where the data tend to have larger values of (¥(r)) than predicted. In this
region the PYTHIA model predicts a significantly increased number of gluon jets resulting
from heavy quark excitation processes which lead to smaller values of (¥(r)) than for quark

initiated jets.

n

The flavour inclusive dijet cross sections are also measured in the same phase space. In
the region x@bs > (.85, the relative charm and beauty contributions to the inclusive dijet
cross sections are found to be consistent with values of 4/11 and 1/11, respectively, the

naive expectation for the direct photon-gluon fusion process assuming massless quarks.

Outlook

Further studies of the heavy quark production mechanism and a more precise test of the
various QCD models require a reduction of the theoretical scale uncertainties, as well
as the statistical and systematic uncertainties in the data. This would be particularly
useful in view of the upcoming experiments at the LHC, which are currently in their final
construction phase.

The HERA II data sample, which already exceeds the data sample studied here, will
allow a reduction of the data uncertainties and the measurement of more differential cross
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sections. Furthermore, the installation of a dedicated photoproduction jet trigger will allow
the study of heavy quark jets in a sizeable wider transverse energy range. In order to get
more insight into resolved photon processes, which are expected to be enhanced at large
pseudo-rapidities, the inclusion of the Forward Silicon Tracker data would be desirable.
Next-to-leading order calculations performed in the appropriate schemes and with the
appropriate scales would significantly improve the interpretation of the results. A promising
step in this direction is the MC@QNLO generator which matches parton showers to NLO
matrix elements. These calculations are presently not yet available for HERA.
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DATA TABLES

121



122

‘ H Charm ‘
Pl range (ple™) do/dpl®"  stat. syst. € stat.  syst.

[GeV] [GeV] [pb/GeV]

11.0 14.5 12.75 137 20 20 | 0.333 0.048 0.044

14.5 18.0 16.25 49.5 7.6 7.9 ] 0.352 0.054 0.046

18.0 22.5 20.0 10.6 2.5 1.8 1 0.270 0.062 0.035

22.5 35.0 27.0 246 0.86 0.45 | 0.402 0.140 0.052

7 range () do/di stat. syst. f  stat.  syst.
[pb]

—-0.90 0.10 —0.35 162 24 221 0.337 0.051 0.045
0.10  0.60 0.35 674 86 101 | 0.346 0.044 0.045
0.60 1.30 0.95 386 52 61 | 0.358 0.049 0.047
z2® range (w2s) do/dz*  stat. syst. f¢  stat.  syst.

[pb]
0.10  0.70 0.45 236 70 341 0.250 0.074 0.033
0.70  0.85 0.77 1017 271 162 | 0.342 0.091 0.047
0.85 1.00 0.92 2994 280 498 | 0.374 0.035 0.049
(Ap)77 range | ((A¢)7) || do/d(A¢p)/T  stat. syst. f€  stat.  syst.
[deg] [deg] [pb/deg]

20 155 120 1.19 0.27 0.16 | 0.383 0.087 0.046
155 170 163 14.17  2.14  2.13 | 0.312 0.047 0.039
170 180 175 3546 4.50 5.61 | 0.328 0.041 0.039

cos 0* range (cos0*) || do/dcos@* stat. syst. f€  stat.  syst.
[pb]

0.0 0.3 0.16 224 39 30 | 0.462 0.081 0.056
0.3 0.5 0.4 226 55 34 | 0.337 0.081 0.042
0.5 0.7 0.58 179 97 28 | 0.174 0.094 0.021

Table A.1: The measured charm dijet photoproduction cross sections and the relative contri-
butions f° to the inclusive dijet photoproduction cross section with statistical and systematic
errors.
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‘ H Beauty ‘
Pl range (ple) do/dpl®  stat. syst. | fP®  stat. syst.

[GeV] [GeV] [pb/GeV]

11.0 14.5 12.75 24.7 6.1 5.5 1 0.060 0.015 0.013

14.5 18.0 16.25 9.79 187 2.15|0.070 0.013 0.015

18.0 22.5 20.0 3.37 048 0.78 | 0.085 0.012 0.018

22.5 35.0 27.0 0.28 0.14 0.07 | 0.046 0.022 0.010

7 range (n) do/dij stat. syst. | fPP stat. syst.
[pb]

—-0.90 0.10 —0.35 37.1 5.9 7.8 0.077 0.012 0.016
0.10  0.60 0.35 112 17 25 | 0.0567 0.009 0.012
0.60 1.30 0.95 56.2 11.3 12.4 | 0.052 0.010 0.011
xgbs range (mg’”) do/ d:pgbs stat. syst. | fP® stat. syst.

[pb]
0.10 0.70 0.45 446 128 9.9 | 0.047 0.014 0.010
0.70  0.85 0.77 191 60 44 |1 0.064 0.020 0.014
0.85 1.00 0.92 584 72 135 ] 0.073 0.009 0.015
(Ap)77 range | ((A¢)7) || do/d(Ap)?7  stat. syst. ¢ stat. syst.
[deg] [deg] [pb/deg]

20 155 120 0.206 0.053 0.043 | 0.067 0.017 0.013
155 170 163 3.27 050 072 |0.072 0.011 0.015
170 180 175 748 1.07 1.66 | 0.069 0.010 0.014

cos0* range | (cosf*) | do/dcos@* stat. syst. ¢ stat. syst.
[pb]

0.0 0.3 0.16 27.2 6.8 5.7 1 0.056 0.014 0.011
0.3 0.5 0.4 489 10.8 10.7 | 0.073 0.016 0.015
0.5 0.7 0.58 106 20.6 23.5 | 0.103 0.020 0.021

Table A.2: The measured beauty dijet photoproduction cross sections and the relative contri-
butions fPP to the inclusive dijet photoproduction cross section with statistical and systematic
errors.
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| z2® > 0.85 | Charm
Pl range (ple™) do/dpl®"  stat. syst. | f€  stat. syst.

[GeV] [GeV] [pb/GeV]

11.0 14.5 12.75 73.3 12,7 10.7 | 0.348 0.060 0.046

14.5 18.0 16.25 29.0 4.6 4.6 | 0.364 0.0567 0.048

18.0 22.5 20.0 879 1.75 146 | 0.357 0.071 0.047

22.5 35.0 27.0 194 0.70 0.35| 0.455 0.165 0.060

7 range (17) do/di  stat. syst. f  stat. syst.
[pb]

—-0.90 0.10 —0.35 115 21 16 | 0.322 0.058 0.043
0.10 0.60 0.35 496 70 74 |1 0462 0.065 0.060
0.60 1.30 0.95 165 24 26 | 0.374 0.055 0.049

(Ap)77 range | ((Ap)7) || do/d(Ap)?7  stat. syst. ¢ stat.  syst.
[deg] [deg] [pb/deg]

20 155 120 0.118 0.099 0.160 | 0.125 0.106 0.015
155 170 163 826 1.28 1.24 | 0.365 0.057 0.046
170 180 175 29.5 299 466 | 0.408 0.041 0.049

cos 0* range (cos0*) || do/dcosf* stat. syst. e stat.  syst.
[pb]

0.0 0.3 0.16 213 35 29 1 0.592 0.097 0.072
0.3 0.5 0.4 169 42 25 1 0.348 0.087 0.044
0.5 0.7 0.58 231 8 37 10.343 0.094 0.041

Table A.3: The measured charm dijet photoproduction cross sections and the relative contri-
butions [ to the inclusive dijet photoproduction cross section for the region x?ybs > 0.85 with
statistical and systematic errors.
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| z2 > 0.85 | Beauty
Pl range (ple™) do/dpi®™  stat. syst. | fP® stat. syst.

[GeV] [GeV] [pb/GeV]

11.0 14.5 12.75 15.3 4.3 3.410.073 0.020 0.015

14.5 18.0 16.25 6.19 120 1.42|0.078 0.015 0.016

18.0 225 20.0 1.89 031 044 0.076 0.013 0.016

22.5 35.0 27.0 0.27 0.18 0.07 | 0.063 0.043 0.014

7] range (1) do/dip  stat. syst. fPP  stat.  syst.
[pb]

—-0.90 0.10 —0.35 29.8 4.7 6.3 | 0.084 0.013 0.018
0.10 0.60 0.35 54.4 155 12.0 | 0.051 0.014 0.011
0.60 1.30 0.95 31.9 5.7 7.1 10.072 0.013 0.016

(Ap)77 range | ((A¢)7) || do/d(Ap)7  stat. syst. ¢ stat.  syst.
[deg] [deg] [pb/deg]

20 155 120 0.134 0.027 0.028 | 0.142 0.029 0.028
155 170 163 1.67 029 037 0.074 0.013 0.015
170 180 175 431 0.64 0.95 | 0.060 0.009 0.012

cos0* range | (cosf*) | do/dcos@* stat. syst. € stat.  syst.
[pb]

0.0 0.3 0.16 14.3 6.2 3.0 | 0.040 0.018 0.008
0.3 0.5 0.4 304 8.1 6.7 | 0.063 0.017 0.013
0.5 0.7 0.58 444 126 9.8 | 0.065 0.019 0.013

Table A.4: The measured beauty dijet photoproduction cross sections and the relative contri-
butions f"* to the inclusive photoproduction dijet cross section for the region x2** > 0.85 with
statistical and systematic errors.



APPENDIX B

CHARM CROSS SECTION WITH D*
MESONS

The result of the measured total charm cross section using the (Si, Ss)-method is cross
checked with events in which a D* meson is explicitely reconstructed. The standard mass
difference technique is applied in which the D* is detected via its golden decay channel
D** — D¢ — K—nr{. Only a brief description of this procedure is given here.

Decay Mode

The probability of the hadronisation of a charm quark into a D*' meson is experimentally
determined to be f(c — D**) = 0.235 £ 0.007 & 0.007 [49]. The D** meson is an excited
cd state decaying mainly into a D" meson and a charged pion via the strong interaction,
i.e. with a very short lifetime. Since the mass difference between the D* and the D is
only slightly above the pion mass, the decay pion has only a very small momentum. This
is also true in the laboratory frame. For this reason the ’slow’ pion of the D* decay is
usually written as 7.

The D meson then decays weakly with several possible decay modes. In this case only
the decay D° — K77 is considered. The total branching ratio for the D* mesons in the
so called ’golden decay channel’ amounts to

BR(D*t — K ntnd) = (2,57 £0.06)% . (B.1)

Reconstruction and Selection

The D* mesons are reconstructed via the decay chain D** — K *7T+7T;5 and the charge
conjugate process. Note, that only primary vertex fitted tracks are taken into account since
this cross check is based on a standard H1 reconstruction technique. Tracks in the central
tracking devices with opposite charges are combined in pairs to form D° candidates. Each
of the two tracks is alternatively assumed to be a kaon or pion, i.e. without employing any
particle identification. Then an additional slow track with opposite track charge to that
of the kaon is assumed to be the slow pion and is combined with the two tracks of the D
meson to form a D* candidate. Events with a mass difference Am = mgrry — Mg, in the
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‘ D* track selection

pP" > 3GeV
P <15
py > 0.3GeV
pK > 0.5GeV
|mgr —mpo| < 0.08GeV
ry” > 0.1

—
2}}90 E;sin ©;

Table B.1: D* selection criteria applied to the dijet event sample.

range 0.143 < Am < 0.148 GeV and the range 1.82 < mg, < 1.90 GeV around the DO
mass are called D* candidates.

The D* candidate is required to have a transverse momentum of p°” > 3.0GeV in the
central pseudo-rapidity range [n”"| < 1.5. Table B.1 summarises all cuts applied to the
(K, m,mg) system.

In addition to the cuts on the transverse momentum of the D* meson and its decay tracks,
the cut pP"/ Zg}g}o FE;sin ©®; > 0.1 suppresses further the combinatorial background. The
denominator contains the transverse energy of all HFS objects outside a cone of © = 10°
in the forward direction.

D* Mesons in the Dijet Photoproduction Sample

The D* meson sample obtained when applying the selection criteria mentioned above to
the dijet photoproduction sample as defined in table 5.2 is visualised in figure B.1. The
data is compared to the PYTHIA Monte Carlo simulation with the contributions from
charm, beauty and light quarks shown separately. The Monte Carlo prediction is scaled
by the individual scale factors from the fit to the subtracted impact parameter significance
distributions. The resonance in the Am distribution at ~ 0.145 GeV indicates the presence
of successfully reconstructed D* mesons. The signal sits on top of a smaller, steeply rising
background. According to the Monte Carlo simulation only a small fraction of beauty
events contribute to the signal.

Since the combinatorial background also passes the applied cuts, the fit function is a sum
of a Gaussian for the signal and a background term. The number of D* mesons NP is
determined by fitting the function

D* m— )2
f(Am) = é%a exp C%) + kn(Am — mg)Fe - (1 — ks(Am)?) (B.2)

to the measured Am distribution. Here, 0 and p are the width and the mean of the signal
and the parameters k,,, k., ks are determined from the fit. The fit result is shown in figure
B.1 as the full smooth line. The number of D* mesons reconstructed in the signal region
from the fit is found to be 121 4+ 28 at the mass difference mp~ — mpo = 145.5 + 0.2 MeV.
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X2/ ndf 14.04 /23
Prob 0.9258
a L N(D) 120.8+ 27.6
= 200~ ¢ Data o 0.001077 + 0.000238
b= B b H 0.1455 + 0.0002
o B Kn 719.3+546.0
- Y Ke 0.4505 + 0.0770
150~ uds ks 5.619 + 15.879
100~
501
0

Figure B.1: Distribution of the mass difference of the D* an D° candidates Am = Mg rrg —Micr-
The number of D* events in the untagged photoproduction dijet sample determined by the fit is
NP™ =121+ 28.

Taking into account the total branching ratio (equation B.1) the charm cross section can
be extrapolated from the number of observed D* mesons

NP
BR(D*t — K—ntnd) - L-cA

The efficiency and acceptance €A is calculated from the Monte Carlo simulation with the
number of reconstructed D* mesons determined from the same fit (equation B.2) as used
for the data. This is possible because the combinatorial background is well modelled by
the simulation as can be seen in figure B.1.

Applying these numbers to equation B.3, the total charm dijet photoproduction cross
section in the visible range of this measurement (cf. equation 5.7) amounts to

olep — eccX — ejjX) = (B.3)

o(ep — eccX — ejjX) = (692 £ 158) pb, (B.4)

with the error denoting the statistical uncertainty of the fit.
These findings confirm nicely the result obtained from the fit to the subtracted impact
parameter significance distributions (cf. equation 7.1).



APPENDIX C

POLAR ANGULAR DISTRIBUTION cos 8*

In this section the cos 6* distribution and its dependence on kinematic constraints, such as
the jet transverse momenta and pseudo-rapidities, is investigated.

As defined in equation 4.16 the dijet centre-of-mass scattering angle 6* is reconstructed
using

cos(8") = | tanh (" — 17°2)/2)]. (C.1)

In the simple case in which two jets with equal transverse momenta p{et are back-to-back
in the transverse plane, the following equation holds for the relation between 6*, piet and

the invariant mass Mj;; of the dijet system:

9. pjet
Mj=—2t (C.2)

V1 —|cos 6*|?

Hence, for a given M;; events with high values of cos 8* have a lower p{d. In figure C.1 a)
the correlation between cos 6* and Mj; is shown for the selected dijet events (cf. table 5.2).
The solid curve corresponds to equation C.2 for jet transverse momenta p{et > 11 GeV.
Most of the events are found close to this curve. In these events the jets have lower

> = L
O o =
s e =
~ lgmmgm [
= %l:ll:l EE;’ = -
o { e e i ——
= e s I —r—
(2 e — -
e e e e e e e e
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cos 6* cos 6*

Figure C.1: Correlations of the scattering angle 6* and a) the invariant mass M;;, b) the mean
pseudo-rapidity 7). The horizontal and vertical dashed lines show the cuts, while the solid curve in
a) corresponds to equation C.2 for jet transverse momenta p!“ > 11 GeV.
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Figure C.2: Distributions of the scattering angle §* for the flavour inclusive dijet sample. The
data are compared to the PYTHIA (full line) and CASCADE (dotted line) simulation for a) cos 6*

b) cos6* with additional cuts on M;; and 7 and for c) direct (a:f’ybs > 0.85) and d) resolved

(xzbs < 0.85) enriched samples. The Monte Carlo distributions are normalised to the number of
events in the data.

transverse momenta and show a tendency to produce high scattering angles cos6*. For
values of M;; > 27 GeV the bias due to the p{et cut is removed and the cos 6* distribution
can be investigated up to values cos 6* < 0.7.

Figure C.1 b) shows the 77 — cos #* plane for the selected dijet events. In order to study
dijet events with pgd > 11GeV, —0.9 < p/¢ < 1.3, M;; > 27GeV and scattering angles
cos 0* < 0.7 without bias from the 77¢! cut, the average pseudo-rapidity

— 1 je je
=S 1) (C.3)

is chosen to be in the range —0.33 < 77 < 0.43. This cut on 7 is based on the combination
of equations C.1 and C.3 within the boundary conditions of the two jet pseudo-rapidities.
In figure C.1 b) the region of the selected events is indicated by the dashed lines.

In summary, the additional cuts on the dijet invariant mass, M;; > 27GeV, and the
average pseudo-rapidity, —0.33 < 7 < 0.43, select an M;; and 7] region where the biases
from the jet kinematic cuts are minimised.

Figure C.2 illustrates the effect of the additional cuts on the cos#* distribution. The
distributions are shown for the flavour inclusive dijet sample. The shape of the biased
cos 0* distribution (figure C.2 a) is shifted towards that expected from the QCD matrix
elements in figure C.2 b). Figures C.2 ¢) and d) illustrate the shape differences of the cos 0*
distribution for direct (:c?,bs > 0.85) and resolved (1:,‘;”5 < 0.85) enhanced event samples.
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The distribution rises faster with increasing cos 8* for resolved photoproduction, where
processes involving gluon (spin 1) exchange dominate, than for direct photoproduction,
where processes involving quark (spin 1/2) exchange dominate (cf. also figure 2.8).
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