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Abstract

The DIS ep-scattering parton dynamics at low-z is characterised by an initial state cascade in
which the virtualities of the propagator gluons are expected to take any kinematically allowed
value, in contrast to the leading log behaviour. These dynamics might be enhanced by selecting
events in which an energetic jet is found in the forward angular region at HERA, 1.735 < 1 pr <
2.79. The forward jet event differential cross-section is measured as a function of Bjoerken-z,
of the forward jet pr, and of the fraction of the proton energy carried by the forward jet, x ;7.
A significant deviation from predictions based on standard DGLAP evolution can be observed.
We also investigate events in which two hard jets (pr > 3.5 GeV) are found in addition to the
forward jet, and measure their cross-section. For this class of events we also investigate the
cross-section as a function of ), for different values of the angular distance, A7, between the two
hard jets.
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Chapter 1

Introduction

The HERA accelerator can be seen as a type of “electron microscope”, where electrons or
positrons are scattered against the constituents in the proton at high energies, in order to in-
vestigate the inner structure of the proton. The sub-structure of the proton and the point-like
nature of its constituents were first revealed by measurements made at the Stanford Linear Ac-
celerator (SLAC). In Deep Inelastic Scattering (DIS), the lepton scatters against a quark of the
proton, via the exchange of a photon, causing the proton to break up into a proton remnant and
a so-called hard subsystem, created from the photon-quark interaction. The DIS cross-section
can be parametrised by the proton structure functions, describing the probability of the lepton
scattering against the proton, and describing the structure of the proton in terms of probability
distributions of the partons in the proton. Deep inelastic scattering experiments such as those
performed at HERA, have played a crucial role in gradually uncovering the proton structure,
providing a detailed description of the interactions taking place in ep-scattering, and experimen-
tally justifying the theory of Quantum Chromo Dynamics (QCD). Studies of data taken at HERA
in 1992 led to the first observation of so-called rapidity gap events, in which no particles are
produced adjacent to the proton direction of motion. These events are interpreted as arising from
diffractive processes, in which the probe interacts with a colourless component! of the proton.
The investigation of this type of interaction is necessary for gaining a full understanding of the
proton inner structure and of QCD.

In a certain class of events, collimated flows of particles, jets, are created from the interac-
tion. Starting from the final state partons of the different processes, the hadronisation process
leads to the production of hadronic jets, that are seen as having the kinematic properties of the
partons. The production of hadrons is described by phenomenological models such as the Lund
string model. In order to reconstruct and define jets, so-called jer algorithms are used. In this
thesis, a number of different jet algorithms have been studied, with the purpose of evaluating
their ability to reconstruct the properties of the partons. The theoretical predictions of event gen-
erator programs, applying Monte Carlo computational techniques in making probability based
estimates of the scattering, are used. Event generators provide us with the four-vectors of the
particles at different theoretical stages of the interaction. The investigation of jet algorithms is
carried out on inclusive scattering and on two different models of diffractive scattering.

'The mediator of diffractive exchange, sometimes referred to as the Pomeron, is assumed to have the quantum
numbers of vacuum.



The description of the underlying parton dynamics of ep-scattering is of great interest to the
development of QCD. Different approximative models, where calculations of the partonic final
state are carried out through the use of so-called evolution equations, exist. The proton parton
dynamics is modelled through the evolution of the proton parton density into a “ladder” of emis-
sions. The probability of a series of subsequent emissions occurring, are calculated starting from
the probability of the proton emitting a parton carrying a certain fraction of the proton momen-
tum. The parton evolution equations, provide estimates of the contribution from the increasingly
complex higher order processes to the final state. The so-called DGLAP? evolution equations
provide a good description of the proton structure function [, as measured at HERA. However,
arise in F5 is seen for the kinematic region where the gluon density of the proton becomes high.
Although the DGLAP equations seem to reproduce the [, measurements quite well, it is ex-
pected that a the new dynamic, given by the BFKL? evolution equations, become important in
the region of small fractional proton momenta, carried by the scattered parton, the low-x region.
The inclusive F, measurement is not sensitive enough to the effects of the new parton dynamics
and thus one has to investigate specific final states to enhance the signal.

In forward jet events, an energetic jet is found in the angular region close to the proton
remnant. We expect the processes of forward jet events to contain a parton ladder having proper-
ties that are not visible in the typical standard DIS event. Forward jet events can be studied as a
way of evaluating the description provided by different evolution equations. We have carried out
a measurement of the forward jet event cross-section, using experimental data collected by the
HI1 collaboration during the 1997 running period at HERA. This means an increase in statistics,
compared to the previous H1 forward jet analysis, by a factor ~ 5, and thereby an improved
accuracy of the measurement, which is based on a highly exclusive event selection*. In addition
to the Bjoerken-x differential cross-section, g—g, we have now been able to measure the forward
jet event cross-section as a function of the forward jet transverse momentum, pr gy p, and as
a function of xz;7p, the fraction of the proton energy carried by the forward jet. Experimental
data are compared to the theoretical predictions of a number of Monte Carlo generators, based
on different evolution schemes. We also study a sub-set of forward jet events, where, in addition
to the forward jet, two “hard” jets are found, and we will refer to this class of events as 2+for-
ward jet events. The differential cross-sections above, are measured also for these events, and
we study the rapidity of the forward jet and the two different “hard” jets, for different angular
configurations of the two hard jets.

In chapter 2 we will discuss deep inelastic scattering theory and the structure of the proton.
Also discussed are the different methods of QCD evolution and the selection of jets. In chapter 3,
diffractive DIS and the models thereof are discussed. The HERA accelerator and the H1 detector
will be described in chapter 4. Our study of jet algorithms in deep inelastic and diffractive
scattering is presented in chapter 5. The forward jet analysis is presented in chapter 6.

>The DGLAP evolution equations will be discussed in section 2.3.2.
3The BKFL evolution equations will be discussed in section 2.3.3
A forward jet is found in ~ 1% of the ep DIS events at HERA.



Chapter 2

Deep Inelastic Scattering at HERA

In this chapter the kinematics and theory of deep inelastic lepton-proton scattering in the HERA
framework, relevant to this analysis, is presented. A general theoretical description of Deep In-
elastic Scattering, DIS, is given in section 2.1, and the proton structure is discussed in section 2.2.
The different techniques and phenomenological models used in the calculation and generation of
DIS processes are expanded on in sections 2.3 and 2.4. The production and selection of jets in
DIS is briefly described in section 2.5.

2.1 DIS Kinematics

At HERA, beams of positrons, with an energy of 27.5 GeV/, and protons of 820 GeV/ are brought
to collide head on. The positron probes the proton through the exchange of a vector boson, in
a neutral current' scattering process either a Z° particle or a photon. At HERA energies, the
exchange is dominated by photons. We denote this by:

e +p—oet+ X (2.1)

In elastic scattering, the proton remains intact, X = p. When inelastic scattering occurs, the pro-
ton does not remain unchanged and X is the hadronic final state, created from the photon-proton
interaction. An inelastic event is one in which the invariant mass of the hadronic final state is
much larger than the proton rest mass (W2 > mf,). Deep Inelastic Scattering (DIS) occurs when
the squared momentum transfer of the photon is very large compared to the proton rest mass
(Q? > mi). In such an event, the proton is split up completely and a new formalism is needed
to describe the underlying dynamics.

If the lepton has four-momentum P, = (FE.,p.) in the initial state, and four-momentum
P, = (E.,p,) in the final state, the squared negative four momentum transfer is defined:
Q?=—¢*=—(P.—P)?* |, (2.2)

where ¢ is the four momentum of the exchanged photon. The variable (Q? may be considered the
invariant mass squared of the exchanged photon.

'In a charged current process, the exchanged boson is a W T, resulting in the process: e ™ +p — v, + X.

6
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Figure 2.1: Illustrative diagram of DIS kinematics. Four-momenta and kinematic variables re-
lated to different parts of the diagram are given.

Other commonly used variables are the Bjoerken-x and y:

Q2
= 2.
v=gp 23)
P-q
= 2.4
y P'Pe bl ( )

where P is the four-momenta of the proton. In the Quark Parton Model (QPM), the proton is said
to consist of mutually non-interacting point-like partons, quarks. The lepton scatters elastically
against one of the partons, and the proton breaks up. Here, Bjoerken-z, is the fraction of the
proton momentum carried by the struck quark, and v, is the fractional energy lost by the lepton
in the collision, i.e. the fraction of the lepton energy carried by the photon in the proton rest
frame.

The invariant mass squared of the photon-proton subsystem, equivalent to the invariant mass
squared of the hadronic system in the final state, is denoted:

W?=(P+q)? (2.5)

and including also the lepton, the invariant mass squared of the full lepton-proton system is
described by the variable:

s=(P.+P)? | (2.6)

which also is referred to as the centre-of-mass (CMS) energy squared of an event.

7
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Figure 2.2: The kinematic range in QQ* and x, with y, W? and the polar angle of the scattered
lepton, 0, given, for the HERA CMS energy, \/s = 296 GeV.

The collision between 27.5 GeV positrons and 820 GeV protons corresponds to a CMS
energy, /s, of 296 GeeV/. The variables z, y, Q? and s are related according to:

Q> =uays (2.7)

if the proton mass, m,, is neglected. Inclusive? scattering is, neglecting the azimuthal degree of
freedom, at a fixed value of s completely described by two of these variables, for example = and

Q2. (A plot over the kinematic relations of positron-proton collisions at HERA energies is shown
in fig. 2.2.)

2.2 The Structure of the Proton

The differential cross-section for inclusive inelastic scattering can be parameterised using two
Structure Functions, Fy(x, Q%), and Fy(x, Q*)*

d*c 4o
dzdQ? - Q4 [xy2 ) Fl(x’ QQ) - (1 - y) : F2(5U> Q2)] , (2.8)
2When referring to inclusive ep-scattering, only the properties of the scattered electron, and not those of the
hadronic final state are considered. The hadronic final state, created from the v — p interaction, is integrated over in
an inclusive measurement.
3The relationship between F;, F, and the cross-sections corresponding to longitudinally and transversely po-
larised photons respectively, o;, and o, is: B—2aFy _ oL

2x F o

8
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Figure 2.3: A HI measurement [1] of the proton structure function Iy as a function of (a) x for
different values of Q* and (b) Q? for different values of .

where « is the electro-weak coupling constant.

Lepton-proton scattering is of historical importance in that it led to the discovery of point-
like quarks in the proton, and the development of the quark parton model. The proton was in this
model originally said to consist of three partons, the valence quarks, each carrying approximately
one third of the total momentum of the proton. At fixed medium values* of z, an approximate
independence of Q? can be observed in F5. This is a phenomena that is usually referred to as
Bjoerken scaling, or scale invariance, meaning that ()? can be increased or decreased, leaving
the values of the structure functions approximately unchanged:

Fi(r,Q*) ~ Fy(r) i=1,2 (2.9)
It implies the existence of point like partons, quarks, inside the proton. Thus, above certain val-
ues of %, the exchanged photon has a short enough wave-length, compared to the proton size,
for the scattering to occur against the quarks. The point-like nature of the quarks leads to the
scattering being independent of the photon wave-length and dependent only on the dimension-
less variable z.

The structure functions are usually identified by the summation over parton distribution
functions, f;(z,Q?), describing the probability of a parton, 7, carrying a fraction, z, of the proton

“4The scaling behaviour is completely true for 2 = 0.15, and the scaling effect becomes smaller the further away
from this value in x we are.



momentum at a certain value of )?. We have for spin-— particles:
Fy(z,Q*) =) elfi(z, Q%) (2.10)

where e; is the electric charge of a parton of type ¢. In the quark parton model of the proton, i,
represents the valence quark flavours: i=u, d, and eu=§, ed=—§ (contributions from other type
of quarks can also occur due to gluon splittings into pairs of so-called sea quarks, see below).
The DIS cross-section can be divided into contributions from transversely and longitudinally po-
larised virtual photons. The structure function F' is dependent only on the transversely polarised
contributions, while F5 depends on both contributions. Neglecting the longitudinally polarised
photon exchange contribution to the cross-section®, F; and F} are related according to:

Fy(r, Q%) = 22F (2, Q%) (2.11)

which is called the Callan-Gross relation [2]. This relation is in agreement with experimental
observations, within certain kinematic regions [3]. Using the notation of eq. (2.10), F; can be
written as:

(z,Q%) = Ze filz, Q%) (2.12)

The quark parton model was invented before the theory of Quantum Chromo Dynamics
(QCD) had been developed and it does not fully describe the proton structure, but may rather
be regarded as providing a zeroth order approximation of the proton structure function. Devia-
tions from the scaling relation in eq. (2.9) are observed in recent DIS data (see fig. 2.3) showing
a certain change in I, with Q2. This so-called scaling violation can not be explained within the
boundaries of the quark parton model.

In QCD, the perturbative expansion of the structure function to higher orders in a;; includes
the emission of gluons, and the creation of pairs of quarks and anti-quarks, sea quarks within the
proton. The valence quarks are no longer independent of each other, but couple via gluons, the
mediators of the strong force. The gluons can also couple to other gluons. In DIS it is possible
for the photon to scatter not only against valence quarks, but also against sea quarks, created
as a result of the strong interaction in the proton. At high values of 2, where the strong force
operates at small distances, the partons move freely. In QCD, the strong coupling constant, o,
depends on (% such that the constituents of the proton approach asymptotic freedom with regard
to the strong force, as Q? increases: a,(Q?) — 0, when Q? — oc. This means that above certain
values of (%, the photon will probe the proton as consisting of free point-like objects, and DIS
processes of higher orders become distinguishable if the virtuality® of the process is high enough.
For smaller values of )%, we enter the so-called infra-red region, where a,,(Q?) becomes large
and the partons of the proton are bound together more tightly. The scattering will in this case
occur as if the proton is a compact object in itself, rather than consisting of point-like partons.

5The contribution from longitudinally polarised exchanges can be neglected, since it does not contribute in the
region of low values of the Bjoerken scaling variable y, where the ep neutral current DIS exchange at H1 generally
takes place.

The exchanged photon has a large virtuality when @ ? is large, and becomes real when 2 has a small value.

10
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Figure 2.4: Generic diagrams of deep inelastic ep scattering. Shown are (a) zeroth order
scattering on a valence quark; QPM, (b) QPM scattering on a sea quark, (c) first order o
scattering against a sea quark; Boson Gluon Fusion, (d) first order « 4 scattering on a valence
quark, that emits a gluon; QCD-Compton and (e) QCD-Compton scattering on a sea-quark that
emits a gluon. Versions of diagram (c), (d) and (e) with the legs crossed also exist. Versions of
diagram (d) and (e) exist with the gluon emitted directly from the scattered quark, and with the
legs of these diagrams crossed.

2.3 DIS Processes and Evolution Equations

For large virtualities and for small values of the strong coupling constant, o, ep scattering is
dominated by zeroth and first order processes, directly calculable in perturbative QCD. These
processes will be described in section 2.3.1. With larger values of «, the perturbative expansion
in QCD becomes less and less reliable. Gluon self-coupling and higher order processes need
to be included, and full perturbative calculations to all orders are not possible in this context.
Approximative methods of evolution are therefore applied to estimate higher order effects. In
sections 2.3.2, 2.3.3 and 2.3.4 the DGLAP, BFKL and CCFM approximations of higher order
QCD processes will be discussed.

2.3.1 Zeroth and First Order QCD processes

Figure 2.4.a is a generic Feynman diagram of a QPM process, in which the photon interacts di-
rectly with a valence quark and no gluons are emitted. The diagram does not contain any gluon
vertices, and at this level, the scattering does not include any strong interaction. According to
Feynman rules, the cross-section of this process is therefore not dependent on «,, and it can be
described as a zeroth order a4 process in QCD.

11
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Figure 2.5: Generic diagram of an evolution parton ladder, here consisting of gluon splittings,
with the variables related to the different parts of the ladder given.

A first order, O(a), process in QCD, is a process for which the representative Feynman dia-
gram contains one gluon vertex. In deep inelastic lepton-proton scattering, this is either a Boson
Gluon Fusion process, in which a gluon in the proton is split up into a ¢q pair, and the photon
scatters on one of these quarks (see fig. 2.4.c) or a QC'D — C'ompton process, in which the pho-
ton scatters on a quark that emits a gluon (see fig. 2.4.d). The cross-sections of these processes
are proportional to o, and the scattering occurs with a probability set by as. Analogously, QPM
and QCD-Compton scattering can also take place against a sea quark in the proton’ (see fig. 2.4.b
and fig. 2.4.e). Due to the complicated nature of the strong force, zeroth and first order o pro-
cesses do not alone provide a proper description of the scattering. Higher order processes must
be included, and these are treated by the concept of a parton density and the evolution equations.

2.3.2 DGLAP Evolution

In the DG LAP (Dokshitzer, Gribov, Lipatov, Altarelli and Parisi) [4, 5, 6, 7] evolution method,
the parton densities are evolved in the variable Q2. Only the diagrams that give leading contribu-
tions of %, or log(Q)?) are taken into account. Different parton types are given different parton
density functions, f;(2’,t), describing the probability of finding a parton of type j, carrying a
fraction, z’, of the original proton momentum, at a given scale, t. Every parton, j, is also given
a probability of originating from a parton of type i: P;/;(<), where, x, is the fraction of the
proton momenta carried by parton . The splitting kernel, P;;;(z), may be considered a proba-
bility density, in the sense that it describes the probability of a parton “containing” a daughter
parton, carrying a fraction, z, of the parent quark momenta. The leading order (LO) «a splitting

kernels are derived from 2 — 2 scattering processes, and higher order kernels can be derived

"t should be noted however, that sea-quarks are created from gluon splittings and hence the result of a BGF-like
process inside the proton.

12



analogously. From a starting value, #=()?, the parton density functions are then evolved in ()2,
step by step, using the DGLAP equations:

dfi(z,t)
gl(jgt :a Z/—f]x t)F z/J(x) : (2.13)

where the sum is over all parton types, j, that the parton, ¢, can branch to. The parton density
functions can then, at a higher scale, be compared to experimental data.

Terms of the type a,log(Q?) are characteristic results of the DGLAP evolution integrations,
in the leading logarithmic approximation (LLA). A DGLAP evolution to O(a,™) may be consid-
ered a summation over a ladder of n consecutive parton branchings (see fig. 2.5) in which the
propagating partons are strongly ordered in virtuality. The virtuality can be written: Q% = %,
and at small values of z, strong ordering in virtuality therefore also means strong ordering in
transverse momentum squared:

kpo K by < oo K kG < K7y (2.14)

each parent parton, n, carrying a much larger transverse momentum than the daughter parton,
n — 1, and all parton transverse momenta (virtualities) being limited below by the fixed value,
Qo”, at which the evolution starts, and above by the photon virtuality, Q2. The a,log(Q?) terms
represent the contribution to the scattering, from the parton splitting diagrams in which the par-
tons are strongly ordered in transverse momentum squared, k%, with respect to polar angle.
Terms of the type log(%) represent the contribution from diagrams strongly ordered in frac-
tional momenta. DGLAP is viable when the former contribution is large compared to the latter:

l0g(Q?) > log(L).

DGLAP provides a good description of the inclusive structure function as measured at HERA
[1], even at low x. For low x, however, there is a growth in F5 as = decreases. This is related to
the high gluon density in this region. Evolving the parton ladder here, the log( %) contributions
are expected to become substantial. Investigating the final state in DIS, by e.g. studying forward
jet and particle production [8, 9, 10, 11, 12], the standard DGLAP description of data is not
always satisfactory®. The applicability of DGLAP at low z is therefore in question, and another
evolution method may be needed.

2.3.3 BFKL Evolution

The BFKL (Balitsky, Fadin, Kuraev and Lipatov) evolution [13, 14] of parton densities is made
in z, or in terms of log(%). It is carried out for a ladder of parton splittings (see fig. 2.5), for
which the propagating partons, 7 = 1, n are strongly ordered in fractional momenta z;:

8When considering the photon as a partonic particle, and with evolution taking place on both sides of the
hard sub-system, the DGLAP description can reach an agreement with data also for the exclusive quantities of
the hadronic final state.

13



To > Ty > ... > Ty, > Ty 5 (215)

where Bjoerken-z sets the lower limit.

The BFKL equations are applicable for the region log(%) > log(Q?) in LLA, and are ex-
pected to contribute primarily for evolution at low x. In the region of low = at HERA we, as
mentioned above, see a rise in the structure function F», because of the high gluon density in
this region, and the parton branchings are thought to be dominated by gluon splittings. BFKL
evolution unfolds the gluon density in x and the BFKL evolution equation has the form:

df ('Ta kT)
dlog(%)
where kr is the transverse momentum of the parent parton in a particular splitting, and &k’
the transverse momentum of its daughter. The splitting dynamic is described by the operator

K (k3. k’TZ), which is called the BFKL kernel. The function f(z, k%), is referred to as the uninte-
grated gluon density:

= / Ak, K (K2, K2 fla, k) (2.16)

2

dk!?
zg(z, Q%) = / = f(z, Q%) (2.17)

2
kT
0

where g(z, Q?) is the proton gluon density.

No requirement on strong ordering in virtuality is made on BFKL evolution. A “random
walk” in the propagator kr:s may thus lead to a diffusion of the ladder into the infra-red region.
Also, no limits are set on the possible energy of the emissions in the (LLA) evolution, and energy
conservation is thereby broken.

For fixed Q% and a, and at small z, we have that [15] f(z, kr) < z~* , where A = 3a, and
¢ = 4log2. This is similar to the z dependence of I for low values of z. Studying the structure
function has so far not enabled us to determine whether BFKL resolves the rise in F5 at low x
or not. Therefore less inclusive quantities and regions where BFKL-like parton dynamics are
expected to come into play are being investigated exclusively.

2.3.4 CCFM Evolution

The CCFM (Catani, Ciafaloni Fiorani, Marchesini) evolution [16, 17, 18, 19] of the parton den-
sity, is carried out in angle, under the condition of angular ordering between the ladder emissions:

Oiy1>0; (2.18)

where O; is the polar angle of emission ¢ = 1,n, with respect to the incoming parton. The
ordering relation can be written:

Qo < iz, ooy < Gne1Zn—1 <Gn, 2 <q (2.19)
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where z; 1s the fraction of emission ¢ — 1:s momentum carried by emission z, and

g = 2L (2.20)
1—2

where pr; is the transverse momentum of emission i. The evolution starts at (), and the above
angular limit is set by g. With the unintegrated gluon density, .4, taken as a function of three
independent variables:
q2
ro(o.a) = [ AR rAn e g) (221)
0

the CCFM evolution equation can be written:

—2 d IA(.I,]@_,(?) o d¢ p(Z,q_/Z,kJ_> / ;o —

where ¢ is the azimuthal angle, A, is the Sudakow form factor and P is the splitting function:

P(z,q,ky) = %@1(1_—2 2)) , aslk)

Ans (27 q, kJ_) ) (223)

and A, is the Non-Sudakow form factor, characteristically controlling the dependence on z, of
the evolution. In the DGLAP limit, with not too small z, the angular ordering becomes ordering
in q:

Qo < oo < Q1 < g, < q (2.24)

When approaching the BFKL limit, 2 becomes small, and eq. (2.19) gives essentially no restric-
tion in ¢. In the low-z region, the CCFM equation sums terms of [og( %), equivalently to BFKL,
but includes a full treatment of the kinematics at each splitting.

2.4 Matrix Elements, QCD Radiation and Hadronisation

Theoretical estimates of particle scattering can be carried out based on random number genera-
tion, applying Monte Carlo techniques, through so-called event generator computer programs.
In an event generator, the probabilities of different interactions to occur are calculated, and the
four-vectors of the particles at different levels of the interaction can be obtained.

The theoretical description of particle scattering, as typically implemented in current event
generators, might be divided into a number of qualitatively different stages, with respect to pro-
cess virtualities, momentum transfer, the couplings and time-scales involved in the interactions.
In a DIS ep-scattering event, mediated by a photon, the photon-positron interaction is calcu-
lated from perturbative QED and the proton is described by parton density functions, fitted to
the structure function, F5. Hard parton processes up to leading order as can be calculated from
matrix elements (ME), describing the probabilities for different interactions to occur, given by
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Figure 2.6: Illustrative diagram over initial (space-like), final (time-like) state radiation, and
hadronisation.

perturbative QCD calculations. For the other stages of the scattering, approximative techniques
and phenomenological models are applied. Initially, particles of high virtuality are involved in
hard (large momentum transfer), space-like interactions, with strong interaction occurring at low
values of a;. In the next stage, QCD radiation, parton emissions, are added and simulate the
influence of higher order corrections. Hadronisation occurs via strong interactions at large val-
ues of «a, and is responsible for the transition from parton to hadron level, where various types
of decays can occur at large time-scales. Two different ways of applying QCD radiation will
be discussed in sections 2.4.1 and 2.4.2. Hadronisation according to the Lund String Model is
described in section 2.4.3.

2.4.1 Parton Showers

QCD radiation may be modelled through initial and final state parton showers, meaning parton
emissions as calculated with the help of QCD evolution equations. Initial state parton showers
consist of space-like parton emissions that are added to the matrix element partons, and are used
in event generators to account for higher order processes. The initial state parton emissions can
branch into new partons with probabilities given by the splitting kernels of the evolution equa-
tions, time-like emissions are added to the final state partons and a shower of partons is thereby
created.

Treating the photon as an extended object with a composite structure, the evolution equations

may be applied also to the partons in the photon. In the resolved photon model [20, 21], the
possibility for the photon to create a parton shower exists, by the evolution of a photon-induced
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Figure 2.7: Illustrative diagrams of CDM radiation. (a) A colour dipole is formed from a qq pair,
and gluons are emitted. New dipoles are created and new gluons are radiated. (b) The phase
space for gluon emission spanned by a dipole with energy W, for a gluon with transverse momenta
pr and pseudo-rapidity, 1, in the dipole centre of mass system. The reduction in phase space due
to the extension of the proton remnant is indicated on the right hand side of the diagram.

parton ladder. The limits of the evolution are set by the virtuality of the photon, or the virtuality
of the hard subprocess, as typically given by the mass of the hard subsystem squared, s, or the
transverse momentum squared of the partons, p2.

In DIS event generators such as LEPTO [22], HERWIG [23] and RAPGAP [20], parton
showers are applied according to a DGLAP-based (LLA) evolution. In the CASCADE [24]
generator, initial state parton showers are applied according to CCFM evolution. RAPGAP and
HERWIG include the possibility of resolving the photon. The parton showers of these generators
are hence produced under the condition of strong ordering in virtuality, on the proton side, and
applying the resolved photon model, also on the photon side.

2.4.2 The Colour Dipole Model

The Colour Dipole Model, (CDM) [25] was originally developed for processes of the type:
ete™ — qq, and provides a different method for applying QCD radiation to the processes. The
colour charges of the quark and the antiquark in these processes together form a colour dipole.
The colour dipole is given a probability of emitting a gluon, where the emitted gluon can take part
in creating a new dipole, leading to consecutive gluon radiations and creation of new dipoles. For
a dipole of mass W, the phase space available for the emission of a gluon with pseudo-rapidity
n’ and transverse momentum, pr, relative a coordinate system defined for the first emission is,

9Pseudo-rapidity is defined as n=—In(tan(6/2))
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due to conservation of energy, bounded by the relation [26] (see fig. 2.7):

pr - cosh(n) < % : (2.25)

Applying the colour dipole concept to deep inelastic ep scattering, the scattered quark and the

proton remnant are responsible for creating the first dipole. The proton is not point-like and this

suppresses the phase space available for gluon emission compared to the eTe~ — ¢q scattering

case, since the quarks are point-like. The exchanged photon can be treated as an extended object,

analogous to the resolved photon in the parton shower scenario, and this also leads to constraints
on the gluon emission phase space.

The colour dipole model is implemented in the Monte Carlo generator ARIADNE [27],
where in DIS, boson gluon hard scattering is represented by matrix elements while QCD-Compton
processes are completely covered by CDM radiation.

2.4.3 The Lund String Model

Strong interaction occurs between particles carrying colour charge. The strong force field has
a tube-like structure with constant energy density per unit of length at large distances. The
occurrence of single quarks has never been observed in nature, and this is accounted for in QCD
by the energy of such a force field approaching infinity when a quark and an anti-quark are
separated by large distances. This phenomena is referred to as colour confinement. The process
that takes us from single partons, not observed in nature, to the hadrons that we can observe, is
called hadronisation. It is described by phenomenological models, such as the Lund String Model
[26]. In this model, the strong force is represented by colour strings that connect e.g. a quark and
an antiquark together into a colourless meson. The force, F'g, of the string between the quarks,
holding such a pair together, is approximately proportional to the distance, r, between them:
Fs o r. Consider a parton level qg pair connected by a string, where the quarks possess certain
kinetic energy and are moving apart. The force mediated by the string on the partons increases
as the distance between the quarks increases, and Kinetic energy is transferred from the quarks
to the string. If the energy of the string is high enough, it can "break”, and two new quark pairs
can be created, each pair bound together by a colour string, which in turn can split up and create
new pairs. This process of string fragmentation stops when the strings do not possess enough
energy for new hadrons to be created. Partons are in this way, with increasing a,, combined into
hadrons.

2.5 Jet Production and Jet Algorithms

Flows of particles that are collimated in energy, momentum and angle are often referred to as
jets. So-called jet algorithms provide different methods for combining parton, hadron or detector
level objects into jets. The jet phase-space is set by a number of resolution parameters, defining
e.g. how close in angular space two particles must be to be included in a jet.
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On the matrix element level, we might simply define each parton with a transverse momen-
tum, pr, in the HCMS!’, above a certain limit, pr > DTmin» as a jet. For example, in an ep DIS
boson gluon fusion process a gq pair is produced, where the two quarks are expected to possess
high (HCMS) transverse momenta, and each quark of this pair may thereby be considered a jet.
Considering QCD radiation on parton level, jets can be created from combinations of hard and
soft partons or from hard or soft partons only. Requiring high (HCMS) jet pr, the main contri-
bution to jets from QCD radiation will however be in broadening the energy flow of the jets. On
the hadron level we generally expect jets to carry the properties of the partons, and an O(«) ep
scattering process, containing two hard partons, is expected to give rise to two high pr jets also
on the hadron level. The proton remnant then often defines a jet in the most forward (beam-pipe)
region, that through hadronisation becomes densely populated by particles. An event, where
three jets are defined, including the proton remnant jet, is often referred to as a (2 + 1) jet event.

Requirements on a jet algorithm include infra-red and collinear safety, meaning that adding
a parton with infinitely low energy should not affect the result of the jet reconstruction. A good
jet algorithm is also one that is able to differentiate between soft and hard partons and, when
clustering hard jets, be able to associate soft partons with hard partons close in phase space in
the way that best represents the underlying physics of an event. Furthermore, the hadronisation
correction, i.e. the differences in energy between the final state partons and jets on hadron level
should be small.

During the hadronisation process, the strong force can act in pulling partons away from their
original direction of motion, due to so-called string effects, in string model terminology. In
fig. 2.8, generic diagrams of BGF and QCD-Compton ep scattering processes are shown, and
the different string configurations are indicated. Two partons bound together by a colour string
exercise a force on each other, and get “dragged” in the direction of motion of the other parton of
the pair. The signature of such effects at hadron level are asymmetries or shifts in the correlation
with parton level jets. This also contributes to an increased energy flow of energetic jets, such as
the proton remnant one, as mentioned above, due to the colour connections of the proton partons

I"HCMS stand for Hadronic Center of Mass System, the v — p rest frame, where ¢ — P = 0
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with the rest of the system.
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Chapter 3
Diffractive DIS at HERA

Rapidity gap events are characterised by an absence of hadronic activity in a sizable angular
region with respect to the direction of motion of the proton. At HERA, around 10% of the DIS
events exhibit such a gap in rapidity close to the beam pipe, where no hadrons are detected
[28, 29]. This phenomena can be explained by introducing diffractive processes, in which the
scattering is said to occur via a colour singlet intermediate state. There are no colour string
connections to the proton remnant and consequently no contribution to hadronisation from this
state. An overview of diffraction is given and the kinematics and theory of diffractive scattering
is presented in sections 3.1-3.3. The different models of diffractive exchange relevant to this
analysis are described in section 3.4.

3.1 Regge Theory and the Pomeron

The Regge phenomenological model [31, 32], as developed in the 1960-70’s is not thoroughly
based on QCD, but has nevertheless in many ways been successful in providing a description of
long-range two-body hadronic scattering processes. These processes are described in terms of
reggeon exchange and resonances. The possible resonances, i.e. those that conserve quantum
numbers, are divided into groups of particles that all possess identical quantum numbers except
for spin. The meson resonances that belong to one of these groups exhibit a linear dependence
of the particle spins, J, on their mass squared, M 2, Denoting the square of the four-momenta
transferred in the scattering with the Mandelstam variable, ¢, |t| = M 2, the spin-mass dependence
is governed by the trajectory that the resonances span in energy-angular momentum space:

a(t) =a(0) +a't | (3.1)

for small |¢|, where a/(0) is the intercept of the trajectory at ¢ = 0, and o', makes up the slope in
t. In fig. 3.1 the standard meson contributions, p, w, f and a [30] are fitted to a trajectory with
an intercept a(0) = 0.55 and o = 0.86.

The Optical Theorem tells us that the total cross-section, oror, is proportional to the elastic
amplitude of the scattering i.e. when t = (. Let s denote the centre of mass energy squared,
of the scattering. The variable s is like the variable ¢, a Mandelstam variable. For two-body
scattering ab — a'b/, we have s = (P, + P;)?, and t = (P, — P})?, where P, is the four-momenta
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Figure 3.1: The p, w, f, a Regge trajectories. The line is a straight line fit with a(t) = «(0) +
o't = 0.55 + 0.86t [30].

of particle a before the scattering has occurred, and with corresponding notation for the other
components. The cross-section can be calculated as [33]:
oror oc s™O1 (3.2)

At high energies, the cross-section can not be described through meson contributions alone,
and a pomeron contribution is postulated [34]. The pomeron trajectory is measured to be [35]:

a(0) ~ 1.08 + 0.25¢ (3.3)

No other particles are found on this trajectory and according to Regge theory, the particle reso-
nances corresponding to the pomeron contribution carry the quantum numbers of vacuum. The
pomeron mediates the characteristic interaction of diffractive interactions, where there is no ex-
change of quantum numbers.

The full parametrisation of the cross-section, including the contributions from both ordinary
reggeon/meson, /R, and pomeron, /P, exchange, can now be written:

Opor = As*®O~1 4 pgor@-1 (3.4)

when ¢t — 0. A and B are process-dependent constants.

3.2 Diffractive DIS Kkinematics

In a DIS event, the photon can be seen as a point-like object probing the proton. Alternatively,
the creation of a hard subsystem may be considered a result of photon dissociation, where in
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Figure 3.2: lllustrative diagram of diffractive DIS kinematics. The four-momenta and kinematic
variables related to different parts of the diagram are given.

an O(as) BGF event, the photon is transformed into a ¢g pair with the quantum numbers of the
photon. In the same way, the transformation of the proton into an unbound state, can be referred
to as proton dissociation. In diffractive yp scattering, the hadronic final state can be divided into
two different subsystems X and Y: 7 +p — X + Y. System X, carrying four-momenta Py, is
the v — IP subsystem created from the interaction between the photon and the pomeron, or the
diffractive system. The system Y, with four-momenta Py, is made up of the scattered proton. The
subsystems are separated by a rapidity gap, since there is no colour string connection between
them. The masses of the two different sub-systems are denoted My and My, and are defined
through:

My =Py Py (3.5)
and
M% =Px-Px (3.6)
where Px and Py is the four-momenta of respective system.
In diffraction, the pomeron momentum transfer squared, ¢, is given by:
t=(P-Py)? | (3.7

and describes the virtuality of the pomeron.
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A variable of interest in processes including pomeron exchange is the pomeron-z, the frac-
tion of the proton momentum carried by the pomeron in the scattering. It is defined:
rp=——- 3.8
=g (3.8)
The variable 3 is in diffraction used to denote the fraction of the pomeron momentum carried by
the parton interacting directly with the photon (the parton for which Bjoerken —x is the fraction
of the proton momenta it carries). We define it:

Q?
TR Y

and the relation between z, 5 and x pp is:
r=fPrp (3.10)

3.3 The Diffractive Structure Function

A diffractive structure function, F., can, analogously to the proton structure function, F5, be
used to describe the cross-section o,_..xy for diffractive scattering. With five degrees of free-
dom, the complete expression of the cross-section may be written:

y2

1+ Rp®

5 2
d Oep—eXY o 2ra

dBdQ? dzp dt dMy — BQ*

2(1 _y) + FQD(S)(ﬁa QQ,.T]p,t, MY) ’ (311)

where RP®) is the ratio between the contributions to the cross-section from longitudinally and

transversely polarised photon scattering, which will be assumed to be zero from now on'!.

Performing an integration? over My and |t|, a diffractive structure function with three degrees

of freedom, FQD ®) (8, Q% xp), can be defined. Measurements of F2D ®) have been performed by
HI1 [36] and different fits, corresponding to different descriptions of the partonic content of the
pomeron have been applied. This has been done under the assumption that FQD ®) s factorisable:

F2D(3)(ﬁa Qz,]]ﬂa,t) = fP/p(TPat)FQHD(ﬁa QZ) ) (312)

where fp/, is the pomeron flux and F3" is the pomeron structure function. We also assume the
possibility of creating a Regge parametrisation of the pomeron structure function:

9 B3,Q% xp) = frp(er) FE(8,Q%) + frpler) FHB,Q%) . (3.13)

where fp/, is the pomeron flux, fr/, the reggeon flux and Ft is the reggeon structure function.
The structure functions Fif and F describe the partonic structure corresponding to the reggeon

At low values of the Bjoerken scaling variable y, the ep neutral current DIS exchange at H1 is dominated by
transversely polarised photons.
’The integration over My and [t| is made since these quantities are not possible to measure at H1.
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Figure 3.3: .IPFQD(?)) (zp, 8, Q%) plotted as a function of xp for different values of 3 and Q>.
Regge parametrisation has been added to the plot. The reggeon contribution makes up the lower
line, and the pomeron and reggeon contribution added make up the upper line.

and pomeron exchanges respectively. We can hereby, like for the proton structure function,
express the pomeron structure function in terms of parton distributions:

FP(8,Q%) =B) €fi(8.Q°) (3.14)

where ¢; is the electric charge of a parton of type . The models treating the pomeron as having
a partonic content are called resolved or factorisable pomeron models (see section 3.4.1). The
different fits have been obtained using the DGLAP equations (see section 2.3.2), and based on
different partonic structures, as described and compared to data in fig. 3.4- 3.5. In fit 1 there is a
contribution only of quarks at the evolution starting scale and shortly summarising current find-
ings at HERA, fit 1 does not provide a satisfactory description of the F'P scaling violations and
is not able to provide a correct description of the hadronic final state. Fit 2 includes also gluons
and thereby better describes the data. In fit 3 the gluon distributions are expanded polynomially
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Figure 3.4: 2pFY® (2, 3, Q%) shown for (1) zp = 0.003 as a function of Q* for different
values of 3. Different QCD fits are superimposed on the plots. The pomeron contribution is
showed as a dashed line for (a) QCD fit 1, where only quarks contribute to the pomeron struc-
ture and (b) QCD fit 3, where quarks and gluons contribute to the pomeron structure. In (2)
:L’PF2D(3) (zp, 3,Q%) is plotted for xip = 0.003 as a function of 3, for different values of Q>
Different QCD fits are superimposed on the plots. The pomeron contribution is showed as a
dashed line, for (a) QCD fit 1; only quarks contribute to the pomeron structure and (b) QCD fit
3, quarks and gluons contribute to the pomeron structure.

and the description of data is again improved slightly.

3.4 Models of Diffraction

A number of different QCD-based models of diffraction exist. Here, the resolved pomeron model
(section 3.4.1) and a model based on 2-gluon exchange (section 3.4.2) will be discussed.

3.4.1 The Resolved Pomeron Model

In the Ingelman-Schlein resolved pomeron model of diffractive exchange [37], the pomeron is
treated as a hadronic particle with a partonic structure. The scattering takes place against a par-
ton in the pomeron, causing it to break up, analogous to the scattering against the partons in the
proton in standard DIS. In a zeroth order «, diffractive process, the photon scatters on a quark
in the pomeron (see fig. 3.6.a). A first order « diffractive process can be a BGF process in
which a gluon in the pomeron splits up into a ¢g pair, and the photon scatters against one of
these quarks (see fig 3.6.b), or a QCD-Compton process, in which the photon scatters against a
quark in the pomeron, that emits a gluon, (see fig. 3.6.c). The v — [P scattering can in this way
lead the pomeron breaking up, the creation of a hard subsystem with high (HCMS) pr jets, and
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Figure 3.5: Light quark and gluon contributions to zF(z) for QCD fit 2 and QCD fit 3 for (a)
Q*=4.5 GeV?, (b) Q*=12 GeV*? and (c) Q*=75 GeV*

a pomeron remnant that continues in the proton direction of motion with low transverse momenta.

In the resolved pomeron model it is possible to factorise the diffractive structure function
FP®intoa probability of the scattering involving pomeron exchange, f;p/,(zp, 1), and a struc-
ture function of the pomeron F.I’, as described in eq. (3.12). The pomeron structure function can
be identified through a summation over the possible parton densities, f;(3, Q?), according to eq.
(3.14). The partons of the pomeron can, like those of the proton, emit further partons which may
be described by the DGLAP or BFKL evolution schemes (discussed in chapter 2.3.2 and 2.3.3).

3.4.2 2-gluon Exchange

A perturbative model of diffraction may be constructed based on the exchange of a ’hard pomeron”,
a system of multiple gluons that form a colour singlet state. In the simplest case, the pomeron
consists of a colourless pair of gluons, in processes of the type ep — ¢e’qqp’, and ep — €'qqgp’
(see fig. 3.7.a and b). The two gluons from the proton couple to the ¢g pair, and a gap in rapidity
is hence expected to be created between the proton and the pair of hard partons in the final state.
In a diffractive process mediated by a 2-gluon exchange, all partons are required to participate
in the hard interaction. In a gqg final state, the gluon can have small transverse momentum, a
situation similar to the BGF process in the resolved pomeron model. However, the gluon can also
have large pr, and a high py 3-jet system be created, which has no counterpart in the resolved
pomeron model. In addition to the specific = p dependence of 2-gluon exchange, the observation
of a 3-jet high pr system, without a soft remnant, would be the signature of a hard perturbative
QCD diffractive process. The full energy of the colour singlet system will therefore be trans-
ferred to the hard subsystem, consisting of two (qq), or three (¢gg) high (HCMS) pr jets.
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Figure 3.6: Generic Feynman diagrams of the zeroth and first order o diffractive deep inelastic
scattering processes in the resolved pomeron model for (a) diffractive QPM Zeroth order o
scattering on a quark in the pomeron, (b) first order oy Boson Gluon Fusion scattering on a
quark in a qq pair, created from the split-up of a gluon in the pomeron and (c) first order
QCD-Compton scattering on a pomeron quark, that emits a gluon.

(a) (b)

o

Figure 3.7: Diagrams of diffractive processes involving 2-gluon exchange. Shown are (a) an
ep — €'qqp’ and (b) an ep — €'qqqp’, process.

Perturbative QCD calculations have been made for the above processes, assuming high-py
(HCMS) parton configuration jets and large photon virtualities, 2, in [38, 39, 40, 41, 42]. The
cross-section of 2-gluon exchange processes is highly dependent on the gluon density of the
proton, G, (zp, 11*), and therefore also on x>, and the scale of the gluon density .
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Chapter 4
HERA and the H1 Experiment
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Figure 4.1: Overview of DESY and HERA.

H1 is one of the experiments situated at the HERA accelerator ring, where positrons' are
brought to collide with protons at high energies. H1, like the ZEUS experiment, is dedicated to
the study of lepton-proton scattering with the goal of exploring the inner structure of the proton.
We will in this chapter first introduce the HERA accelerator in section 4.1 and the H1 detector
with its various components will be described in section 4.2.

4.1 The HERA Accelerator

The HERA tunnel has a 6.3 km circumference and houses two beam lines in which electrons or
positrons of 27.5 GeV and protons of 820 GeV (until 1997) or 920 GeV (from 1998 on) are
accelerated and made to collide in two interaction points. The particles are first accelerated in
linear accelerators, and then in the DESY and PETRA rings before they enter the HERA ring

'In July 1994 electrons were replaced by positrons at HERA,

29



i

Beam pipe and beam magnets @ Muon chambers
Central tracking chambers Instrumented iron (iron stabs + streamer tube detectors)
Forward tracking and Transition radiators Muon toroid magnet
Electromagnetic calorimeter (lead) } Warm electromagnetic calorimeter
Liquid Argon
Hadronic calorimeter (stainless steel) Plug calorimeter (Cu, Si)
@ Superconducting coil (1.2T) Concrete shielding
Compensating magnet Liquid Argon cryostat
m Helium cryogenics

Figure 4.2: The HI detector.

(see fig. 4.1). The leptons enter the HERA electron ring at 12 GeV, where they are accelerated
to their final energy. The leptons are guided by warm magnets. The protons are accelerated to
40 GeV before they are injected into the HERA proton ring for their final acceleration. Super-
conducting magnets are used in HERA for keeping the protons on circle. The acceleration of
both leptons and protons is made through the use of radio frequency cavities. Bunches of leptons
and protons are stored in the rings with currents of around 30 m A and 80 m A respectively, and
the bunch crossing interval is 96 ns.

4.2 The H1 Detector

The H1 detector consists of a multitude of components as can be seen in fig. 4.2. Due to the high
energy of the protons, most particles produced in the collisions are expected to be emitted in the
proton direction of motion, and the detector therefore carries denser instrumentation in this, the
forward, region. The central | 2 | and forward | 3| trackers surround the interaction point. Outside
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the trackers, the Liquid Argon (LAr) calorimeter is situated and divided into an electromagnetic
and a hadronic part The Spaghetti Calorimeter, SpaCal which has an electromag-
netic and a hadronic part is placed outside the beam pipe in the backward region and completes
the calorimetry, covering almost the full solid angle. A cylindrical super-conducting coil @
surrounds the LAr calorimeter and generates a magnetic field of 1.15 7" with the field lines along
the beam direction. The iron yoke surrounding the detector, consists of multiple layers of
iron with inserted streamer tubes, used for detecting muons and measuring the energy leakage
out of the calorimetry. It also acts as a return yoke for the magnetic field. A more detailed de-
scription of the detector will be given in the next sections, starting with the calorimetry in 4.2.1
and the tracking in section 4.2.2. The H1 forward detectors are described shortly in section 4.2.3.
The time-of-flight and triggering systems employed by H1 will be explained in sections 4.2.4
and 4.2.5. The H1 coordinate system is arranged with the positive z direction along the proton
direction of motion, corresponding to a polar angle 6/=0°. The positive = direction is pointing to
the centre of the HERA ring, and corresponds to the azimuthal angle ¢ = 0°. The y direction is
along the vertical axis where ¢ = 90°.

4.2.1 Calorimetry

The calorimetry of H1 consists of four different units and is built in the purpose of providing
precise measurements of the particle energies and of enabling us to detect jets in the form of
energy clusters. The SpaCal and LAr calorimeter together cover a range in pseudo-rapidity
—3.8 < 1 < 3.6. A Plug calorimeter is implemented in the forward region, and the iron yoke tail
catcher measures the energy leakage from the other calorimeters.

(a) (b)
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Figure 4.3: The SpaCal detector. Shown is (a) the location in the HI detector and (b) an r-
¢ sectional view of the SpaCal electromagnetic detector. Individual cells, each with their own
photo-multiplier, are joined together to form two-cell structures (thin lines). The two-cell struc-
tures together make up 16 cell modules (thick lines).
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Figure 4.4: The liquid Argon barrel calorimeter.

At low values of the momentum transfer, > < 100 GeV/2, the detectors used for measur-
ing the scattered lepton are the electromagnetic calorimeters and the backward tracking detec-
tor. The scattered lepton proceeds in the backward direction and hits the SpaCal. The SpaCal
[43] replaced the Backward ElectroMagnetic Calorimeter, BEMC' [44], in the end of 1994.
It extends the acceptance down to smaller polar angles compared to the old detector, and pro-
vides an improved resolution in energy and angle. The angular acceptance of the SpaCal is:
153° < 0 < 177.5° which corresponds to a momentum transfer, 2, in the range: 1 GeV?
< @Q? <100 GeV?2. It is made up of lead sheets with grooves containing scintillator fibres. A
particle entering the SpaCal causes a particle shower to develop and the shower particles hitting
the fibres cause scintillation. The scintillation energy is then collected and amplified by a photo
multiplier tube. The calorimeter is divided into an electromagnetic and a hadronic part (both
consisting of cells of lead sheets) making the SpaCal able to isolate the scattered lepton from
the hadronic background with great accuracy. The electromagnetic calorimeter has an energy

resolution of —22__ and the hadronic resolution of the SpaCal is —=%3—. The SpaCal signal
E(GeV) E(GeV)

is combined with tracking chamber information as to further reduce backgrounds (more on the
trackers is given in section 4.2.2).

The LAr calorimeter has an electromagnetic and hadronic part, and it is situated inside a
solenoid magnet as to minimise the amount of dead material in front of it. It is built of 8 wheels
in z, each consisting of six to eight sections covering ¢. The showers in the electromagnetic
calorimeter are created through the use of lead plates, while stainless steel is used in the hadronic
part. The LAr calorimeter covers in total the range 3° < # < 154° and can be used for detecting
the scattered lepton when its polar angle is below 154°. The hadronic energy resolution of the LAr
is 0(E)/E =~ 0.5\/(E), and the electromagnetic energy resolution is o(F)/E ~ 0.11./(E).

The calorimetry is complemented by a Plug Calorimeter in the forward region. It covers a
range in pseudo-rapidity that is 3.5 < 77 < 5.0. The instrumentation of the iron yoke acts as a
calorimetric tail catcher in the H1 calorimetry, it is used for detecting the particles of the hadronic
showers that manage to leak out of the other calorimeters. The tail catcher is divided into three
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sections, the central barrel region and the forward and backward end caps. Each of these sections
contain 16 layers of streamer tubes.

4.2.2 Tracking

forward tracking central tracking
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Figure 4.5: The central and forward tracking system of HI.

The H1 tracking system is divided into three different parts, the forward, backward and cen-
tral trackers, as seen in fig. 4.5. The full tracking system covers a range in pseudo-rapidity of
—3 < n < 2.8. The applied magnetic field bends the trajectories of charged particles in the
r — ¢-plane, and from the bend of the tracks, the particle momentum can be measured. Trackers
delivering a fast read-out can also be included in the triggering system (see section 4.2.5).

A Silicon Tracker is placed next to the beam pipe. Outside this, is the Central Tracking
Detector (CTD), comprising six chambers housed in an aluminium tank. Closest to the beam
pipe of these are the Central Inner Proportional Chamber (CIP) and the Central Inner = Chamber
(CIZ). They are followed by the inner Central Jet Chamber, the CJC1, the Central Outer z Cham-
ber (COZ), the Central Outer Proportional Chamber (COP) and the outer central jet chamber
(CJC2). Together they cover a polar angular range of 15° < # < 165°. The combined track mea-
surements, give a momentum resolution for charged tracks of o,,/p? ~ 3 x 1072 GeV !, where
p is the particle momentum. The angular resolution is oy ~ 1 mrad. The Forward Tracking
Detector (FTD) consists of three identical supermodules placed around the 2 axis and covering
an angular range 5° < 6 < 30°. In every supermodule are included twelve layers of planar drift
chambers with wires in the  — ¢ plane, each plane rotated by 60° in ¢ for spatial measurements,
and radial drift chambers for a high resolution in ¢. The backward tracking detector is synony-
mous with the Backward Drift Chamber, B D), that is mounted in front of the SpaCal and is used
together with information from the vertex position in measuring the angle with a resolution of
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0.5 mrad. The angular acceptance is similar to that of the SpaCal, 153° < 6 < 177.5°. It is built
from four orthogonal double-layer drift chambers, containing sense wires that are positioned as
to produce a radial drift direction, optimising the resolution in the polar angle 6.

4.2.3 The Forward Muon, Proton and Neutron Detectors

The reconstruction of muons exiting in the H1 forward direction is made by use of the Forward
Mwuon Spectrometer, which is placed after the return yoke and covers an angular range of
3° < 0 < 17°. It comprises in total six drift chambers, three situated on each side of the Muon
Toroid magnet. The chambers are divided up for measurements in both angular regions, four for
measuring in # and two in ¢.

Also placed in the forward direction is a Proton Remnant T'agger comprising seven indi-
vidual scintillators around the beam-pipe. Its purpose is to give a signal when particles from the
proton remnant are scattered in the angular region close to the beam-pipe. The Forward Proton
Spectrometer is contained in so-called Roman Pots inside the beam-pipe. At a distance of 106
meters to the interaction point, the Forward Neutron Counter is situated. It is intended for
events where a neutron is created from the proton remnant.

4.2.4 Time-of-Flight System

The Time-of-Flight (ToF) system consists of a number of scintillators, placed in the end caps of
the return yoke and in the forward region close to the beam pipe. The SpaCal also contributes
with time-of-flight information. The purpose of the system, is to reject background relating from
beam-gas and beam-wall interactions, taking place outside of the detector. Particles stemming
from such backgrounds are expected to have a time-of-arrival that differs from those originating
from the interaction point. The different scintillators and the “HERA clock”, based on the bunch-
crossing frequency of the beams, together provide an exact estimate of the particle flight times
and events are rejected on basis of this.

4.2.5 The Triggering System

The high bunch crossing frequency (= 10 M Hz) at HERA and the number of read out chan-
nels (= 270000) require a triggering and read-out system that is able to readily select among the
events detected by H1. The problem is that the read-out time may not be short enough compared
to the bunch crossing interval, to secure the events being read out. Instead an event may be
missed by the system while a previous one is being processed. The triggering system is therefore
set up as to select the events that satisfy certain physics conditions and are of interest to the dif-
ferent H1 analyses.

The triggering is divided up into four different levels, L1-L4 and works by combining the
different trigger systems that are found on sub-detectors throughout H1. The Level 1 (L1) trig-
ger makes a selection for each bunch crossing. It combines the different trigger elements into
maximum 128 sub-triggers. Already for the first level trigger, track origin information is used to
distinguish ep scattering events from background due to e.g. proton beam gas interaction. The
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time-of-flight system is applied, the arrival time of the particles is compared and based on this
information, it is decided whether the event is a physics event or not. Some of the events are
then prescaled” and all events are compressed as to reduce the amount of storage needed. The
prescaling is done for e.g. high statistic low Q2 events, by weighting the events and letting one
such entry represent a number of events. Trigger Level 2 (L2) is divided into the topological
(L2TT) and neural networks triggers (L2NN). It takes in more detailed information and selects
events according to more specified physics requirements than L1. The requirements are again
increased as the Level 3 trigger (L3) is applied and L3 has an output rate of less than 50 H z.
The Level 4 trigger (L4) uses the information of the previous triggers, and at this stage a limited
reconstruction of the event is made. Events are classified according to different criteria and are
divided into different physics classes. A maximum input of 50 H z to the L4 trigger is allowed,
as to avoid accumulating dead time, and the total dead time is normally kept close to 10 % un-
der normal running conditions. After all the trigger requirements have been made, the original
frequency of events given by the bunch-crossings has been reduced to an output rate of around
10 Hz.

%A prescale factor n will reduce the sub-trigger rate by the factor n, while every n:th event satisfying the sub-
trigger conditions are kept.
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Chapter 5
Jet Algorithm Study

Quarks and gluons have never been observed as free particles in nature, and the theory of quan-
tum chromo dynamics (QCD) explains this through the confinement of colour charges. Partons,
gluons and quarks, possessing colour charge can only exist in colourless combinations with other
partons. Phenomenological models take us from the parton level, where interactions are cal-
culable in QCD, to the hadron level, where the partons are manifested as collimated flows of
hadrons, jets. Jets can not be unambiguously defined, but we can study the correlation between
the kinematic properties of jets, reconstructed by jet algorithms, on different theoretical levels.
A resolution measurement can also be made by studying the difference in properties, such as the
jet energy and angular alignment, of jets found on different levels. In this way it is possible to
evaluate the quality of the jet reconstruction made by different algorithms. The sensitivity of the
reconstruction to changes in the resolution parameters and the dependence on the assumptions
made regarding QCD scales may also be of importance when considering jet algorithm quality.

In this analysis, we investigate the effects of hadronisation in a generator model of inclusive
and diffractive ep-scattering in the HERA kinematic region. First we compare the alignment
and energy of Matrix Element level partons (ME) to jets reconstructed on the partonic final
state, including parton showers (PS), (ME+PS). We then study the resolution of the jet kinematic
quantities on hadron level (H), compared to the partonic initial state (ME) (the different levels
are illustrated in fig. 5). Jet algorithms have been discussed briefly in section 2.5, and the five
different algorithms used in the study will be described more extensively in section 5.1. Section
5.2 covers the different event samples and the selection of events made in the analysis. In section
5.3 we discuss what a quality measurement of a jet algorithm is, and give six criteria for how we
define quality in this respect. The resolution of the jet reconstruction on different levels is studied
in section 5.4. The reliability of the algorithms is further explored by taking into consideration
the sensitivity to a change in the jet algorithm cut-off variable and the sensitivity to changes in
the renormalisation and factorisation scales in NLO calculations. The conclusions of the study
will be presented in section 5.5.
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Figure 5.1: Illustrative picture of the components belonging to the different theoretical levels
investigated in this study. Matrix element level (ME) is defined from perturbative calculations,
QCD radiation is added in the form of parton showers, approximating higher order emissions
and defining the radiation level (ME+PS). Phenomenological models of hadronisation takes us
to hadron level (H), where hadrons are grouped together as jets.

5.1 Jet Algorithms

Jet algorithms start from individual particles, such as partons or hadrons, or assortments of such
objects, defining seed particles, and combine these into prospective jets, proto-jets, through an
iterative procedure. The iterations stop when the proto-jet properties are above a certain cut-off
level, or when all particles belong to proto-jets. The remaining proto-jets satisfying any addi-
tional requirements, are selected as jets. Integral to the combination of particles into jets is the
treatment of the spectator jet, in the HERA case the proton remnant jet, traveling down the beam-

pipe.

The five jet algorithms investigated in this analysis can be divided into one cone-type and four
cluster-type algorithms. Cone-type algorithms reconstruct jets by summing the momentum vec-
tors of all particles within a cone of fixed size, thus directly applying the concept of defining a jet
as a certain amount of energy concentrated within a certain region in solid angle. Resolution pa-
rameters for cone-type algorithms are typically the size of the cone and the amount of transverse
momentum that must be found in the cone for a jet to be defined. In cluster-type algorithms,
as first used by the JADE collaboration, particles are clustered together based on the invariant
mass or momentum that combinations of particles have. This process continues until the mass
of all objects that have been created in the clustering procedure is above a certain cut-off. The
remaining objects are defined as jets.

We studied the CDF-CONE [45] algorithm, and the cluster algorithms, JADE [46, 47], LU-
CLUS 48], DURHAM-k [49], and the Inclusive k, algorithm [50, 51], the latter of which is
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a cluster algorithm with a cone-type distance measure. The study is performed for low Q? in-
clusive scattering and for two different types of diffractive exchange, according to the resolved
pomeron model (see section 3.4.1) and the production of a gq pair through 2-gluon exchange (see
section 3.4.2). The different jet algorithms will be described in section 5.1.1-5.1.5 and the event
samples used in section 5.2.

5.1.1 The CDF-CONE Algorithm

In an iterative procedure, the CDF-CONE algorithm [45], starts by summing the transverse mo-
menta of all particles within a cone of radius, 7, centred around a seed particle. The radius is
defined in (7, ¢)-space according to:

R=+/An?+ A¢? | (5.1)

where An, and A¢, are ranges in pseudo-rapidity, 1, and the azimuthal angle, ¢, respectively.
The centre of gravity of the summed particle momenta in such a cone is compared to the direction
of the seed, and if these directions do not agree, the summed momenta becomes the seed of a new
cone. The procedure is repeated until the jet direction of the cone momenta is the same as the
direction of the seed' and the cone is considered a proto-jet. In the next step, the mid-points of
all proto-jet pairs are taken as seed directions and the above procedure is repeated. This is done
to discriminate against multiple jets being defined from a highly energetic group of particles,
including multiple maximas, separated by distances between R and 2R in (1), ¢)-space.

When the proto-jets have been defined according to the above procedure, a cut-off, pr i, 18
applied to separate out the jets. Particles belonging to more than one of these jets, through over-
lapping cones, are assigned to a single jet, and proto-jets with a large fraction of their transverse
energy also included in more energetic jets are deleted. The remaining proto-jets then define the
final set of jets found by the algorithm.

5.1.2 The JADE Algorithm

The JADE algorithm pairs together particles based on the invariant mass of the different pairs.
The jet reconstruction starts by calculating a dimensionless distance parameter, y,;, for all pairs
of particles:

)

Yij = w2 W

(1 —cosby) (5.2)

which is the invariant mass m;; of a pair of (mass-less) particles or proto-jets, ¢ and j, normalised
with W2, E; and F; are the energies of the two objects in question, and 6;; is the angle between
them. The pair with the smallest y;; is combined into a single object according to a certain
scheme. In this study, the E recombination scheme [52], where a new object is created by simply
adding the proto-jet four-momenta, is used. Four-momenta are combined as to conserve energy

'The directions of cone and seed agree when the cone contains the same set of particles that the seed particle
was created from in the previous iteration.
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and momentum, and the procedure is repeated until all pairs have a normalised invariant mass
greater than a cut-off, y..,;, defining the final jets.

The spectator jet in DIS, i.e. the proton remnant in ep scattering, is typically treated as
a pseudo-particle in the clustering procedure. In the case of the proton remnant proceeding
undetected down the beam-pipe, as in the HERA experiment, the pseudo-particle is added to
account for its momentum.

5.1.3 The LUCLUS Algorithm

The clustering algorithm LUCLUS, is similar to the JADE algorithm, described above, but with
a distance-measure d,;,, based on particle momentum. The distance used is defined by:

2 = 2pillpi| = P pp)lpillpsl _ 21piPlps (A — cos ;) 7 (5.3)
o (17l + |ps1)? (12l + 1p;1)

where p; and p; are the (three-)momenta of particles ¢ and j. For small angles between the par-
ticles, the distance-measure d;,;, may be considered the transverse momentum of particles 7 or
J with respect to the direction given by summing up the four-momenta p; and p;. If a proto-jet
in the clustering procedure gets a smaller distance to a cluster belonging to another proto-jet, the
proto-jets will be re-assigned. In this way, with every iteration, the particle groups are contin-
uously clustered to the closest proto-jet. The clustering is stopped when d ., is larger than a
cut-off d,, for all proto-jet pairs.

So-called pre-clustering can also be applied, before the actual clustering of proto-jets begins,
meaning a fast version of clustering is made, using a small value of d_,; in order to speed up the
clustering process.

5.1.4 The DURHAM £, Algorithm

The DURHAM-k algorithm uses the relative transverse energy of the particles as distance-
measure in the clustering procedure. The procedure in DIS is to first do a pre-clustering of
the hadrons into a spectator jet and a set of final state proto-jets. The distance, y;;, between two
proto-jets, ¢ and j, is calculated:

2(1 — cosb;;)

72 min(E?, Ej) , (5.4)

Yij =
where F; and E; are the energies of the proto-jets. £ is a resolution parameter. The variable is
scaled by the proto-jet transverse energy squared in the denominator, as to define a dimensionless
cut-off variable. The distance, between each proto-jet 7, and the beam jet p, is then calculated
through:

2(1 — cosbyy,)

E? .
E% 1 ) (5 5)

Yip =
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where 0;, is the angle between the proto-jet and the beam direction, and £; is the energy of the
proto-jet ¢. The variables of the DURHAM-kr algorithm are defined in the rest-frame of the ex-
changed boson?, the Breit frame.

The clustering procedure continues by combining proto-jet z, with either proto-jet, j, or the
spectator jet, p, depending on which is closest in distance. This means that if y;; < ¥;,, proto-
jets 7 and 7, are clustered together according to the E recombination scheme. If y;, < y;;, the
proto-jet, ¢, is included in the beam jet, and disregarded from further clustering. The procedure
is iterated, and when we require y;; > 1, for all © # j, or y;, > 1 the cut-off will be defined by
the £ parameter. When fulfilled, the proto-jet 7 is considered a final jet and removed from the
iteration.

5.1.5 The Inclusive £, Algorithm

The Inclusive k, algorithm uses the jet transverse momentum, pr, as distance measure, and is
like the DURHAM-£ algorithm executed in the Breit frame. Using this quantity, we define the
“size” of each proto-jet:

di=ph; (5.6)

where pr; is the transverse momentum of proto-jet . The algorithm works according to a clus-
tering scheme, but it is also in some sense cone-like. The distance, d;;, between two proto-jets, i
and 7 is calculated through:

dij == min(pTJ,pT,j)QRfj/Rg y (57)
where a radius parameter, defined in (7,¢)-space:

R = (i —m;)? + (i — ¢5)° (5.8)

is included. The variables 7); and ¢; are the pseudo-rapidity and azimuthal angle of proto-jet i.
The constant R, is a resolution parameter, which in this study is consistently set to 2 = 1.

The clustering procedure works by comparing the distances d; and d;;. Characteristic for the
Inclusive k, algorithm is that no particles are excluded from the clustering, but all final state
objects are clustered into proto-jets. Proto-jet ¢ is then clustered with proto-jet j, if distance d;,
is smaller than d;. When d; is smaller than d,;, for all 7 # j, it is closer to the proton remnant
than to any proto-jet j. It is then not added to the spectator jet but defined as a jet and taken out
of the clustering procedure. The merging of two proto-jets is done according to the p-weighted
scheme [53], meaning the objects are merged by adding the pr of the different particles, and
the direction of the new object in the 7 and ¢ plane is calculated as a pr weighted average of the
original objects. The procedure is iterated, merging adjacent pairs of proto-jets to each other, thus
continuously clustering proto-jets of increasing pr. Using the pr of the jets as cut-off variable, a
cut on the minimum transverse momentum, pr ,.», can be defined, and applied to the jets given
by the algorithm.

2In the Breit frame, the exchanged boson has four-momenta ¢ = (0,0, 0, —Q)
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5.2 Event Characteristics and Generation

The event samples used in this study have been created using the RAPGAP 2.06 [20] Monte
Carlo generator. RAPGAP is known to describe both inclusive and diffractive DIS at HERA
well. Our primary interest was to investigate the algorithms with respect to O(«,) processes,
which produce (2+1) jet events. This type of events are of importance both to inclusive and
diffractive processes. In the inclusive case e.g. di-jet rates can be used for studying the under-
lying parton dynamics and in providing information on what type of evolution is required to
describe them at low values of Bjoerken-x. In diffractive scattering, di-jet events can be used to
discriminate between different diffractive models. A good jet resolution is of course needed in
both cases, as to make reliable measurements. The dependence of the jet resolution on the jet
cut-off variable is also worth studying since applying a high cut-off generally limits the event
statistics. Studying (2+41) jet events gives us the chance of comparing the jet properties with
those of the hard partons from the matrix elements, and thereby study the general performance
of the different algorithms, with regard to how the properties of the matrix element partons are
reconstructed, and what effects and errors enter on different levels.

QCD radiation is added according to the DGLAP formalism (see section 2.3.2), using parton
showers (see section 2.4.1), and the hadronisation process is carried out according to the Lund
string model (see section 2.4.3) as implemented in JETSET [54].

The generation of diffractive events was made using two different models describing the
interaction, the first based on the exchange of a phenomenological pomeron according to the
Ingelman-Schlein model (previously discussed in section 3.4.1), and the second on perturba-
tive QCD calculations of a 2-gluon exchange ¢q production process (discussed in section 3.4.2).
This will allow us to study two characteristically different ways of modelling diffraction. When
diffraction takes place through the exchange of a resolved pomeron, a pomeron remnant is ex-
pected, and it may contribute to the jets in the di-jet pair. In a diffractive ¢g production process,
mediated by 2-gluon exchange, the two gluons couple directly to the ¢q pair and are not expected
to give rise to a remnant. This is something to take into consideration, as a possible pomeron
remnant would be of interest to study, and since differences in the jet reconstruction may occur
depending on the type of exchange that mediates the diffractive process. Also, different jet algo-
rithms may treat the contribution to jets from the pomeron remnant differently.

The study presented here is performed on low )2, inclusive and diffractive scattering. High
()? inclusive scattering has also been studied and was presented in [55]. The event samples for
the diffractive study contains exclusively diffractive DIS, and for an unambiguous definition of
the diffractive processes, the kinematic range must be limited to z » < 0.01, which generally is
fulfilled at low Q2. BGF and QCD-Compton scattering has also been studied separately.

With £ denoting the energy of the scattered electron, 0. its polar angle, and y being the
Bjoerken scaling variable, the phase space of the analysis is for all samples defined by the cuts:

e ()? >5GeV?
o £ >11GeV
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e 153° <0, < 177.5°
e y>0.05

These cuts are applied to ensure that the positron is contained within a well-defined phase space,
corresponding to the H1 SpaCal acceptance on detector level. A beam-pipe cut is also made as
to take into consideration the scattered proton travelling down the beam-pipe in a typical HERA
event.

For the resolved pomeron diffractive sample, we have used the H1 parametrisation of F2D ®
in terms of the parton distributions of the pomeron, applying fit 2, mentioned in section 3.3 and
described in [36].

When comparing hadron level jets to matrix element partons we demand exactly two jets on
both parton and hadron level in our final event sample. This means that we require the generator
to produce two hard partons and that two jets are reconstructed by the jet algorithm on hadron
level. A comparison is then carried out between the two parton level jets and the two hadron level
jets. The separate jets on the different levels are related to each other based on their position in
rapidity, identifying the most forward (large positive rapidity) and backward (small positive or
negative rapidity) jets on both levels. This enables us to study the jet behaviour in different re-
gions of rapidity. To protect us further from relating the wrong jets on the different levels, we also
require that parton and jet are correlated in ¢. And, in studying different cut-offs, we require that
the pr cut-off on the reconstructed jet never is below the pr cut-off present in the matrix element
parton calculations, since an uncertainty enters into the these calculations as they diverge at low

pr-

The factorisation and renormalisation scales used in the generation were set to Q* + p2%, and
the matrix element hard parton pZ cut-off is consequently set to 4 GeV'2. The p2 scale will be-
come more dominant the lower the value of ()2 is. The p of the partons is typically peaked at
the cut-off value, and the scale dependence on p; will become less important as ()? increases.

A check of the sensitivity to changes in the factorisation and renormalisation scales was
done through the use of the Next to Leading Order (NLO) event generator DISENT [56].
This program perturbatively calculates the hard parton matrix elements for O(a?) standard DIS
processes. We produce event samples for two different choices of the scale settings and study the
dependence of the 2-jet rate on the choice of the scale.

5.3 Jet Algorithm Quality

A jet algorithm may, most generally, be considered a method for defining jets. There is no ’right’
jet algorithm, if we do not further explain what requirements we want such an algorithm to ful-
fill. The same is true when talking about the quality of a jet algorithm. We must specify what we
mean by ’quality’, in order to make an assessment of a jet algorithm in this respect, or compare
the ability of one algorithm to reconstruct jets with that of another. This in turn is dependent
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on the analysis one wants to use the algorithm for and different algorithms have also been con-
structed specifically for different kind of experiments.

However, there are certain criteria that one may in many instances consider important. Most
typically, we want there to be a correlation between the kinematic properties of jets on different
levels. Our main task is to study the agreement between partons and hadron level jets for the
different algorithms in inclusive and diffractive HERA ep scattering and provide a judgment of
their performance. We also compare matrix element partons with partons after QCD radiation
(parton shower level). The treatment of hadronisation is studied separately, comparing parton
shower level to hadron level jets. In order to make our assessment of the different algorithms
as well-defined as possible, we have set up the following criteria for what a good jet algorithm
reconstruction is:

1. Small difference between the generated invariant mass of the hard subsystem and the
corresponding reconstructed mass after QCD radiation, and also on hadron level.

2. The direction of motion of the matrix element partons and the corresponding recon-
structed jets after QCD radiation, and also at hadron level, should be correlated.

3. Small hadronisation corrections for the jet directions and reconstructed invariant
masses of the di-jet subsystem.

4. Small dependence of the jet reconstruction on whether we are measuring an inclusive
DIS or an exclusive diffractive process, or on the type of model used for diffraction,
for the relations in 1, 2 and 3.

5. Small dependencies on the resolution parameters of the jet algorithm for the relations
in1, 2 and 3.

6. Small dependence on the factorisation and renormalisation scales in NLO calcula-
tions.

In order to study the alignment between the jets on different levels in accordance with re-
quirement 1 — 3, we calculate the mean of the absolute deviations in angular, (77, ¢), space and
in the energy, (pr, V/$) phase space, of the selected jets at different levels. A mean distance in
(n, ¢) space is defined according to:

< A(no) >= /< An>2 + < Ad >2 | (5.9)
where
AN = |(Norue = Treco)l (5.10)
and
Ad = [(Birue — reco)| (5.11)
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Similarly, we define an energy-related mean distance using py and S:

<Apr >+ <AVE>
2 )

< Alpr, V3) >= (5.12)

where

ApT = |(pT,true - pT,ra:o)/p T,true| ) (513)

and
A\/§ - |(\/§true - \/§r600>/\/§true| ) (514)

where the index reco refers to the level at which the jets have been reconstructed, and ¢rue to
the lower level which we compare to. With resolution we mean the ability to resolve the under-
lying structure of the events on different levels. A good resolution corresponds to small values in

< A(n¢) > and < A(pp, V3) >.

We also measure the systematic deviation of the different quantities, 7, ¢, pr and V/§ sepa-
rately:

< 5’7 >=< (ntrue - 7]reco) > (515)
< 5¢ >=< (thrue - ¢reco> > (516)
< 5pT >=< (pT,Lrue - pT,reco>/p T,true = (517)

< 5\/§ >=< (\/gtrue - \/§r600>/\/§true > (518)

This is done to obtain an understanding of systematic shifts between different levels. For ex-
ample, if the proton remnant in standard DIS, or the pomeron remnant for diffractive DIS adds
string effects, a systematic deviation between the properties of partons and jets reconstructed on
hadron level may be observed.

All quantities in our study, except s, are derived from the properties of individual jets. The
quantities will however be presented as the mean value of the two jets required on the different
levels. Large differences in resolution between the most forward and backward jet will therefore
be noted separately.

The study is made for 10 different cut-off settings, shown in table 5.1, chosen as to give a
similar (24 1) jet rate for the corresponding setting between the different algorithms. The results
will be presented in diagrams of ten bins, where each bin represents one setting, for which the
mean resolution of the jets reconstructed is given.
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Setting |1  [II [m [IV [V |Vl |vO |[vIl |[IX [X
CDF- |25 [29 [325[375[425[49 [55 [625]70 [100

CONE
Incl. £, |20 |225 |25 |3.13 375 |44 |50 |575 65 |10.0
kr 33 |36 |39 (44 |47 |54 |59 |65 |71 |95

JADE 0.013| 0.015| 0.022| 0.026| 0.030| 0.034| 0.042| 0.046| 0.050| 0.070
LUCLUS |40 |425 |45 |50 |55 |63 |70 |7.75 |85 |[10.0

Table 5.1: The settings used for the five different algorithms of the study. The resolution parame-
ters of all algorithms except the JADE algorithm are energy quantities defined in GeV. The JADE
parameter, ., is dimensionless.

Continuing with criterion 4, the resolution of a good algorithm with regard should have lit-
tle dependence on the type of process we measure. If we are interested in comparing inclusive
and diffractive scattering, or distinguishing between different diffractive models using jets, the
reconstruction in the different cases needs to be carried out with similar accuracy independent
of what physics scenario is being reconstructed. Otherwise, meaningful comparisons can not be
made, and possible physics differences will be distorted.

Investigating the jet reconstruction with respect to criterion 5, we study the change in the
systematic shift of the reconstruction resolution between different levels. If the systematic shift
of the resolution provided by the jet algorithm differs between different levels, it will mean that
an error is introduced to the reconstruction when the cut-off is applied. This is of particular im-
portance when considering the smearing of the detector, which will induce an additional error if
this is the case.

Criterion 6 is made with respect to inclusive processes in Next to Leading Order (NLO)
calculations. The factorisation and renormalisation scales are in principle unknown, and changes
in the jet properties of a generated sample depending on these scales means an introduction
of systematic errors into the reconstruction. A good algorithm is hence one that shows little
sensitivity in this respect.

5.4 Jet Reconstruction Performance

We first investigate the jet reconstruction properties as described by the variables defined in eq.
(5.9) and (5.12) according to the four first criteria we have set in section 5.3. A good recon-
struction of the partons on different levels i.e. a good resolution in angle and energy will be
represented by a small value of these variables. In section 5.4.1 we study the effects of adding
parton showers to the matrix element partons, i.e. without applying hadronisation. This should
give us a general idea of how the algorithms behave in combining objects together, and of how
emitted gluons are treated by the algorithms. The effects of hadronisation are studied in sec-
tion 5.4.2, where we compare the matrix element partons to jets reconstructed from hadrons in
order to see how well the hard parton properties are reconstructed on hadron level. Before that
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Figure 5.2: (a) The mean absolute deviation in (pr,/'5) and (b) The mean systematic shift in
pr, between the matrix element partons and the corresponding jets on the hadron level, for the
inclusive RAPGAP sample, as a function of the setting used in the algorithm, seen in table 5.1.
The same pr cut is applied on the matrix element parton as is made in the CDF-CONE algorithm.
The CDF-CONE algorithm pr cut was also made on the jets reconstructed by all algorithms on
hadron level.

however, we look separately at the effects of hadronisation, comparing hadron level to parton
shower level jets. This will provide us information on the sensitivity of the jet algorithms to
hadronisation. Hadronisation is expected to worsen the resolution of the reconstruction and to
cause an increase in the values of the variables in eq. (5.9) and (5.12). As stated in criterion
4, the differences in the reconstruction between different models, in these comparisons, will be
noted. The sensitivity of the different algorithms to changes in the cut-off, according to criterion
5 is discussed in section 5.4.3. Furthermore, we study the sensitivity of the jet reconstruction to
changes in the renormalisation and factorisation scales according to criterion 6 in section 5.4.4.

Comparing the reconstructed jets and matrix element partons, it should be noted that a cut-off
is already made on the pr of the hard partons in the event generation, and that no cut-offs cor-
responding to those made in the jet algorithms on other levels will be added on matrix element
level. When jet reconstruction is performed on parton shower level and hadron level, it is not
possible to find a cut corresponding to the matrix element p7 cut for all algorithms. In fig. 5.2.a
the pr cut made on the final proto-jets in the CDF-CONE algorithm has been applied on the ma-
trix element partons for the plot of the average absolute deviation in pr and v/3, < A(pr, \/§) >,
as a function of the respective jet algorithm cut-offs. The corresponding systematic shift in pp
is shown in fig. 5.2.b. The resolution of the jets increases with the hardness of the partons i.e.
with higher cut-offs, which is the expected behaviour. The consequence of not applying any cut
on the matrix element partons, is that partons with a very low pp may, after parton showering or
hadronisation, be reconstructed as jets with a comparatively large pp. This will lead to a wors-
ened resolution with higher cut-offs, compared to the case where an additional cut on the hard
partons is applied, since the minimum pr of the jets increases with the cut-off, while the py cut
for the matrix element partons remains at a constant low value.

We also study the contribution of the systematic shift of the reconstruction as expressed in
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eq. (5.15-5.18). The main contribution to the absolute mean deviation generally comes from the
spread (RMS) of the distributions. This is however not always the case, for the different samples
and algorithms. It will be noted when the systematic shift is large and has a big impact on the
final result.

5.4.1 From Matrix Element Partons to Partonic Final State Jets

By comparing matrix element partons and partons after QCD radiation, we investigate the ef-
fects of parton emissions on the reconstruction of the hard parton properties. This also gives
us the most basic way of comparing how the reconstruction is carried out in different processes
and models. A good algorithm would group together the matrix element hard partons with the
emitted partons such that the properties of the jets on radiation level correspond to those of the
matrix element partons. It would produce two jets after radiation, that are close in (), ¢) space to
the two hard partons, and for which the invariant mass /5 after radiation is equal to the invariant
mass of the hard partons, as stated in criterion 1 and 2 above, and it would do that independently
of what type of process is being studied, according to criterion 4.

If we were to apply the jet algorithms already on the matrix element hard partons (without
radiation added) the description by the jets of the hard parton properties would obviously become
very exact. When including radiation however, the properties of the jets reconstructed will not
directly reflect the hard parton properties, but the nature of the algorithm will determine to what
extent the reconstructed jets describe these properties.

The mean of the absolute deviation in 7 and ¢, < A(n¢) >, between the matrix element
partons and the partons after radiation is plotted in fig. 5.3.a (inclusive sample), 5.3.b (resolved
pomeron sample) and 5.3.c (2-gluon exchange sample), as a function of the setting of the algo-
rithms given in table 5.1. The different algorithms all exhibit a deviation in (7¢) that is below 0.3
units, for the inclusive sample and for both diffractive models. We see that the deviation is similar
for the inclusive sample and the resolved pomeron model diffractive sample for most algorithms,
but slightly lower in the latter. The JADE and LUCLUS algorithms show a worse resolution than
the DURHAM-kr, the CDF-CONE and the Inclusive k, algorithms for the different cut-off set-
tings. The latter three are below a deviation of 0.2 units for all cut-offs, with the Inclusive k |
performing best for both the inclusive and the resolved pomeron sample. For 2-gluon exchange
model ¢q production, the deviation is even lower. Especially the LUCLUS and JADE algorithms
show a dependence on which type of diffractive model we are investigating in this regard. This
may be due to the treatment of the remnant particle, that is present in the resolved pomeron but
not in the 2-gluon exchange case, where we have a “pure” rapidity gap. Like for the other sam-
ples however, the Inclusive k; and CDF-CONE algorithms provide the best resolution also for
2-gluon exchange diffraction. The DURHAM-Fk; and LUCLUS give a similar reconstruction in
the 2-gluon case, and the JADE algorithm shows the worst performance. We also note that there
is no dramatic dependence on the cut-off when comparing parton shower level jets and matrix el-
ement partons. Sometimes the resolution becomes worse with an increased cut-off, possibly due
to non-equal cut-off values for matrix element and parton shower level as discussed previously.

The mean of the absolute deviation of < A(py,v/3) > between the matrix element par-
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Figure 5.3: The mean absolute deviation between the matrix element partons and the correspond-
ing jets at the parton shower level in (1), ¢) space for (a) the inclusive sample, (b) the diffractive
resolved pomeron sample, and (c) the diffractive 2-gluon qq production sample, as a function of
the setting used in the algorithm seen in table 5.1.

tons and the partons after radiation is plotted in fig. 5.4.a-5.4.c, as a function of the setting of
the algorithms given in table 5.1. It is continuously below 30% for all algorithms and all dif-
ferent samples. The DURHAM-kr, the CDF-CONE and the Inclusive k, algorithms provide
descriptions with deviations below 15% for most settings for both the inclusive and the resolved
pomeron samples. The LUCLUS and JADE algorithms, as for (), ¢), reconstruct the jets with
consistently larger differences between matrix element and parton shower level, particularly for
lower cut-offs. In the inclusive and resolved pomeron samples, both LUCLUS and JADE exhibit
comparatively large shifts in v/5 (see fig. 5.5.a and fig. 5.5.b). A shift in pr is also apparent
in the LUCLUS reconstruction (see fig. 5.6 for the inclusive case). The other algorithms seem
unaffected by this, and in particular the Inclusive k, algorithm shows no such deviation. The
occurrence of these deviations may be due to the inclusion of energetic forward-going partons,
relating to the proton remnant and pomeron remnant, in the jets. The JADE algorithm shows a
dependence when investigating different processes and models, especially for lower cut-offs.

In summary, when studying the resolution in the variables defined in eq. (5.9) and (5.12),

between the matrix element partons and jets reconstructed after partonshowering, the DURHAM-
kr, the Inclusive k,, and the CDF-CONE algorithms give small deviations between the two
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Figure 5.4: The mean absolute deviation between the matrix element partons and the corre-
sponding jets at the parton shower level in (pr,/3) space for (a) the inclusive sample (b) the

diffractive resolved pomeron sample (c) the diffractive 2-gluon qq production sample, as a func-
tion of the setting used in the algorithm seen in table 5.1.

levels compared. The Inclusive k, often gives the better performance. The JADE and LUCLUS
algorithms show larger deviations in both angular and energy reconstruction and have systematic
shifts in the reconstruction of energy. The JADE and LUCLUS reconstruction also has the largest
dependence on the type of process studied.

5.4.2 From Matrix Element Partons to Hadron Level Jets

When comparing matrix element partons to hadron level jets, both the effects of parton showers
and hadronisation are included in the jet reconstruction. A good jet algorithm would, according
to criterion 1, 2 and 3, be one for which there is an correlation between the matrix element and
hadron level jet pr, energy directions, and one for which hadronisation adds small effects to the

jet direction and energy, at the same time showing small dependencies on the process recon-
structed.

We first study the hadronisation separately, comparing hadron level to parton shower jets,
as shown for (7, ¢) in fig. 5.7.a-5.7.c. Here we see how the harder cuts of the higher settings
contribute to a better resolution in the jet reconstruction. In (7, ¢) space, the decrease in reso-
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Figure 5.5: The mean systematic shift between the matrix element partons and the corresponding
jets at the parton shower level in \/5 for (a) the inclusive sample, and (b) the diffractive resolved
pomeron sample, as a function of the setting used in the algorithm seen in table 5.1.
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Figure 5.6: The mean systematic shift between the matrix element partons and the corresponding
jets at the parton shower level for pr, for the inclusive sample as a function of the setting used in
the algorithm seen in table 5.1.

lution due to hadronisation goes from 0.2-0.3 units for a lower jet algorithm cut-off, to 0.1-0.2
units and below for higher settings. This is true both for the inclusive, the resolved pomeron and
2-gluon diffractive samples. Also notable is that there are no great differences in the treatment
of hadronisation between the different jet algorithms. A shift in 7 can however be observed for
the CDF-CONE algorithm in the inclusive and the resolved pomeron case (see fig. 5.8.a and fig.
5.8.b). When investigating QCD-Compton and BGF processes separately, there are differences
in the shifts between the two different type of processes, which could indicate a string effect,
where different string configurations contribute differently to the jet reconstruction (see fig. 5.8.c
and 5.8.d for the inclusive case, the behaviour for resolved pomeron model diffraction is similar).
For 2-gluon ¢q production a shift in 77 can be observed for all algorithms when studying the jets
individually (see fig. 5.9.a for the forward and 5.9.b for the backward jet). String effects are not
expected to be large in 2-gluon exchange, and these shifts may be due to standard hadronisation
effects.
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Figure 5.7: The mean absolute deviation between the final state partons and the corresponding
Jets at the hadron level in (1, ¢) space for (a) the inclusive sample (b) the diffractive resolved
pomeron sample (c) the diffractive 2-gluon qq production sample, as a function of the setting
used in the algorithm seen in table 5.1.

In (pr.V/3), as shown in fig. 5.10.a-5.10.c, the picture is quite similar. Hadronisation is
treated with little differences in resolution between the algorithms studied, the deviation is typi-
cally between 10 — 20% for lower settings and 5 — 10% for higher settings, for the inclusive and
resolved pomeron sample. The CDF-CONE algorithm however generally performs best. For the
2-gluon sample the resolution of the Inclusive k, algorithm is roughly at the same levels as for
the inclusive and the diffractive resolved pomeron sample, while the DURHAM-k 1 algorithm and
the CDF-CONE algorithm perform a bit better than before. The LUCLUS and JADE algorithms
here however show a resolution of around 5% also for lower settings and apparently treats the
hadronisation in this sample differently from that in the inclusive and resolved pomeron sample.

Comparing jets reconstructed on hadron level to matrix element partons, hadronisation effects
is added compared to the parton shower level reconstruction (see sec. 5.4.1), and the resolution
of the reconstruction of the hard parton properties is expected to worsen. The jet algorithm per-

formance for the reconstruction of the hard subsystem on hadron level is presented in fig. 5.11
and 5.12.

The results for (7, ¢) are presented in fig. 5.11.a-5.11.c. No large differences in the recon-
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Figure 5.8: The mean systematic shift between the final state parton and hadron level jets in 1)
for (a) the inclusive sample (b) the diffractive resolved pomeron sample, (c) the inclusive QCD-
Compton process sample (d) the inclusive BGF process sample, as a function of the setting used
in the algorithm seen in table 5.1.

struction appear for the different algorithms. The JADE algorithm however generally performs
worst, and the Inclusive k, in many cases performs the best. The resolutions stay below 0.3 units
in < A(n¢) > for most settings, with an increased cut-off leading to an improved resolution. The
deviations are a bit smaller for the diffractive resolved pomeron model sample than the inclusive
one, but with a similar process dependence for the different algorithms, and with the JADE algo-
rithm being most affected. The resolution of jets reconstructed from the 2-gluon sample is here
similar to that of the jets in the other samples, in contrast to what was seen in section 5.4.1. For
the inclusive and resolved pomeron samples, the shifts of the jets make up only a small part of
< A(n¢) >. The contribution to the shift in the 2-gluon exchange sample < A(n¢) > is larger
but similar between the different algorithms.

When studying the resolution in (p7, v/3), as shown in fig. 5.12.a-5.12.c, by comparing ma-
trix element partons with jets reconstructed on hadron level, differences in the reconstruction of
the algorithms become more visible than when studying the alignment in direction. The JADE
algorithm shows an absolute deviation of above 50% for lower cut-off values, and the LUCLUS
algorithm of around 40%. Going to higher cut-off values, the resolution becomes below 40% for
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Figure 5.9: The mean systematic shift between the final state parton and hadron level (a) forward
Jjets, (b) backward jets, for ) for the 2-gluon qq sample as a function of the setting used in the
algorithm seen in table 5.1.

the inclusive sample. JADE behaves better for the resolved pomeron diffractive sample, while
LUCLUS still has an absolute deviation close to 50% for lower settings. These deviations are
largely induced by significant shifts in v/5 and py for both LUCLUS and JADE in the inclusive
and resolved pomeron case. These shifts could, as noted when studying parton shower level jets,
be caused by the inclusion of particles related to the proton or pomeron remnant in the jets, and
this effect is enlarged by hadronisation, compared to what is seen at parton shower level (see sec-
tion 5.4.1). The reconstruction of jets by the Inclusive k, and the CDF-CONE algorithm, with
deviations around or below 20%, seems unaffected by this. They both include a radius dependent
selection, possibly leading to an exclusion of the remnant particles. The DURHAM-k algorithm
however also does not show any great shifts in these quantities. We also note that in the inclusive
and resolved pomeron case, an increase in cut-off seems to have little influence on the resolution
of these three algorithms. A model dependence in the jet resolution can be seen for the JADE
and LUCLUS algorithms, For the 2-gluon exchange sample, the algorithms provide jets with a
resolution that is between 5 — 10% for all settings, differing greatly from the inclusive and re-
solved pomeron case. The resolution of the Inclusive k,, the DURHAM-ky and the CDF-CONE
algorithm here show a greater dependence on the value of the jet algorithm cut-off applied than
what was the case for inclusive or resolved pomeron scattering, thus also in the 2-gluon case
showing a certain dependence on the kind of model we are investigating. The LUCLUS, espe-
cially for higher settings, shows a dependence also on whether we are investigating an inclusive
or resolved pomeron sample.

In summary, the hadronisation is handled similarly for the different algorithms, and between
the different samples, though the JADE algorithm is particularly affected. The resolution im-
proves with an increase in the cut-off. The CDF-CONE algorithm jets gain a shift in 7 as hadro-
nisation is applied, possibly due to string effects. Comparing hadron level jets to matrix element
partons, the JADE and LUCLUS reconstruction of energy is poor, largely due to shifts in pr and
\/5, induced on the parton shower level. The differences between samples are often smaller on
hadron level than on parton shower level, but JADE and LUCLUS clearly show different charac-
teristics depending on the type of process investigated. This may, as noted in 5.4.1, be due to the
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Figure 5.10: The mean absolute deviation between the final state parton jets and the correspond-
ing jets at the hadron level in (pr,/'3) space for (a) the inclusive sample (b) the diffractive
resolved pomeron sample (c) the diffractive 2-gluon qq production sample, as a function of the
setting used in the algorithm seen in table 5.1.

inclusion of high energy particles, related to the remnants, in the jets, an effect that is enhanced
by hadronisation, and that is not present in the 2-gluon exchange case. The Inclusive k, and the
CDF-CONE algorithms perform well in the reconstruction of both direction and energy also for
lower cut-offs, with little dependence on the cut-off. The DURHAM-kr has often got a worse,
but reasonable resolution. Nor are there any large differences between different samples for these
algorithms.

5.4.3 Sensitivity of the Cut-off

If a the value of a jet algorithm cut-off at one level does not correspond to the same value at
another level, it is evident that jets will be defined according to different requirements on the
different levels. An error is not only introduced if the systematic shift of the cut-off variable is
large, as studied in previous sections, but also if this shift changes with a changing cut-off. Con-
sidering the effects of the detector, a deviation in this respect will be increased due to smearing.
This phenomena should hence be taken into account when evaluating the reconstruction abilities
of jet algorithms, as stated in criterion 5 in section 5.3. The dependence of the systematic shift
on the cut-off has therefore been studied. The change in the systematic shift will have noticeable
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Figure 5.11: The mean absolute deviation between between the matrix element partons and the
corresponding jets at the hadron level in (n, ¢) space for (a) the inclusive sample (b) the diffrac-
tive resolved pomeron sample (c) the diffractive 2-gluon qq production sample, as a function of
the setting used in the algorithm seen in table 5.1.

effects on the reconstruction if it is in the same order of, or larger than, the resolution in energy
and angle of the algorithms. If the variation of the systematic shift is small however, compared to
the resolution of the jet algorithms, the effects resulting from it will be negligible. As presented
in previous sections, the resolution of the reconstructed direction and energy is typically approx-
imately 10% when going from matrix element partons to hadron level jets. It is around 20 — 30%
for the inclusive sample, and a bit lower for the resolved pomeron and the 2-gluon sample. The
effects on the systematic shift due to changing the cut-off, from one setting (using the settings of
table 5.1) to another is typically in the order of 1% for the inclusive and the resolved pomeron
sample. For t2-gluon processes it is 2% and lower. It is hence fair to say that the effect of a
non-corresponding systematic shift between the different levels will not be of great importance
to the reconstruction, and this is generally true for all settings and for all models studied. This is
also true considering the detector resolution, which is typically in the order of 10%.

5.4.4 Next To Leading Order Sensitivity

A Next to Leading Order process in «; is one for which the Feynman diagram contains two
gluon vertices. The calculations of such processes are complicated, and specific generators, such
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Figure 5.12: The mean absolute deviation between the matrix element partons and the corre-
sponding jets at the hadron level in (pr, /) space for (a) the inclusive sample (b) the diffractive
resolved pomeron sample (c) the diffractive 2-gluon qq production sample, as a function of the
setting used in the algorithm seen in table 5.1.

as DISENT [56] and JETVIP [57], have been developed for this task. These generators include
the possibility for NLO calculations in standard DIS, whereas diffraction is not included. Possi-
bilities exist for doing NLO calculations for diffraction based on the resolved pomeron model *
For 2-gluon exchange the calculations would become very complex. We have used the genera-
tor DISENT for a study of the sensitivity to NLO corrections which has been performed on the
CDF-CONE, JADE and Inclusive k algorithms. The effects of changing the value of the renor-
malisation and factorisation scale in NLO should be included in the estimation of jet algorithm
performance, since these scales are not known from first principles. We calculate the change
in the di-jet rate for a scale Q* + p2, with p2. = 50GeV? and plot it as a function of Q2. The
scale is then changed by a factor of 4 or 1/4. Along with the cut-offs applied in the jet algorithm
reconstruction, a minimum p cut has been made on the sum of the jet p;. The two algorithm
settings used are divided into a lower and a medium cut-off scenario. The lower setting means
apr = 3 GeV cut-off in the CDF-CONE and Inclusive k, reconstruction and y. = 0.02 for the
JADE algorithm. The sum of the jet pr is required to be 8GeV. The medium setting means a
pr = 5 GeV cut-off for the CDF-CONE and Inclusive k| , and a y. = 0.04 cut-off for JADE. The

3For diffraction according to the resolved pomeron model, NLO programs can be directly used by replacing the
proton parton density function with that of the pomeron.
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Figure 5.13: The relative change in the 2-jet rate, when changing the renormalisation and factori-
sation scales in NLO calculations. The nominal scale, y, is Q* + p?. The algorithms investigated
are the CDF-CONE (full line), Inclusive k, (dashed line) and JADE (dotted line). (a) The scales
are changed by a factor 1/4 for the lower settings scenario. (b) The scales are changed by a fac-
tor 4 for the lower settings scenario. (c) The scales are changed by a factor 1/4 for the medium
settings scenario. (d) The scales are changed by a factor 4 for the medium settings scenario.

sum of the jet pr is required to be 13 GeV'. The two cut-off schemes were tuned as to produce
(2+1) jet rates of similar size for the different algorithms. The requirement on the sum of the jet
pr is included as to achieve asymmetric transverse momentum, which we need in order to ensure
valid NLO calculations [58].

The results are presented in fig. 5.13. The CDF-CONE and Inclusive k, algorithms show
similar dependences on the NLO scaling, with deviations of up to around 20%, investigating the
lower setting. The JADE algorithm reconstruction of the jet rate has a large dependence on the
scale, changing with up to 40%. In the medium cut-off scenario, the CDF-CONE and Inclusive
k. are around 20% — 30% dependent on the scale. The dependence of JADE is similar when
changing the scale by a factor 4, but it has an even larger scale dependence than before, the jet
rate changing with around 80%, for certain values of Q% when the scale is changed with 1/4.

5.5 Conclusions

We have investigated the reconstruction performance of five different jet algorithms with regard
to matrix element partons, parton shower and hadron level jets, using the Monte Carlo generator
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RAPGAP. This was done for an ep-scattering inclusive sample, a diffractive sample based on the
resolved pomeron model and one based on 2-gluon exchange g processes. The performance of
the JADE and LUCLUS algorithms is fairly poor, already when comparing matrix element par-
tons to jets reconstructed after parton showering has been applied. A difference in the resolution
obtained when investigating different models can also be noted for these two algorithms. The
discrepancies are enlarged by hadronisation, and the JADE and LUCLUS algorithms show large
deviations in the reconstruction of energy and momentum, when comparing hadron level jets to
matrix element partons. The DURHAM-k algorithm provides a reasonable resolution in all jet
quality variables and there are rarely any shifts in the reconstructed properties between different
levels. The CDF-CONE and the Inclusive k, algorithms generally perform best. They recon-
struct the properties of the hard partons well, also for lower cut-offs, and with little dependence
on the type of process investigated.

Studying the systematic variation of the cut-off gave us an idea of how non-corresponding
cut-offs on hadron and matrix element level affect the jet reconstruction. These effects were
found to be small compared to the size of the jet algorithm resolution and to detector effects.
This was true for all three event samples used.

The sensitivity of the di-jet rate to changes in the renormalisation and factorisation scales
was calculated for three of the algorithms and for inclusive scattering using the NLO generator
DISENT. The JADE algorithm here shows changes in the hadron level jet rate that is up to four
times those for the reconstruction provided by the CDF-CONE and Inclusive k| algorithms.
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Chapter 6

Forward Jet Event Analysis

Measurements on the production of forward jets and inclusive pions in HERA ep-scattering have
been made, comparing data to different QCD model predictions. The measurements show that
generators using standard DGLAP evolution fail in describing the forward jet and forward pion
event cross-sections. However, Monte Carlo generators like RAPGAP, including a resolved com-
ponent of the virtual photon, and ARIADNE, based on the colour dipole model, provide a rea-
sonable description of the data [8, 9, 10, 11, 12].

In this chapter we present a new forward jet measurement using data taken by the H1 col-
laboration, during the 1997 running period at HERA. The measurement is based on a luminosity
that is approximately five times that used for the previous H1 forward jet measurement [11]. In
our analysis we have, along with the forward jet event cross-section as a function of Bjoerken-z,
also measured the cross-section as a function of the transverse momentum, pr yw p, and of the
fraction of the proton energy carried by the forward jet, z ;5. As an extension of the standard
forward jet analysis, we investigate events in which two “hard” jets are found in addition to the
forward jet (see fig. 6.1). Cross-sections of the above variables, Bjoerken-z, pr pwp and x g7,
are measured. We also study the rapidity distributions of the forward jet and the two “hard” jets
for different angular configurations of the hard subsystem.

The different Monte Carlo generators used for various calculations and comparisons with
data in our measurements are briefly discussed in section 6.1. In section 6.2 and 6.3 we present
the selection of DIS events used in this analysis. The forward jet selection is presented in section
6.4. The selection of events, where two “hard” jets are found in addition to the forward jet is
presented in section 6.5. Our measurement of the forward jet event cross-section is presented in
section 6.6. The cross-section of events where a forward jet and two “hard” jets are found will
be presented in section 6.7. A study of the rapidity of the forward jet and the “hard” jets in such
events, is presented in section 6.8. Conclusions and suggestions on how one might continue the
investigation of ep DIS parton dynamics in the forward jet final state, are presented in section
6.9.
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Figure 6.1: HI event display view of (a) a forward jet event, (b) a 2+forward jet event.

6.1 Monte Carlo Generators

In this analysis we used the RAPGAP [20] Monte Carlo generator, which accounts for QCD radi-
ation by means of parton showers based on the DGLAP (see section 2.3.2) evolution formalism,
using a backward evolution scheme. The evolution starts on the photon side, at the scale of the
hard scattering, and continues towards the proton side, to a cut-off value, Q%. This is done under
the requirement of strong ordering in parton propagator virtuality, k2, which generally means
ordering also in the transverse momentum squared, k7>, of the propagators in the parton ladder.
RAPGAP, using a standard DGLAP evolution, based on the higher order DIS scheme parton
density function [59], with a 4% = pr + Q? for the factorisation and renormalisation scale, will
be referred to as RG(DIR) in this analysis.

The RAPGAP generator contains the possibility of treating the photon as a resolved object,
according to the resolved photon model [21] (discussed in section 2.4.1). The expansion of the
photon is in RAPGAP added by applying a backward DGLAP evolution, that starts at the hard
scattering, and is limited by the virtuality of the photon. We will refer to RAPGAP, including
the contribution from a resolved component of the virtual photon, based on the SaS [60] photon
structure function as RG(DIR+RES).

The Monte Carlo generator ARIADNE [27] adds QCD radiation according to the Colour
Dipole Model, CDM (see section 2.4.2), where the emitted partons form a chain of radiating
dipoles. In ep-scattering, the evolution starts from a dipole formed by the proton remnant and
the scattered parton. This scheme takes QCD-Compton processes into account, whereas BGF
processes have to be added from matrix element calculations. In the ARIADNE CDM evolution,
no requirements on strong ordering in virtuality are made.

In addition to the well established Monte Carlo generators RAPGAP and ARIADNE, we
have also used the recently developed generator CASCADE [24], which is based on the CCFM
formalism, discussed in section 2.3.4. CASCADE, calculates first order processes from matrix
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Figure 6.2: Generic diagrams of parton emissions, according to different models. (a) In a direct
process where the emissions are made according to the DGLAP evolution formalism, the propa-
gator partons are strongly ordered in transverse momentum k. (b) Adding the resolved photon
to the DGLAP picture, evolution is made from both sides of the ladder, with increasing kr, the
closer to the matrix element hard partons the propagators on the different sides are. (c) Accord-
ing to the colour dipole model, where emissions pairs are treated as dipoles and no requirements
are made on strong ordering in transverse momentum.

elements and adds initial state parton showering, using a backward evolution scheme. The evo-
lution is carried out under the requirement of angular ordering between the ladder emissions. For
normalisation, the results of the CASCADE generator have for this analysis been reweighted by
a factor 0.6, and will be referred to as CASCADE(RW).

In the discussion on the event reconstruction, the errors calculated and the correction car-
ried out in this analysis, we have used the predictions of RAPGAP and ARIADNE, that have
undergone a detector simulation, whereas differential cross-sections will be compared to the pre-
dictions of all four models.

In the detector simulation of generated events, the effects of the detector, including limitations
in resolution and acceptance are taken into account, and a detector reconstruction is applied to
the events. This is done using the standard H1 program H1SIM. After detector simulation, the
generated final state is specified through different detector objects: clusters, tracks and hits,
corresponding to those of the experimental data.

6.2 Run and Trigger Selection

The data analysed are from the 1997 data taking period at H1, where runs with a total luminosity
of 21.57 pb—! were collected. A run selection has been made requiring that the high voltage
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system is operational for the subdetectors used in the measurement: the LAr calorimeter, the
SpaCal, the BDC, the central jet chambers CJC1 and CJC2, the CIZ, the time-of-flight scintilla-
tors and the luminosity system'.

A trigger selection is made for events to be in the 'DIS’ and ’jet’ physics classes, making
requirements on the event kinematics in accordance with what is expected from a deep inelastic
scattering jet event. Backgrounds and photoproduction events are suppressed by requiring the
positron to be detected in the SpaCal. Low (Q? events are cut away and scaled, and events with
specific physics signatures, such as a high pr jet are selected.

The basic L1 requirement on the S trigger, used in this analysis, is:
So=({ET >2)A(TOF) , (6.1)

where [ E'T" is the Inclusive Electron Trigger, of the SpaCal and the requirement / £7" > 2 cor-
responds to an energy threshold of 5.7 GeV. The TOF requirement guarantees a time window
that is characteristic for DIS events.

The down-scaling made on the different trigger levels is accounted for by applying the cor-
responding weights to the events kept. The total luminosity of the runs satisfying the trigger
requirements was found to be 13.72 pb™*.

6.3 DIS Selection

To accurately measure ep DIS events, we want to ensure that the scattered lepton is properly
detected, and not misidentified with the hadronic or photoproduction background. Furthermore
we want to reduce the influence of bremsstrahlung, and make sure that the event vertex is well
defined. The DIS selection cuts are designed to ensure event reconstruction within the acceptance
of the different detectors, to suppress backgrounds and to minimise corrections. In section 6.3.1
the different cuts made on the positron candidate are presented. The selection with respect to

Z(EZ — p..i), summing over all final state objects, is described in 6.3.2. Section 6.3.3 describes

K3
the treatment of the event vertex. The DIS kinematic range of this analysis is discussed in section
6.3.4 and the detector reconstruction of DIS events, in section 6.3.5.

6.3.1 Positron Selection

The SpaCal consists of a number of cells, and a SpaCal cluster is defined by summing up the
energy, F;, of the cells in an event. The largest background contributions when identifying the
positron comes from photoproduction events, where the interaction energy is low and the scat-
tered lepton travels down the beam pipe. A “fake” positron candidate, stemming from showering
in the dead material in front of the SpaCal, or in the form of a hadron, may be misidentified

IThe H1 experiment uses the elastic bremsstrahlung process e + p — e 4+ v + p, as detected by the electron
tagger (z = —33.4m) and photon detector (z = —102.9m) to measure the luminosity of the scattering.

62



as the scattered lepton. Therefore, a cut on the reconstructed energy of the positron, £, is ap-
plied, £, > 11 GeV. We also demand the scattered positron polar angle, to be within the range
160° < 0, < 172.5°, as to ensure that the positron is well contained within the SpaCal.

The centre-of-gravity of the SpaCal cluster, 7~ 5, can be defined:

TCLUsziz?ZI Efm
E?:l L ,

where r; is the centre of the i:th SpaCal cell. An energy-weighted cluster radius is given by:

(6.2)

1 n
R = B X |1 — Tepus ) 6.3
CLUS Forns ;_1 |7i — Tetus| (6.3)

where Ecppg is the cluster energy. We cut on this variable Rorps < 3.5 cm, to further re-
duce backgrounds, since hadronic showers generally are broader than what is expected from the
positrons.

The hadronic backgrounds can also be reduced through measuring the energy in the hadronic
part of the SpaCal. The electromagnetic calorimeter is able to contain energies of up to 30 GeV/
and if the energy deposit in the hadronic calorimeter, E'y 4p, is large, this is a sign of hadronic
interactions. A cut is therefore imposed on the energy in a circle of radius 15 ¢m, with respect to
the impact position of the positron candidate, demanding Eyap < 0.5 GeV'.

The SpaCal comprises a layer of four veto cells adjacent to the beam pipe. The veto layer can
be used to reject events for which the transverse energy leakage out of the detector is large. The
occurrence of energy leakage means that the full lepton energy is not detected within the SpaCal,
and that the measurement of the lepton is distorted. Therefore, we require the energy deposited
in the veto layer, Fy pro, not to exceed a limit of 1 GeV, Eypro < 1 GeV.

A cut on the radial distance between the SpaCal cluster and the track reconstructed in the
BDC, ARgpc < 3cm, is made to reduce the background of photons that are detected in the
SpaCal, in combination with a hadronic track in the BDC, which could otherwise fake a lepton
signal.

6.3.2 Final State Object > (E; — p..;)

In the case of a perfect measurement, the sum of all final state objects £/—p, should, due to energy
conservation, equal twice the lepton beam energy: > . (E; — p.;) = 2E. = 55 GeV, where the
variable [; denotes the energy of particle ¢, p; . denotes the z component of its momentum, and
the summation is made over all detected particles, including the scattered positron. The sum of
the difference between the final state object energy and its momentum in the z direction, is in this
analysis calculated from both calorimeter and track information. If a hadron is misidentified as
the scattered lepton in a photoproduction event, the sum is expected to be smaller than the above
value. Photons radiated off the incoming positron can also contribute to distorting this quantity.
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We demand the sum to be within the range 35 < ). (E; —p.;) < 75 GeV, to suppress such
backgrounds.

6.3.3 Requirements on the Vertex

Interactions of the beam with the beam-pipe and the rest gas in the vacuum system occurs
throughout the full length of the HERA ring. The total interaction length of the bunch cross-
ings is within limits of the nominal interaction point. In order to reject the beam interaction
background we make a requirement on the distance of the vertex to the nominal interaction point
along the z axis, |zy| < 30 ¢m. In this region, the contribution from ep interactions are much
larger than that from background contributions.

6.3.4 Kinematic Reconstruction and the DIS Kinematic Range

In the so-called electron method, the scattered positron energy, £, and angle, 6., are used to
calculate the inclusive quantities, z, y and Q. The measurement of these quantities rely on the
SpaCal, BDC and the LAr calorimeter. The different variables are calculated as:

Q? ~ 4E.E, cos?(0. /2) (6.4)

rp; ~ AEE, cos*(0, /2)E,(BE. — E, sin®(0, /2)) (6.5)

B — E.sin?(6, /2)
y= E.

(6.6)

The DIS kinematic range is defined in y and %, and we demand the events to satisfy:

5GeV? < Q* < 75 GeV?
0.1 <y<0.7

This sets the limits for the acceptance of the scattered positron in the SpaCal and cuts away kine-
matic regions where the backgrounds are large.

In addition, throughout this analysis, a cut in Bjoerken-x will be applied, as to create a clearly
defined region in this variable:

0.0001 < =z < 0.004
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Figure 6.3: Trigger efficiency, €, for DIS events, of the S, trigger, shown as a function of (a) E.,
(b) 0., (¢) Q* calculated from the electron method, (d) Bjoerken-y calculated from the electron
method and (e) Bjoerken-x calculated from the electron method. The results from experimental
data (dots) are shown.

6.3.5 DIS Event Reconstruction

During 1997, the S;, trigger showed insensitivities for certain fiducial regions of the SpaCal, and
we are forced to exclude these regions from our analysis. In the spatial coordinates of the SpaCal,
(xs,ys), the following regions are removed:

—162 <z < 81N —-8.1<ys <16.2
—25.0 < zg < —20.5 A =37.5 < ys < —33.0
—16.25 <zg <1256 AN -21.0 < yg < —16.0

=315 <z < —255AN33.1<ys <391
—48.0 < xg < —46.1 A —28.0 < yg < —25.0

We study the trigger efficiency, ¢, of Sy, by selecting events using a monitor trigger, independent
of Sy, and calculating the fraction of these events passing the event selection Nggr pon, that
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Figure 6.4: The electron cluster radius, Rcpys, (a) before, and, (b) after a correction factor
1.065 has been applied to the Monte Carlo distributions. Experimental data (dots) are compared
to detector simulated Monte Carlo data from ARIADNE (full line) and RAPGAP (dashed line).

also pass the trigger requirements, Nggr poN,sUB:

_ Nspr.mon,sus ©6.7)
Nsgr,mon

In fig. 6.3, the S, trigger efficiency, calculated for the DIS selection described in section, and
the kinematic cuts of section 6.3.4 is shown. Only negligible deviations from € = 1 can be seen,
meaning the trigger does not select any events outside our event selection.

The detector simulation contains an error that produces a misestimate of the cluster radius
compared to that obtained from data [61]. As to gain agreement between data and the detector
simulated Monte Carlo events in the region where the cut is applied, a correction factor of 1.065
is applied to the simulated cluster radius distribution, see fig. 6.4.

The HERA beam position and H1 experimental interaction point changes during data taking,
while it was fixed at z = 0 in the detector simulation. This causes the average value and the
spread of the Monte Carlo z,;, to differ from that of data. We have therefore reweighted the
simulated 2., position to fit that of data. The z,,,. distributions before and after reweighting has
been applied are shown in fig. 6.5.a and 6.5.b.

The DIS selection presented in section 6.3, and the kinematic cuts of section 6.3.4 have been
applied to uncorrected data and detector level simulated samples of RAPGAP and ARIADNE
events. The scattered positron energy, E." and angle 0., Q?, Bjoerken-y and Bjoerken-z calcu-
lated according to the electron method, are shown in fig. 6.6. The distributions are normalised to
the number of events selected.
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Figure 6.5: The z, position, (a) before, and, (b) after a z,,, reweighting has been applied to the
Monte Carlo distributions. Experimental data (dots) are compared to detector simulated Monte
Carlo data from ARIADNE (full line) and RAPGAP (dashed line).

6.4 Forward Jet Event Selection

DIS events in which an energetic jet is emitted close to the direction of motion of the proton rem-
nant are called forward jet events. A number of requirements have been applied to the forward
jet, as to enhance the BFKL-like parton dynamics of these events.

The jet selection of this analysis is carried out using the Inclusive k| jet algorithm? (see sec-
tion 5.1.5). The algorithm is applied on objects that are a combination of clusters and tracks,
according to the FSCOMB method [62].

In the event selection, a forward jet must be found in a rapidity region of 1.735 < 1 ey <
2.79, which corresponds to an angular region in which the spatial resolution is reasonable. We
thereby avoid selecting the proton remnant as a forward jet, or including parts of the remnant in
the jet [63].

In order to enhance the sensitivity to BFKL-like dynamics, the phase-space for DGLAP evo-
lution is suppressed by requiring that the forward jet transverse momentum, pr gy p, squared is

p2
LIWD o

close to the Q? value. The cut applied is: 0.5 <

The relative energy of the forward jet is given by the variable z ;57 = Epwp/E,, Where
FErwp is the energy of the forward jet, and ), is the energy of the proton, and it is required that
xypr > 0.035. Events in which the difference between Bjoerken-x and x ;p is large are thereby
selected, leaving room for a sufficiently large parton ladder and evolution in z.

A cut on the transverse momentum of the forward jet is also made, as to ensure a good jet
reconstruction and exclude jets created from noise or proton dissociation. In this analysis, we

2The jet selection of the previous H1 forward jet analysis [11] was carried out using the CDF-CONE algorithm.
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Figure 6.6: Detector level distributions for DIS events, showing (a) E., (b) 0., (¢) Q? calculated
from the electron method, (d) Bjoerken-y calculated from the electron method and (e) Bjoerken-x
calculated from the electron method. Experimental data (dots) are compared to detector simu-
lated Monte Carlo data from ARIADNE (full line) and RAPGAP (dashed line). The distributions
are normalised to the number of events selected, N.

study two transverse momentum cutoff scenarios: pr pwp > 3.5GeV or pr pwp > 5GeV.

Selecting forward jet events in this way, we expect to be dealing with less DGLAP-like par-
ton dynamics as compared to standard DIS processes, and allow for BFKL-like dynamics to be
more visible. Around 1% of the DIS events selected are also selected as forward jet events. In
~ 1% of these events, more than one jet passes the forward jet cuts, and in such an event, the
most forward of these jets are defined as the forward jet.

In fig. 6.7 and 6.8, various kinematic quantities are plotted after the DIS and forward jet cuts
have been applied. The distributions are normalised to the number of events passing the forward
jet cuts. Detector simulated Monte Carlo events, from the DGLAP based generator RAPGAP
show disagreements with data while the ARIADNE program manages to provide a reasonable
description of both the basic kinematic variables and the variables reconstructed from the for-
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Figure 6.7: Detector level distributions for forward jet DIS events, demanding a forward jet
prewp > 3.5 GeV, showing (a) E., (b) 6., (¢) Q% (d) Bjoerken-y and (¢) Bjoerken-z. Ex-
perimental data (dots) are compared to detector simulated Monte Carlo data from ARIADNE
(full line) and RAPGAP (dashed line). The distributions are normalised to the number of events

selected, N.

ward jet properties.

In Fig. 6.9, the transverse energy flow, around the axis of the selected forward jet has been
plotted as a function of Anp = n; — nrpwp and A¢ = ¢; — ¢rwp, for the clusters found in a
slice of A¢p = 1 and An = 1, respectively. n; and ¢; are here the rapidity and azimuthal angle of
the clusters and npy p and ¢ py p are the forward jet rapidity and azimuthal angle. Experimental
data and detector simulated RAPGAP and ARTADNE Monte Carlo data are compared. We note
that neither the predictions of RAPGAP, nor of the ARIADNE generator, give a completely
satisfactory description of the full forward jet profile in 7 and ¢.
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Figure 6.8: Detector level distributions for forward jet DIS events, demanding a forward jet
prrwp > 3.5 GeV, showing (a) the forward jet rapidity, 1, i, (b) the forward jet transverse
2

momentum, pr pwp, (c) the forward jet energy, Epwp, (d) I)T’S# and (€) rjpr = Eg%

Experimental data (dots) are compared to detector simulated Monte Carlo data from ARIADNE
(full line) and RAPGAP (dashed line). The distributions are normalised to the number of events
selected, N.

6.5 2+Forward Jet Event Selection

We define the particular class of forward jet events, in which two “hard” jets are found in ad-
dition to the forward jet, as 2+forward jet events. Selecting such events, allows us to target a
more specific parton ladder configuration than when requiring only a forward jet to be found. By
including the hard subsystem in the measurement we gain further information on the structure of
the QCD cascade and the parton dynamics of forward jet events.

The “hard” jets are required to have a transverse momentum, pr > 3.5 GeV and a rapidity
smaller than that of the forward jet found, and larger than that of the scattered lepton in the event,
Ne < NMuarp < Mrwp- This is to create a well defined parton ladder, for each event, where
the start and end points of the ladder in angular space are given by the scattered lepton and the
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Figure 6.9: Detector level distributions of the transverse energy flow around the axis of the
forward jet, as a function of (a) An = n; — npwp in a slice of Ap = ¢; — ppwp = 1 and (b)
Ao = ¢; — ¢pwp in a slice of An = n; — npwp = 1. Experimental data (dots) are compared
to detector simulated Monte Carlo from ARIADNE (full line) and RAPGAP (dashed line). The
distributions are normalised to the number of events selected, N.

forward jet.

In fig. 6.10 we investigate the forward jet quantities, for the 2+forward jet event selection.
We see that, as for the standard forward jet selection, the detector simulated ARIADNE Monte
Carlo gives a reasonable description of the data, whilst the description provided by the RAPGAP
generator often shows discrepancies from the data. Around 20% of the forward jet events are
identified as 2+forward jet events.

The two hardest jets in an event, satisfying the above conditions, will be taken as the “hard”
jets defining a 2+forward jet event. The individual “hard” jets may then be referred to as the
jet closest to the scattered lepton, and the jet closest to the forward jet, in rapidity, respectively.
Different angular configurations of these jets can then be studied. We define the distance in
rapidity between the jets:

AN = NHARD2 — MHARD1 ; (6.8)

where g arp1 1s the rapidity of the “hard” jet closest in rapidity to the scattered lepton and
N arp2 the rapidity of the “hard” jet closest in rapidity to the forward jet. Different ranges in the
An of the hard subsystem, correspond to different QCD cascade structures (see fig. 6.11). In the
case of a small A7, we enhance the phase space for BFKL evolution, whereas, if we demand a
large rapidity gap between the jets of the hard subsystem, we restrict the possibility of multiple
parton emissions between the most forward “hard” jet and the forward jet. The latter situation
would correspond to the dynamics of a process in which the photon has a resolved structure.
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Figure 6.10: Detector level distributions for 2+forward jet DIS events, demanding a forward jet
prrwp > 3.5 GeV, showing (a) the forward jet rapidity, npw p, (b) the forward jet transverse
2

momentum, pr pwp, (c) the forward jet energy, Epwp, (d) I)T’S# and (€) rjpr = E%%

Experimental data (dots) are compared to detector simulated Monte Carlo data from ARIADNE
(full line) and RAPGAP (dashed line). The distributions are normalised to the number of events
selected, N.

6.6 Forward Jet Event Cross-section Measurement

The forward jet event cross-section measurement is made using data taken by H1 in 1997, for
which the runs selected have a total luminosity of 13.72 pb—. The quality of the forward jet event
selection of our measurement is investigated in section 6.6.1. The detector level distributions and
the correction to hadron level is presented in section 6.6.2. The calculation of systematic errors,
derived from the model dependence of the correction and a number of detector uncertainties is
presented in section 6.6.3. The forward jet event cross-section is presented as a function of three
different quantities, z, pr pwp and x ;g7, and data are compared to generator predictions based
on different evolution schemes, in section 6.6.4.
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6.6.1 Purity, Stability, Background and Acceptance

In order to appreciate the validity of our measurement, we need to investigate the relation between
the description provided on the detector and on the hadron level, in each bin of the measurement.
We define the purity, P, stability, S, background, B, and acceptance, A, in the following way:

N
p = —HAPOPEL (g AD N DET) (6.9)
NDET
N
§ = “HAPODEL (g AD N DET) (6.10)
Nuap
B NuapnDET
B =1 — ZHADODET (b ) (6.11)
NDET
_ Nuapnper
A = “HADODET (7 4 D) , (6.12)
Nrap

where Ny 4p 1s the number of events found in a certain bin on hadron level, N g7 is the number
of events found in a certain bin on detector level, and, Ng4pnpET, are the number of events that
are found in the same bin both on hadron and detector level. P and S are defined on an event-by-
event basis where both the hadron and detector level cuts have been passed. B is calculated from
the events passing the detector level cuts and A is calculated from the events passing the hadron
level cuts.

In fig. 6.12, diagrams of the purity, stability, background and acceptance, are shown for
events containing a forward jet, calculated in bins of Bjoerken-z. The histograms relate the de-
tector simulated results of the Monte Carlo generators RAPGAP and ARITADNE to their hadron
level predictions. The purity and stability for Bjoerken-z are larger than 0.6 and sometimes reach
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Figure 6.12: The forward jet DIS event (a) purity, P, (b) stability, S, (c) background, B, and (d)
acceptance, A, calculated in bins of Bjoerken-x. The predictions from Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

values of 0.8-0.9. The background is however quite large in all bins, and the acceptance is par-
ticularly low in the lowest z-bin.

The purity, stability, background and acceptance, as a function of variables pr pywp and z g7,
are plotted in figs. 6.13 and 6.14. They similarly show reasonable purities and stabilities but a
sometimes large background and low acceptance.

The low acceptance for forward jet events has been observed also in previous analyses [63],
pT.FWD>

[9] and may to a large extent originate from the 02

the effective cut in (2.

cut [64] where the smearing in p affects

2
g—@ < 2, is illustrated.
With a finite resolution in pr, a broad variation in the Q? cross-section is possible, leaving us

2
highly sensitive to the é dependence of the total cross-section in eq. (2.8). The p“‘:’% is

however reasonably well described by ARIADNE, also outside of the cuts (see fig. 6.15.b). We

In fig. 6.15.a, the possible range in ()2, as a function of pr, when 0.5 <
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Figure 6.13: The forward jet DIS event (a) purity, P, (b) stability, S, (c¢) background, B, and
(d) acceptance, A, calculated in bins of pr pwp. The predictions from Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

note that the RAPGAP and ARIADNE predictions give similar values of the resolution, which
may be due to a good description of the inclusive cross-section.

6.6.2 Detector Correction

In order to make a reliable detector correction, we want the detector simulated Monte Carlo pre-
dictions to be able to describe the properties of experimental data, as given by the detector. In
fig. 6.16, uncorrected data is compared to detector simulated RAPGAP and ARTADNE Monte
Carlo data, for forward jet DIS events. To compare the characteristic shape of the quantities to
be measured, we have rescaled the Monte Carlo distributions to the data, which are normalised
to its luminosity, L. The distributions in Bjoerken-z, forward jet pr and x ;g7 are investigated,
showing discrepancies between the RAPGAP results and experimental data, while ARTADNE
often provides an reasonable detector level description.

The correction from detector to hadron level of the distributions measured, is carried out
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Figure 6.14: The forward jet DIS event (a) purity, P, (b) stability, S, (c) background, B, and
(d) acceptance, A, calculated in bins of x jr. The predictions from Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

according to a bin-by-bin procedure. The correction includes QED radiation from the incoming
and scattered positron i.e. the correction is done directly to the non-radiative hadron level. This
means that for each bin, we define the correction factor, C, as:

NRAD
HAD

C:

; (6.13)

NDET

where Nppr is the number of events found in a certain bin on detector level and N4 the
number of events found in the corresponding bin on non-radiative hadron level. The correction
factor for the distributions in Bjoerken-z, pr pwp and x ;7 are shown in fig. 6.17. We see that
the correction, for all quantities and in most bins, obtained from the ARIADNE Monte Carlo is
smaller i.e. the correction factor is closer to unity, than the correction obtained for the RAPGAP
Monte Carlo. As noted previously, the ARTADNE MC provides a markedly better detector level
description than the RAPGAP MC does. We will therefore use ARIADNE exclusively for our
correction of the data. The difference between the two Monte Carlos will then be used as an
estimate of the model dependence of the detector correction, to be added as a systematic error.
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0.5 < g—QTQ < 2. (b) Detector level distribution for forward jet DIS events, showing 0
for the full range in this variable. Experimental data (dots) are compared to detector simulated
Monte Carlo data from ARIADNE (full line) and RAPGAP (dashed line). The distribution is
normalised to the number of events selected, N.

6.6.3 Systematic Errors

We have estimated the model dependence of the detector correction by taking the difference be-
tween the correction factors obtained from the ARIADNE and the RAPGAP Monte Carlos as the
systematic error. The error from the model dependence constitutes the largest contribution to the
overall systematic error and is on average +9 %.

The second largest contribution to the total systematic error arises from the dependence of the
event reconstruction at the detector level on the hadronic energy scale. The energy of the clusters
found in the LAr calorimeter is only known to an accuracy of +4 %. Thus, the uncertainty in
the measured cross-section coming from the uncertainty in the energy scale, can be estimated
by changing the energy scale by this percentage and calculating the change to the cross-section.
This gives an average systematic error of -7/+8 %.

In the same way as the energy scale of the LAr calorimeter gives rise to a systematic error,
we need to estimate an error also for the SpaCal electromagnetic calorimeter. The energy scale
of this calorimeter is known to within 1 %. We hence change the scale of this detector by +
1% and use the change in the cross-section as an estimate of the error. This error is on average
+2 %.

Another systematic error comes from the uncertainty in the measurement of the polar angle,
0., of the positron, which is =2 mrad. We thus change the positron angle with these values and
calculate the effect this has on the final forward jet event cross-sections. The average systematic
error from this source is + 2%.
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Figure 6.16: Detector level distributions for forward jet DIS events, showing (a) Bjoerken-x
demanding a forward jet pr > 3.5 GeV, (b) Bjoerken-1 demanding a forward jet, pr > 5 GeV,
(¢) pr.rwp (Prrwp > 3.5 GeV), (d) x;pr demanding a forward jet pr > 3.5 GeV and (e)
x ypT, demanding a forward jet pr > 5 GeV. Experimental data (dots) are compared to detector
simulated Monte Carlo from ARIADNE (full line) and RAPGAP (dashed line). The distributions
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have been scaled to the data, which are normalised to the luminosity, L.
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Figure 6.17: The correction factor, C, for forward jet DIS events, shown as a function of (a)
Bjoerken-x, demanding a forward jet pr > 3.5 GeV, (b) Bjoerken-x, demanding a forward jet
pr > 5 GeV, (¢) prrwp (prrwp > 3.5 GeV), (d) x ur, demanding a forward jet py > 3.5
GeV and (e) x jpr, demanding a forward jet pr > 5 GeV. The predictions from Monte Carlo
generators ARIADNE (full line) and RAPGAP (dashed line) are shown.
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Figure 6.18: The forward jet DIS event differential cross-section, shown as a function of
Bjoerken-x, requiring a forward jet transverse momentum (a) prrwp > 3.5 GeV and (b)
PT,FwWD > 5 GeV.

We have also studied the contribution of photoproduction to the forward jet cross-section,
using the PHOJET [65] Monte Carlo generator, and estimated the uncertainty due to this to this
background as 1%.

6.6.4 Differential Cross-Section

The differential forward jet event cross-section as a function of the variables Bjoerken-x, = jpr
and pr pw p are presented in fig. 6.18-6.20. Data corrected to the hadron level are compared to
the predictions of the Monte Carlo generators presented in section 6.1.

The RAPGAP standard DGLAP prediction of the forward jet event cross-section clearly falls
below the data for all different quantities investigated, and in nearly all bins. The description pro-
vided by RG(DIR) is however, as expected, closer to data with increasing values of Bjoerken-z.

The cross-section of RG(DIR+RES), based on DGLAP including the contribution of a re-
solved component of the virtual photon, is often close to that of data and sometimes shows
agreement within the systematic errors. For lower values of Bjoerken-z, x ;pr and pr py p how-
ever, the differences from data increase.

ARIADNE, based on the colour dipole model, gives a very good description of the data. The
CDM prediction is often in agreement with the cross-section of data within the statistical errors.
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Figure 6.19: The forward jet DIS event differential cross-section, shown as a function of pr pw p
(pT7FWD > 3.5 GGV)
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Figure 6.20: The forward jet DIS event differential cross-section shown as a function of x jgr,
requiring a forward jet transverse momentum (a) pr pwp > 3.5 GeV and (b) prpwp > 5 GeV.
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The quality of the description is similar for the different distributions and for both pr ry p cut-
offs.

The cross-section of CASCADE overshoots that of data. We have, as to be able to make a
comparison between the shapes of the distributions given by data and by CASCADE, reweighted
the results of CASCADE by a factor 0.6, and we refer to these results as CASCADE(RW). We
see that the shape of CASCADE(RW) agrees with that of data in a majority of the bins of the
measurement. The problem of the description is to a large extent a normalisation issue, possibly
related to the scale of a,in the evolution, which is presently under study [66].

6.7 2+Forward Jet Event Cross-section Measurement

Extending the analysis of the standard forward jet cross-section, we have measured the cross-
section of events, where, in addition to a forward jet, two “hard” jets are found. We apply the
DIS and forward jet event selection previously described, adding the di-jet selection described in
section 6.5. The class of events thereby selected are referred to as 2+forward jet events. Investi-
gating such events, we gain further information on the development of the QCD cascade and the
parton dynamics of low-z processes.

The quality of the event selection is investigated in section 6.7.1. The detector level distribu-
tions and the correction to the hadron level is presented in section 6.7.2. The systematic errors
of the measurement are presented in section 6.7.3. The 2+forward jet event cross-section is pre-
sented as a function of three different quantities, =, py pw p and  ;p, and data are compared to
generator predictions based on different evolution schemes, in section 6.6.4.

6.7.1 Purity, Stability, Background and Acceptance

We study the quality of the 2+forward jet event selection, for the same bin division that will used
in the measurement of the Bjoerken-z, pr pwp and x ;57 differential cross-sections. The purity,
P, stability, S, background, B, and acceptance, A, defined according to eq. (6.9-6.12), and cal-
culated in bins of Bjoerken-z, are shown in fig. 6.21. The purity and stability of Bjoerken-x tend
to be larger than 0.6, and for some bins reach 0.8-0.9, as was the case for the standard forward jet
selection. We note that the RAPGAP prediction gives a higher purity and stability for 2+forward
jet events than for the standard forward jet selection. The background is large in all bins, and the
acceptance becomes increasingly low with lower values of z.

The purity, stability, background and acceptance, for the variables py pywp and x 57, are
plotted in fig. 6.22 and 6.23. As for the standard forward jet event selection, the purities and
stabilities are reasonable, but the background increases and the acceptance becomes lower when
the cut-off values of pr pw p and x ;g7 are approached, indicating smearing effects.
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Figure 6.21: The 2+forward jet DIS event (a) purity, P, (b) stability, S, (c) background, B,
and (d) acceptance, A, calculated in bins of Bjoerken-z. The predictions from Monte Carlo
generators ARIADNE (full line) and RAPGAP (dashed line) are shown.

6.7.2 Detector Correction

The detector level description of 2+forward jet DIS events are studied in fig. 6.24, where ex-
perimental data are compared to predictions from the ARIADNE and RAPGAP Monte Carlo
generators, that have undergone detector simulation. The distributions shown are scaled to the
luminosity of the data. Compared to the standard forward jet event selection, the data show less
of agreement with the description provided by the ARIADNE Monte Carlo generator, and more
with the predictions of RAPGAP, than before. ARIADNE does however still provide a reason-
able description of the detector level quantities.

The correction of data is in this measurement, as for the standard forward jet cross-section
measurement, carried out according to a bin-by-bin procedure, including QED radiation from
the incoming and scattered positron. The correction factor, C, is defined according to eq. (6.13).
The correction factors of the quantities we measure are shown in fig. 6.25. The RAPGAP
Monte Carlo generator provides a correction factor that often has a value closer to unity than in
the standard forward jet measurement. Fluctuations between adjacent bins, can be noticed in the
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Figure 6.22: The 2+forward jet DIS event (a) purity, P, (b) stability, S, (c) background, B, and
(d) acceptance, A, calculated in bins of pr pwp. The predictions from Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

RAPGAP correction factor, for the RAPGAP sample used, due to the highly exclusive cuts of the
2+forward jet selection. The correction factor given by the ARIADNE Monte Carlo generator,
however, is sometimes lower than in the previous measurement, but has a value that is above 0.5
for all quantities and in all bins. For reasons of congruity between the measurements, we use
ARIADNE exclusively for the correction of the data also in this measurement. The difference
between the correction factors given by the two Monte Carlos will again be used as an estimate
of the model dependence of the correction, to be added as a systematic error.

6.7.3 Systematic Errors

The estimate of the systematic errors of the 2+forward jet event cross-section measurement is
carried out in the same way as in the previous measurement, described in section 6.6.3. We
obtain the following systematic errors:

e The systematic error from the model dependence of the correction is on average +15 %.
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Figure 6.23: 2+forward jet DIS event (a) purity, P, (b) stability, S, (c¢) background, B and
(d) acceptance, A, calculated in bins of x jpr. The predictions from Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

e The systematic error due to the uncertainty in the LAr calorimeter energy scale is on aver-
age -7/+14 %.

e The systematic error due to the uncertainty in the SpaCal electromagnetic calorimeter en-
ergy scale is on average +2 %.

e The systematic error from the measurement of the polar angle, 6., of the positron is on
average -1/+2%.

6.7.4 Differential Cross-Section

The 2+forward jet event differential cross-section is presented as a function of variables Bjoerken-
x, vypr and pr pwp 1n fig. 6.26-6.28. Data corrected to the hadron level are compared to the
predictions from the Monte Carlo generators presented in section 6.1.
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Figure 6.24: Detector level distributions for 2+forward jet DIS events, showing (a) Bjoerken-x,
demanding a forward jet pr > 3.5 GeV, (b) Bjoerken-x, demanding a forward jet, pr > 5
GeV, (¢) prrwp (prrwp > 3.5 GeV), (d) xypr, demanding a forward jet pr > 3.5 GeV
and (€) x ypr, demanding a forward jet pr > 5 GeV. Experimental data (dots) are compared to
detector simulated Monte Carlo data from ARIADNE (full line) and RAPGAP (dashed line). The
distributions have been scaled to the data, which are normalised to the luminosity, L.

86



o 1 13}
Prrwp>3-5 GeV 1r Prrwp>5 GeV
0.8— E_ _______ E é E ................ E'"""'E.""".:........E"""""“""; ................
06 : ]
04r 0.4 ’
0.2} ] 02l
00001 0002 0003 0.004 00001 0002 0003 0.004
X X
(©
o
[ ———
1,
0.75
SN Ea—
0.5F
0.25|
0% % 8 10 12
p(GeV)
(d (e)
o 1 o 12
Prewp>3-5GeV | e Prrwp>5 GeV
0.8 Freueeens : 1 7
__________________________ I
0.6F ] J—|—
0.6F ]
0.4}
0.4
02} 0zl
0 0

004 005 006 007 004 005 006 007

X5ET XoET

Figure 6.25: The correction factor, C, for 2+forward jet DIS events, shown as a function of (a)
Bjoerken-x demanding a forward jet pr > 3.5 GeV, (b) Bjoerken-x demanding a forward jet
pr > 5 GeV, (¢) prrwp (prrwp > 3.5 GeV), (d) x pr, demanding a forward jet py > 3.5
GeV and (e) x g, demanding a forward jet pr > 5 GeV. The predictions from ARIADNE (full
line) and RAPGAP (dashed line) Monte Carlo are shown.
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Figure 6.26: The 2+forward jet DIS event differential cross-section shown as a function of
Bjoerken-x, requiring a forward jet transverse momentum (a) prprwp > 3.5 GeV and (b)
Pr,FWD > 5 GeV.
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Figure 6.28: The 2+forward jet DIS event differential cross-section shown as a function of x jgr,
requiring a forward jet transverse momentum (a) pr.pwp > 3.5 GeV and (b) prrwp > 5 GeV.

The 2+forward jet event cross-section from standard DGLAP often shows, as for the standard
forward jet cross-section measurement, differences from the cross-section of data, in the region
of lower Bjoerken-z and for lower values of py yy p. For higher values of Bjoerken-z, the pre-
dictions are however within the errors of the data. For x ;zr, RG(DIR) deviates clearly from the
data in the middle bin of our measurement, but is within the errors of data for the lower bin.

RG(DIR+RES) often gives a description within the systematic errors of the data Bjoerken-z
differential cross-section, but shows discrepancies for lower values of this variable. It also, as

RG(DIR), shows clear discrepancies in x jg7, for the middle bin of our measurement in this vari-
able.

The description of data provided by ARIADNE is now less accurate than was the case for
the standard forward jet measurement. The CDM cross-section is often outside the statistical
errors of data, but however still within systematic errors for all bins of the Bjoerken-x and x ;g
distributions. In the lowest bin of di—"T the CDM discrepancy to data is larger than the error of the
measurement.

The shape of the reweighted CASCADE cross-section is now less in agreement with that of
data, than was the case in the standard forward jet measurement. Also the z ;g7 distribution of
data shows a clear deviation from the shape of CASCADE(RW), whereas in the standard forward
jet measurement, the shape was well described.
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6.8 Forward and Hard Jet » Measurement

We now study 2+forward jet events and measure the event cross-section as a function of the for-
ward jet rapidity, 1w p and the individual “hard” jet rapidities, 7y arp1 and Ny arp2. Hereby,
the defining angular characteristics of the QCD cascade in forward jet events are investigated.
The jet rapidities are measured for different distances in rapidity between the two “hard” jets
defined in the events, An. By applying different requirements in Az, we expect to be sensitive to
different parton ladder structures and low-z dynamics, and possibly we will be able to differenti-
ate between BFKL-like processes and the ladder structure expected in resolved photon processes.

The quality of the measurement is investigated in section 6.8.1. The detector level distri-
butions, and the corrections to the hadron level are presented in section 6.8.2. The systematic
errors of the measurement are discussed in section 6.8.3. The 2+forward jet event cross-section is
presented as a function of npw p, NHarp1 and Ny arp2, and data are compared to generator pre-
dictions based on different evolution schemes, in section 6.6.4. The hadron level cross-sections
are presented, and data are compared to generator predictions in section 6.8.4.

6.8.1 Purity, Stability, Background and Acceptance

Investigating the quality of the 2+forward jet event selection used in this measurement, we define
purity, P, stability, S, background, B, and acceptance, A, according to eq. (6.9-6.12). These
quantities are calculated in bins of forward jet rapidity, nzw p, in fig. 6.29, of the rapidity “hard”
jet closest in rapidity to the photon, ngarp1, in fig. 6.30, and of the rapidity of the “hard” jet
closest in rapidity to the forward jet, ng arpo, in fig. 6.31. The purity and stability of the forward
jet tends to vary between values of 0.6 and 0.8, and the “hard” jets show purities and stabilities
between 0.8 and close to unity. As in previous measurements, the background is high, here
around 0.8 for all jets. The acceptance for the 2+forward jet selection lies between 0.3 and 0.4,
for the binning of our measurement.

6.8.2 Detector Correction

The description of 7 provided by the detector, for the 2+forward jet event selection is investigated
in fig. 6.32. Experimental data are compared to predictions from the ARIADNE and RAPGAP
Monte Carlo generators, that have undergone detector simulation. We study the rapidity of the
“hard” jets and the forward jet, first applying no An requirement, then applying a An < 1 and
a An > 1 requirement. The distributions shown are scaled to the luminosity of the data, and the
shape of the 7 distributions is investigated. We see, as for the variables previously investigated
for the 2+forward jet selection, that ARTADNE tends to provide a reasonable detector level de-
scription also of the jet rapidity distributions of data.

As before, we calculate the correction factor, C, according to eq. (6.13). The correction
factors for the different jet rapidity distributions are shown in fig. 6.33. The predictions of
the RAPGAP Monte Carlo generator tends to give a reasonable correction, but the value of the
correction factor is below 0.2 in one of the bins of the measurement. The correction factor given
by the ARTADNE Monte Carlo is sometimes lower than that of RAPGAP, but has a value that is
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Figure 6.29: The 2+forward jet DIS event (a) purity, P, (b) stability, S, (c) background, B,
and (d) acceptance, A, calculated in bins of npw p. The predictions of Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

above 0.3 for all quantities and in all bins. Since ARIADNE also gives a description closer to the
data on detector level than RAPGAP does, we will as in previous measurements use ARIADNE
exclusively for the correction of the data to hadron level. The difference between the correction
factor provided by the ARIADNE and RAPGAP predictions is as before used to approximate the
error from the model dependence of the correction.

6.8.3 Systematic Errors

The estimate of the systematic errors of the 2+forward jet event cross-section measurement as a
function of the jet rapidities is carried out in the same way as in the previous measurements, as
described in section 6.6.3. We obtain the following systematic errors:

e The systematic error from the model dependence of the correction is on average +9 %.

e The systematic error due to the uncertainty in the LAr calorimeter energy scale is on aver-
age -6/+8 %.
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Figure 6.30: The 2+forward jet DIS event (a) purity, P, (b) stability, S, (c) background, B, and
(d) acceptance, A, calculated in bins of Ny arp1- The predictions from Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

e The systematic error due to the uncertainty in the SpaCal electromagnetic calorimeter en-
ergy scale is on average +2 %.
e The systematic error from the measurement of the polar angle, 6., of the positron is on
average £1 %.
6.8.4 Differential Cross-Section

The differential 2+forward jet event cross-section is presented as a function of rapidity, for dif-
ferent configurations of the distance in rapidity between the two “hard” jets of an event, in fig.
6.34. Data corrected to the hadron level are compared to generator predictions.

The 2+forward jet event cross-section from standard DGLAP tends to fail in describing the

rapidity distributions of the forward jet and the “hard” jets in a 2+forward jet event. We note
however that the description given by RG(DIR) is closest to data when An > 1.
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Figure 6.31: The 2+forward jet DIS event (a) purity, P, (b) stability, S, (c) background, B, and
(d) acceptance, A, calculated in bins of Ny arpe- The predictions from Monte Carlo generators
ARIADNE (full line) and RAPGAP (dashed line) are shown.

The RG(DIR+RES) cross-section, as a function of 17y 4rp1 or Ny arp1 often describes that of
data reasonably well, for lower values of these variables. Requiring An < 1, the description of
nrw p, provided by RG(DIR+RES) becomes inadequate. With a An > 1 requirement applied,
however, RG(DIR+RES) gives the closest description of the forward jet, indicating that the par-
ton dynamics of events in which the photon is resolved are enhanced by applying this cut.

The description of jet rapidity provided by CDM, is often reasonable, when applying no An
requirement. When requiring that An < 1, the CDM cross-section is often within the statistical
errors and always within systematic errors of data, providing clearly the best description of the
forward jet. This may be taken as an indication of processes with less of ordering in propagator
virtuality being selected through this requirement. Applying a An > 1 requirement, the descrip-
tion is however sometimes outside the errors of data.

The results of the CASCADE generator, reweighted by a factor 0.6, CASCADE(RW), often
show a difference in shape from the data, but provide an, in many cases, reasonable description
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Figure 6.32: Detector level distributions for 2+forward jet DIS events, showing (a) Ny arp1, ()
N Arp2 and (¢) new p, making no requirement in An (upper row), for An < 1 (middle row) and
for An > 1 (lower row). Experimental data (dots) are compared to detector simulated Monte
Carlo data from ARIADNE (full line) and RAPGAP (dashed line). The distributions are scaled
to the data, which are normalised to the luminosity, L.
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Figure 6.33: The correction factor, C, for 2+forward jet DIS events, calculated in bins of (a)
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in shape when An < 1.

6.9 Conclusions and Outlook

We have measured the forward jet event cross-section as a function of Bjoerken-z, the forward
jet transverse momentum pr gw p, and of the fraction of the protons momentum carried by the
forward jet, ;7. The measurement is based on a 13.72 pb~! data sample taken by the H1 col-
laboration during the 1997 running period at HERA. The data are corrected to hadron level and
compared to a number of QCD model predictions. The cross-section predictions of the DGLAP-
based Monte Carlo generator RAPGAP shows significant deviations from the cross-section of
data. Including the contribution from a resolved component of the virtual photon, the accuracy
of the description increases and is often within the errors of the measurement. The ARIADNE
Monte Carlo generator, based on the colour dipole model, describes the forward jet event cross-
section well, for all distributions measured. The cross-section given by the CASCADE generator,
based on CCFM evolution, tends to overshoot that of data, but often describes the shape of the
distributions.

The first measurement of 3-jet events at HERA that includes the forward region, has been
carried out as an extension of the forward jet event cross-section measurement, giving a more
detailed picture of the parton ladder. We demand that two “hard” jets are found in addition to the
forward jet, and again investigate the event cross-section as a function of Bjoerken-z, pr pw p,
and z ;7. The description of data provided by standard DGLAP is unsatisfactory also here, but
within the errors of data to a larger extent than in the standard forward jet measurement. Adding
the possibility of resolving the photon, a better description of the data is given. The CDM cross-
section often agrees well with that of data, but the description is less exact for 2+forward jet
events, than for standard forward jet events. CASCADE as in the standard forward jet measure-
ment overestimates the cross-section of data, but for the 2+forward jet event selection describes
the shape of data less accurately.

We have studied the rapidities of the jets defining a 2+forward jet event, for different distances
in rapidity, A7, between the hard subsystem jets of such an event, thereby investigating the dif-
ferent parts of the ladder separately, for different QCD cascade structures. The standard DGLAP
scheme is generally inadequate also here. Requiring that An > 1, and including the possibility
of resolving the photon, an often reasonable description of the jet rapidities is obtained. The
resolved photon model can however not contribute with an accurate description when An < 1,
where CDM gives a good description of the data. The description provided by CDM is however
often unsatisfactory for An > 1. This indicates a possibility to differentiate between the ladder
structure of the resolved photon model, and a ladder that is unordered in virtuality, by applying a
An cut. We also note that CASCADE gives its best description of the rapidity distribution shapes
when An < 1.

The study of forward jet events provides us with information on the dynamics of the low-

x QCD cascade, and by studying 2+forward jet events, we are able to specifically investigate
different parts of the ladder. Starting from a 2+forward jet event selection, the QCD cascade
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between the hard subsystem and the forward jet could also be investigated. Reconstructing jets
from the softer emissions of this region, and measuring the cross-section for events in which a
different number of such jets are found, would provide us with a more direct description of the
different possible ladder structures. A measurement of the difference and correlation in trans-
verse momentum between the propagators of the parton ladder, using mini-jets, has been carried
out in [67] and [68]. The 2+forward jet event cross-section measurements of our analysis may
be seen as providing a foundation for analyses of this kind. Additional observables of interest in
this respect exist, such as the kr dispersion variable presented in [69].

The data collected at HERA during the period 1998-2000 comprises a total luminosity of
around 100 pb~', thus enabling an increase in the statistics of the exclusive forward jet event
selection, and an effective decrease in the errors of a measurement such as ours. Due to the
increase in the proton beam energy from 820 GeV to 920 GeV/, lower values of Bjoerken-z than
before can also be reached, and a greater relative statistic for the low-x region will be available.
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Abstract

New parton dynamics, characterized by an initial state cascade which is non-ordered
in parton virtuality, is expected to become important in the kinematic region of small
Bjorken-z ;. Evidence for this feature of QCD is searched for by studying events with
a forward jet produced close to the direction of the incoming proton in the angular range
7% < Bjer < 20°. The measurements are compared with the predictions of simulations as-
suming ordered or non-ordered emissions in the initial state cascade. The cross section for
forward jet production is presented as a function of xg;, and shows a significant deviation
to the predictions based on DGLAP evolution. We also present the forward jet cross section
as a function of ¢, the energy fraction the forward jet takes from the initial proton, and
as a function of the transverse momentum of the forward jet, p je:-



1 Introduction

HERA has extended the available z ; region down to values of z5; > 1077, for values of the
momentum transfer, (92, larger than a few GeV, where perturbative calculations in QCD are still
expected to be valid. In Deep Inelastic Scattering (DIS) a parton in the proton can induce a QCD
cascade consisting of several subsequent parton emissions, before the final parton interacts with
the virtual photon.

Several different prescriptions of the QCD dynamics at small values of x p; have been pro-
posed. These include QCD parton evolution schemes such as the DGLAP [1-4] evolution
equation, the small zp; specific BFKL [5-7] evolution equation as well as the CCFM [8-11]
evolution equation, which forms a bridge between DGLAP and BFKL using the concept of
color coherence.

Differences between the different dynamical approaches to the parton cascade are expected
to be most prominent in the phase space region towards the proton remnant direction, i.e. away
from the scattered quark.

We investigate the parton evolution at small values of x ; using jet production in the forward
angular region (close to the proton remnant direction) in the laboratory frame. The analysis pre-
sented here is based on 5 times more statistics than our published one [12] and is complementary
to a similar analysis [13] which used high energetic pions instead of jets. A schematic diagram
for forward jet production is shown if Fig 1.

X by small

evolution
from large
to small x

"forward’ jet

E.
LN large

X, =
Jet Eproton

Figure 1: Schematic diagram for forward jet production at HERA. Indicated is the evolution
from large x ¢, to small x; while restricting the phase space for DGLAP evolution in Q* by
the requirement of p jo, ~ Q°.



In the DGLAP evolution scheme, the virtualities k; of the propagator gluons are strictly
increasing from the proton to the photon. Thus the cross section for forward jet production
with p? et ™ Q? is expected to be small, since there is no phase space left for further parton
radiation between the forward jet and the virtual photon. In the BFKL description, however,
the virtualities (and transverse momenta) %k ; can perform a so-called random walk. Based on
calculations in the LLA of the BFKL kernel, the cross section for DIS events at low xz; and
large * with a high p? jer Jet in the proton direction (a forward jet) [14,15] is expected to rise
more rapidly with decreasing x z; than expected from DGLAP based calculations.

2 Data and analysis method

The region in which the forward jet measurement is performed is chosen such that the phase
space for jet production according to the DGLAP evolution is suppressed compared to that
available for the BFKL evolution. This is achieved by requiring p ., ~ Q*, where p; ., is the
transverse momentum squared of the forward jet. In addition the momentum fraction of the
forward jet ze, = Eje/E , is required to be large, whereas x5, is kept as small as possible, thus
enhancing the phase space for evolution in 2 while suppressing the evolution in Q2.

The e*p scattering data have been collected at /s = 300 GeV with the H1 detector in 1997
and comprises all together an integrated luminosity of 13.72 pb~1.

DIS events are selected by requiring a scattered electron in the backward SPACAL calorime-
ter with an energy £/ > 10 GeV in the angular range of 156° < 6, < 175° The kine-
matics are determined from the scattered electron: Q? = 4FE.E’ cos*(0,/2) and y = 1 —
(E!JE.)sin*(0,/2) where E. is the incident positron energy. In summary the following cuts
are applied:

E. > 10 GeV
156° < 0, < 175°
0.1 <y<0.7
5GeV? < Q% < 75 GeV?

The forward jets are defined using the inclusive k,;-jet algorithm [16,17] (applied in the Breit-
frame without p;-cut) by requiring:

Dt jet > 3.5 GeV
7.0° < 6,0, < 20.0°
Let > 0.035
0.5 < pfju/@? <2

where p; j¢; 1s measured in the laboratory frame.

The RAPGAP [18] Monte Carlo model uses LO matrix elements supplemented with ini-
tial and final state DGLAP parton showers (DIR-model). In addition resolved virtual photon
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Figure 2: Distribution of the energy F. and the angle O, of the scattered electron variables
after the forward jet selection. The solid (dashed) line shows the predictions from DIJANGO -
CDM (RAPGAP - RG) Monte Carlo after full detector simulation.

processes can be included (RES-model). The DJANGO [19] Monte Carlo model is used to-
gether with the Color-Dipole-Model as implemented in ARIADNE [20] for higher order QCD
radiation. Simulated events of the RAPGAP (DIR) and DJIANGO Monte Carlo programs have
been processed through the detailed H1 detector simulation. In Fig. 2 the normalized distri-
butions of the scattered electron energy and scattering angle, after the forward jet selection,
are shown. In Fig. 3 the normalized distributions of basic jet variables, after the forward jet
selection, are compared to the Monte Carlo predictions. Good agreement of the data with the
full detector simulation of the DJANGO - CDM MC is observed. In Fig. 4 we show the trans-
verse energy flow around the axis of the selected forward jet as a function of A = et — Netus
and Ap = ¢jer — Gaus in a slice of A¢ = 1 and An = 1, respectively. Also shown are the
predictions from the Monte Carlo simulations.

The DIANGO -CDM Monte Carlo, which describes best the data at detector level, is used
for correcting the data to hadron level. The difference of the correction factors obtained by the
two Monte Carlos, DJANGO and RAPGAP is ~ 8%, and is treated as systematic error.

The effects of initial state QED radiation are corrected for using HERACLES interfaced to
DJANGO and RAPGAP.
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Figure 3: Distribution of basic jet variables after the forward jet selection. The solid (dashed)
line shows the predictions from DJANGO - CDM (RAPGAP - RG) Monte Carlo after full detector
simulation.

The following systematic errors are considered:

e The error on the hadronic energy scale of 4 % in the LAr- Calorimeter results in an error
of the cross section measurement of ~ 6%.

e The error on the electromagnetic energy scale of 1 % of the SPACAL Calorimeter results
in an error of the cross section measurement of ~ 3%.

e An error of 1 mrad is assumed on the angle measurement of the scattered electron, result-
ing in an error of the cross section measurement of ~ 3%.
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Figure 4: Transverse energy flow around the axis of the selected forward jet as a function of
AN = Njer — Netus and AP = Qjer — Geus in a slice of Ap = 1 and An = 1, respectively. Also
shown are the predictions from the DJANGO - CDM (solid) and RAPGAP - RG (dashed) Monte
Carlo simulations.

e The error coming from the model dependence between RAPGAP and DJANGO of ~ 8%.

e The photoproduction background is estimated using the PHOJET [21,22] Monte Carlo
simulations to ~ 1%.

In Fig. 5-7 we show the forward jet cross section as a function of xp;, x and p; j¢; for
Dt jer > 3.5 GeV and p, o, > 5 GeV corrected to the hadron level. Also shown are the pre-
dictions from a pure DGLAP type Monte Carlo (RAPGAP- DIR), including also a contribution
from resolved virtual photons (DIR+RES), and a simulation using the Color Dipole Model
(CDM) as implemented in ARIADNE (DJANGO). In ARIADNE the parton emissions perform
a random walk in transverse momentum leading to a situation similar to the one expected in
BFKL. Whereas the DGLAP type prediction falls below the data at small x;, the CDM pre-
diction gives a reasonable description of the measurement. The CCFM evolution equation in
k;-factorization (CASCADE) overestimates the data.

3 Conclusion

A new measurement of the forward jet production cross section as a function of z z;, 7., and
Dt jer has been performed using an integrated luminosity of 13.71 pb~!. The data are up to a
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Figure 6: The cross section for forward jet production on hadron level, as a function of x je
for pjer > 3.5 GeV (left) and p; jer > 5 GeV (right). Also shown are the predictions from the
ARIADNE - CDM, RAPGAP - RG and CASCADE Monte Carlos.

factor of two larger than the predicted cross section based on O(a,) and QCD calculation in the
collinear factorization ansatz (DGLAP).
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Using a hadron level Monte Carlo model incorporating resolved virtual photon processes in
addition to the usual direct photon processes, the data are reasonably well described. Also the
Color Dipole Model, which simulates higher order QCD radiation without strong ordering of
the transverse momenta of the emitted partons, describes the measurements well. The more so-
phisticated CCFM approach, which is based on angular ordering coming from color coherence,

predicts too high a rate of forward jet events.
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