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Abstract

The first dedicated search for QCD instanton-induced processes is presented. Deep-inelastic
scattering (DIS) data collected at the electron-proton collider HERA in a kinematical range
defined by the DIS variables x > 0.001, 0.1 < y < 0.6 and Q2 < 100GeV2, and for a scatter-
ing angle of the electron of at least 156◦ have been analysed. Several observables character-
ising the instanton hadronic final state are studied and combined to a powerful discriminant
with the help of an innovative range searching algorithm. By cutting on the discriminant, a
potentially instanton enriched region is found in the observable phase space. Given the ac-
curacy of the standard DIS background models, no significant excess of events in this region
is found, and a model independent limit on the instanton-induced cross-section of 221pb is
calculated. A detailed study with different effective instanton sizes and distances can exclude
a steep rise of the cross-section towards large instanton-sizes and small distances predicted
by a naive extrapolation of instanton perturbation theory and is in accord with recent lattice
calculations. Finally, the prospects of a search in the region Q2 > 100GeV2 are studied.

Zusammenfassung

Die Arbeit beschreibt die erste dedizierte Suche nach QCD Instanton-induzierten Pro-
zessen. Hierzu werden Daten ausgewertet, die mittels tief-unelastischer Streuung (DIS) am
Elektron-Proton Beschleuniger HERA in einem kinematischen Bereich gewonnen wurden,
der durch die DIS Variablen x > 0.001, 0.1 < y < 0.6 und Q2 < 100GeV2, sowie durch
einen minimalen Streuwinkel des Elektrons von 156◦ gegeben ist. Verschiedene Observa-
ble, die den hadronischen Endzustand des Instanton-induzierten Prozesse charakterisieren,
werden untersucht und zu einer aussagekräftigen Diskriminante mittels eines innovativen Al-
gorithmus, der auf Bereichssuche basiert, zusammengefasst. Indem in diese Diskriminante
geschnitten wird, ergibt sich eine Region im Phasenraum der Observablen, in der potentiel-
le Instanton-induzierte Ereignisse angereichert sein sollten. Innerhalb der Unsicherheit der
Modelle der normalen tief-unelastischen Streuung lässt sich kein signifikanter Überschuss an
Ereignissen finden. Deshalb wird in diesem Bereich eine Obergrenze des Streuquerschnit-
tes unabhängig von der Modellierung des Untergrundes berechnet. Sie beträgt 221pb. Ei-
ne detaillierte Studie, bei der nach Instantonen unterschiedlicher effektiver Größe und Ab-
standsverteilung gesucht wird, kann jedoch zumindest das von der Instanton Störungstheorie
vorhergesagte steile Anwachsen des Streuquerschnittes ausschließen, das man durch naive
Extrapolation hin zu größeren Instantonen und kleineren Abständen errechnet. Dies ist in
Übereinstimmung zu neueren Gitterrechnungen. Schließlich wird das Potential einer Suche
bei Q2 > 100GeV2 herausgearbeitet.
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Introduction

With the beginning of the 20th century the understanding of nature was revolutionised by two
new theories, the theory of relativity and quantum mechanics. While quantum mechanics
introduced the principle of quantised action, the theory of relativity is based on the principle
that every inertial system is equivalent and that the speed of light is the same, independent
of the reference frame. By applying quantum mechanics and the theory of relativity to the
concept of fields, quantum field theories were introduced, which brought along an entirely
new idea. Since only the amplitude of the fields but not the phase is observable, they can have
an arbitrary gauge. In fact, quantum field theories allow every observer to choose his own
local gauge of the quantum fields, and establish invariance under local gauge transformations
as a new fundamental principle.

Quantum field theories describe the interaction of force fields with matter, where the
force fields are simply introduced by the requirement of invariance under certain gauge trans-
formations. The most successful quantum field theory is without doubt Quantum Electrody-
namics (QED), where the gauge field is the electromagnetic field. QED describes electro-
magnetism as well as the interaction of matter with light. Until today no discrepancy between
measurements and theoretical predictions have been found, despite impressive experimental
precision.

In the atomic nucleus, a different fundamental force is important. Quantum Chromody-
namics (QCD) is the field theory which describes the formation of nucleons out of quarks
and thus also the formation of the atomic core. QCD is different from QED in that the
strength of the interaction of particles increases with the distance, binding nucleons tightly
together and overcoming the repulsion of the electromagnetic force among the protons in the
nucleus. In contrast to the photon, the gauge bosons (called gluons) in QCD carry a (colour)
charge due to the non-Abelian nature of the gauge transformations. This induces new kinds
of self-interactions among the gluons, leading to a confinement of coloured objects at large
distances and asymptotic freedom at small distances. The non-Abelian structure of QCD
has been indirectly established by measuring the decrease of the coupling constant αs with
increasing energy scale, which can only be explained by triple-gluon interactions.

Non-Abelian field theories also induce a complex topological structure of the vacuum.
Two vacuum ground states can be energetically equivalent but topologically different. Topo-
logically different means, that it is not possible to continuously transform one of the ground
states into the other by applying a series of infinitesimal gauge transformation. In particular,
it is not possible to describe the transition of one of the ground states into another with the
help of perturbative fluctuations of the gauge field.

Instantons are tunnelling processes from one vacuum state into another topologically dif-
ferent one. Instantons have not yet been experimentally observed and a search for instanton-
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induced processes is the objective of this thesis.
A unique chance to observe instanton transitions in deep-inelastic scattering of electrons

on protons, is made possible by the HERA electron-proton accelerator. Instantons should in-
duce additional scattering processes, different from those induced by QED and normal QCD.
However, as will be shown, only a tiny fraction of the deep-inelastic scattering events are ex-
pected to be instanton-induced. Therefore, it is necessary to establish sophisticated discrim-
ination methods between instanton-induced processes and standard deep-inelastic scattering
processes. Developing and studying such techniques is therefore an important aim of the
thesis.

In the first chapter, the theoretical foundations will be given. After a brief introduction of
QCD, the phenomenon of instantons is explained and deep-inelastic scattering is described
as a means to observe instanton-induced processes.

The observation of deep-inelastic scattering events of electrons on protons is made pos-
sible by a unique machine, the HERA accelerator colliding highly energetic electrons with
protons. The H1 experiment is one of two detectors observing these collisions and was used
to collect the data for this analysis. The HERA machine and the H1 detector will be described
in chapter 2.

Developing powerful means to discriminate between instanton-induced event and stan-
dard deep-inelastic scattering events is necessary to perform a search for instantons. The
theory of the classification of events is explained in chapter 3 along with a detailed descrip-
tion of the classification methods employed in this thesis. This includes an algorithm based
on range searching, whose eligibility for the classification of events in high energy physics
will be studied in depth. After an examination of the basic properties of this algorithm in
chapter 3, the algorithm will not only be used for classification, but also to screen a large
number of observables to find the ones best suited for classification purposes (chapter 8) and
to find a certain kind of jet assuming a model in chapter 7.

The deep-inelastic scattering events recorded in the H1 detector will be classified by com-
paring them to models of standard deep-inelastic background events and instanton-induced
events. The models are provided by so-called “Monte Carlo generators”, computer programs
to simulate the complete quantum mechanical final state of these events. The Monte Carlo
generators employed in this analysis are described in chapter 4.

Chapter 5 will give details on the selection of the data which has been collected by the H1
detector in the years 1996 and 1997. The experimental search for instanton-induced events
is described in chapter 6. Since no significant evidence for instanton-induced events can be
established with the given data, exclusion limits on the cross-section of instanton-induced
processes be derived. Finally, an outlook on a search for instantons in a different kinematical
range is finally given in chapter 8.
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Chapter 1

Instantons in QCD

Quantum Chromodynamics (QCD) is the gauge theory of the strong interaction, the force
responsible for the formation of hadrons. The strong interaction is also the force overcoming
the Coulomb repulsion of the positively charged protons in the atomic nuclei. Understanding
this fundamental force therefore provides basic insight into the formation of matter.

The main characteristic of QCD is that it is a non-Abelian gauge theory, which leads to a
force of constant strength at long distances. Strongly interacting particles are asymptotically
free at short distances (the coupling constant αs being small) and confined at large distances
(the force being constant, while the potential increases linearly). The non-Abelian nature
of the interaction also induces, through non-perturbative vacuum fluctuations, a complicated
topology of the vacuum. An important manifestation of this complex topological structure
of the theory are instantons, which are tunnelling transitions between two topologically dif-
ferent vacuum states.

In the following, QCD is introduced as a non-Abelian gauge theory and some of the
properties of QCD are described. The phenomenon of tunnelling in quantum mechanics
is then explained in a semi-classical way which allows to derive instantons as tunnelling
transitions between topologically different ground states of QCD. Finally, an overview of
deep-inelastic scattering (DIS), the scattering of electrons on protons at large momentum
transfers, is given and the production mechanism of instanton-induced processes in DIS is
discussed1.

1.1 Quantum Chromodynamics

Quantum Chromodynamics is a field theory which has three fundamental charges in contrast
to quantum electrodynamics (QED) which has only one charge. Due to the fact that only
certain combinations of all of the three charges give a zero charge, the charge in QCD is also
named “colour”, hence the name chromodynamics. In the Standard Model the six different
quark flavours (u,d,s,c,b, t) carry the fundamental charges and there are eight charged gauge
bosons called “gluons”. The gauge group of the theory, the group of gauge transformations
under which the Lagrangian of the theory has to be locally gauge invariant, is the non-
Abelian group SU(3). Non-Abelian gauge theories have been first proposed by C. N. Yang

1An introduction to field theories, QCD and DIS can be found for example in [1].
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8 CHAPTER 1. INSTANTONS IN QCD

and R. Mills [2], they are therefore also called Yang-Mills theories. The Lagrangian of QCD
is of the form

L = − 1
4g2 (Ga

µν)
2 + ψ̄(iγµDµ)ψ−mψ̄ψ , (1.1)

where ψ is a generic fermion field and Ga
µν the field strength tensor of the gluon field

Ga
µν = ∂µAa

ν −∂νAa
µ + f abcAb

µAc
ν , (1.2)

which involves derivatives of the vector potentials Aa
µ. The index a thereby denotes the

colour-index (1,. . . ,8) of the gluon field. f abc are the structure constants of the gauge group,
defined by [ta, tb] = i f abctc with ta being the hermitian generators of the group. It is the
fact that the generators of the group do not commute, that makes the theory non-Abelian. In
Abelian theories, the term proportional to f abc in (1.2) is absent.

The Lagrangian (1.1) is invariant under gauge transformations mediated by unitary ma-
trices V (x) as the representation of the gauge group of the form

ψ(x) →V (x)ψ(x) Aa
µ(x)t

a →V (x)
(

Aa
µ(x)t

a +
i
g

∂µ

)
V †(x) , (1.3)

where the x dependence of V (x) makes the transformations local. The transformations can
be written in infinitesimal form using the generators t a of the group:

V (x) = 1+ iαa(x)ta +O(α2) . (1.4)

αa is a vector of eight parameters of the gauge transformation. Requiring the invariance of
the Lagrangian under gauge transformations (1.3) entails the form of the covariant derivative
in the Lagrangian:

Dµ = ∂µ− igAa
µt

a . (1.5)

It is noteworthy, that it is not possible to define a locally gauge invariant theory without the
gauge fields Aa

µ.
The term quadratic in Aa

µ in the definition of the gluon field strength tensor (1.2) has an
additional consequence. It induces terms proportional to the third and fourth power of the
vector potential in the Lagrangian. In the equations of motion, which are derived from the
Lagrangian by varying the fields and their derivatives, these terms, which are not present in
QED, also show up, leading to a self-interaction of the gluon field (the quadratic term in Aµ

is the kinetic energy term of the field, and is also present in QED). The resulting interaction
vertices are shown in figure 1.1. In addition to the interactions between fermions and bosons,
QCD has also three and four gluon vertices which are absent in QED. This self-interaction
of the gluon field is responsible for an anti-screening of colour charges which leads to an
increasing strength of the colour force with growing distance, called “confinement”, which
is responsible for tightly binding the quarks in hadrons together.

1.2 Tunnelling in Quantum Mechanics

In this section, instantons are introduced as tunnelling transitions of finite action. The double
well potential is used as a simple example to study these processes.
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Figure 1.1: Feynman diagrams of the vertices appearing in QCD. In addition to the two
vertices with fermions and bosons which are also present in QED, in QCD also the
three and four gluon vertices exist, leading to a self-interaction of the gluon field.

Tunnelling processes are processes which are forbidden in classical physics because they
represent solutions to the equations of motion with negative kinetic energy. Nevertheless,
it is possible to calculate these solutions in a classical manner if one makes the transition
from real time t to imaginary (Euclidean) time τ = it. Under this transformation the ac-
tion S becomes S → iSE . The special role of the classical tunnelling path becomes clear
when applying the Feynman path integral formalism, where every path is weighted with
the exponential eiS[x(t)] → e−SE [x(τ)]. Although any path is in principle allowed in quantum
mechanics, the dominant contribution comes from paths, which maximise the weight factor
exp(−SE [x(τ)]) and thereby minimise the classical action.

Let us consider a particle with spin zero and mass m = 1 in a one-dimensional double
well potential (example taken from [3])

V (x) = λ(x2 − x2
0)

2 (1.6)

with minima at x =±x0, which represent the two “classical vacua” of the system depicted in
Figure 1.2 (λ is a measure for the height of the potential barrier). The classical solution with
minimal energy E = 0 of this problem is that the particle either resides at +x0 or −x0, i.e.
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V

x-x x00
V

xx0-x 0

a) b)

Figure 1.2: In a double well potential (a)classical particles reside in either of the two min-
ima at ±x0. Transition to imaginary time (b) τ = it transforms the potential to the
double hump potential depicted at the right, where the solution with minimal energy
E = 0 is a particle moving from one of the humps to the other. This is the so-called
“instanton solution”.

the ground state is doubly degenerated. Quantising around any of these two minima does not
give the correct result for the state |x〉 in space in quantum mechanics, instead the solution is
a superposition of these two states |−x0〉 and |+x0〉

|x〉 =
1√
2

(|−x0〉+ |x0〉) . (1.7)

Thus the symmetry of the system is restored by the tunnelling through the potential barrier
and the expectation value of the particle location in the ground state is 〈x〉 = 0.

We will describe the tunnelling process classically by a transition to imaginary time t →
it = τ. The Hamiltonian of the system

H (x,τ) = E = −1
2

(
dx
dτ

)2

+V (x) (1.8)

then changes the relative signs of the kinetic energy term and the potential energy term,
which can be seen as a mirroring of the potential from V (x) to −V (x):

−E =
1
2

(
dx
dτ

)2

−V (x) , (1.9)

see Figure 1.2. We now want to find the so-called “instanton solutions” with minimal energy
E = 0. Transforming (1.9) and inserting (1.6) one gets the differential equation

dx

±√
2λ

(
x2 − x2

0

) = dτ (1.10)

with solutions
x(τ) = ±x0 tanh

(√
2λ[τ− τ0]x0

)
. (1.11)
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Figure 1.3: The instanton solution in imaginary time. In a) the instanton solution (1.11) is
shown. b) shows the derivative dx

dτ of the process, illustrating the localisation in time.

The above solutions are called instantons (I), or anti-instantons in case of the minus sign.
The arbitrary parameter τ0 is the centre of the instanton. The instanton solution in imaginary
time is depicted in figure 1.3.

All integrals that appear are finite, therefore, the action of the instanton solution can be
calculated (recall that V (x) = 1

2
dx
dτ ):

S0 = S[x(τ)] =
∫ +∞

−∞
dτ

(
dx
dτ

)2

=
4
3

x3
0

√
2λ . (1.12)

Since the action is finite, non-trivial solutions have been found with a finite transition proba-
bility. The action does not depend on the arbitrary parameter τ0, so that the action is indepen-
dent of the centre of the instanton. By this, the symmetry of the original problem is restored.
In the following, the above thoughts are extended to Yang-Mills theories to generalise the
idea of instantons.

1.3 Instantons in Yang-Mills Theory

In this section, the methods developed in the previous section are applied to non-Abelian
gauge theories. The aim is to introduce instantons as solutions of finite action of the equations
of motion in Euclidean Yang-Mills theory and to derive some of the basic properties of
instantons like the behaviour of the cross-section or their size. The derivation follows closely
the introductions to instanton theory found in [3, 4, 5].

The Lagrangian of a Yang-Mills theory in Euclidean space can be written as (for the
details of the transition from Minkowski space to Euclidean space see [3])

L =
1

4g2 Ga
µνGa

µν , (1.13)

where fermion fields have been neglected and Ga
µν is the field strength tensor of the gluon
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field with coupling constant g:

Ga
µν = ∂µAa

ν −∂νAa
µ + f abcAb

µAc
ν . (1.14)

Here f abc are the structure constants of the gauge group (SU(2) is chosen for simplicity in
the following discussion), and Aa

µ is the gluon field of colour a = (1, . . . ,3).
The classical action of be rewritten as

S =
∫

d4xL =
1

4g2

∫
d4xGa

µνGa
µν (1.15)

=
1

8g2

∫
d4x

(
(Ga

µν ± G̃a
µν)

2 ∓2Ga
µνG̃a

µν
)

(1.16)

=
(

1
8g2

∫
d4x(Ga

µν ± G̃a
µν)

2
)
∓ 8π2

g2 Q , (1.17)

where the topological charge (also called Pontryagin-number in mathematical literature or
Chern-Simons number NCS in field theory)

Q = NCS =
1

32π2

∫
d4xGa

µνG̃a
µν (1.18)

has been defined using the dual tensor G̃a
µν to Ga

µν:

G̃a
µν =

1
2

εµναβGa
αβ .

εµναβ is the totally anti-symmetric Levi-Civita tensor. The identity G̃a
µνG̃a

µν = Ga
µνGa

µν can
be obtained with the help of the contraction εαβµνεαβρσ =−(

δµ
ρδν

σ −δµ
σδν

ρ
)

and the anti-
symmetry of Ga

µν.
The finiteness of the action (1.15) poses certain restrictions on the fields as is explained

in [6]. Since Ga
µνGa

µν is positive definite, on a large sphere with radius |x| = R → ∞ the gluon
field strength tensor must vanish

Ga
µν(|x| = R) → 0, faster than R−3, (1.19)

which can be fulfilled, if Aa
µ is a pure gauge field on large spheres:

Aa
µT a → iU(x)∂µU

−1(x), for R → ∞. (1.20)

Here the generators of the gauge group T a have been introduced, which are in the case of
SU(2) the Pauli spin matrices σa. The matrices U(x) are elements of this group: U(x) ∈
SU(2).

To find the tunnelling paths with minimum Euclidean action, it is useful to exploit the
fact that the topological charge Q is a total derivative, which allows to apply the theorem of
Gauss:

Q =
1

32π2

∫
d4xGa

µνG̃a
µν =

∫
d4x∂µKa

µ =
∮

dσµ Ka
µ (1.21)
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Figure 1.4: The Lagrange density of the instanton solution in 1+1 dimensions. The instan-
ton is localised in space and time.

with the topological Chern-Simons current

Ka
µ =

1
16π2 εµαβγ

(
Aa

α∂βAa
γ +

1
3

f abcAa
αAb

βAc
γ

)
. (1.22)

Therefore, Q only depends on the properties of the fields on the sphere with R → ∞. Insert-
ing Aµ = iU∂µU−1 into (1.22) one finds that Q is an integer number. Using this, minimal
solutions of (1.15) have to fulfill the (anti-) self-duality relation

Ga
µν = ±G̃a

µν , (1.23)

which leads to minima of the action of S = 8π2

g2 |Q|.
How do explicit solutions with minimum action look like? Using the special gauge trans-

formation U = ixµσµ as an ansatz with σ = (�σ,−i), �σ again being the Pauli spin matrices,
one finds (by inserting into (1.20)) Aa

µ = 2ηaµνxν/x2, where the ’t Hooft symbol

ηaµν =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

εaµν µ, ν=1, 2, 3,

δaµ ν = 4,

−δaν µ = 4,

0 otherwise

(1.24)

was used. One can also define η̄aµν where the two middle equations change sign. This ansatz
fulfills the boundary conditions (1.19). Extending it by multiplying an arbitrary function
f (x), with f (x) → 1 for x2 → ∞, and inserting into the self-duality relation (1.23) yields the
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Figure 1.5: The topology of the QCD vacuum is depicted by the energy density of the gauge
field as a function of the Chern-Simons number NCS. At NCS = 0 the field identically
vanishes, while at the other integer values of NCS the field is pure gauge. Perturbation
theory makes field configurations accessible which are small changes of the vacuum
field at NCS = 0, while other minima are not accessible by continuous transformation
of the field, but only through tunnelling of instantons.

solution f (x) = x2/(x2 + ρ2), which finally gives the so-called “BPST instanton” solution,
named after the four authors who first derived it in [7]:

Aa
µ(x) = 2

ηaµνxν

x2 +ρ2 . (1.25)

The arbitrary parameter ρ characterises the size of the instanton. In addition, the classical
instanton solution has further degrees of freedom. In SU(2) they are the instanton position in
space and three parameters which determine the colour orientation of the instanton. SU(3)
instantons can be constructed by embedding the SU(2) solution, since SU(2) is a subgroup
of SU(3), and have additional free parameters.

Inserting the instanton solution (1.25) into the definition of the field strength tensor (1.14)
and Ga

µν into the action (1.13), one immediately sees that

L ∼ ρ4

(x2 +ρ2)4 . (1.26)

In Figure 1.4 the Lagrange density is shown in 1 + 1 dimensions, which falls off like 1/x8

and clearly localises the phenomenon in space and time.
A more intuitive understanding of instantons is given in figure 1.5, where the energy

density of the vacuum is shown as a function of the Chern-Simons number NCS. While
perturbation theory describes variations around the local minima, instantons tunnel from
one local minimum to another. Clearly, an experimental discovery of instanton-induced
processes would enhance our understanding of field theories significantly.

Another aspect of instanton-induced processes is that they violate quantum numbers
which are conserved in perturbative processes. In the case of quantum flavourdynamics
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(QFD), the theory of the weak interaction, the baryon (B) plus lepton (L) number conserva-
tion is violated due to electroweak instantons (W ), according to the selection rule

ΔLe,µ,τ =
1
3

ΔB = −ΔNCS[W ] , (1.27)

from which
Δ(B+L) = −6ΔNCS[W ] ,while Δ(B−L) = 0 (1.28)

follows. In analogy, QCD instantons (G) induce a violation of chirality (the difference of the
number of right- and left-handed fermions: χ = #( fR + f̄R)− #( fL + f̄L)) conservation for
every quark flavour [8]:

Δχu,d,s,... = 2ΔNCS[G] . (1.29)

1.4 Deep-Inelastic Scattering

When colliding highly energetic leptons with nucleons, the momentum transfer from the
lepton to the constituents of the nucleon can become so large, that the nucleon fragments.
These events are called “Deep-Inelastic Scattering” (DIS) events. At HERA, electrons or
positrons collide with protons:

ep → eX (1.30)

A Feynman graph of such an event is shown in figure 1.6. A virtual photon γ∗ with four-
momentum q is exchanged between the electron with four-momentum k and a quark (four-
momentum p) within the proton with four-momentum P. In addition to the photon, also a
Z0-boson can be exchanged (a weak “neutral current” event). In “charged current” events a
charged weak gauge boson (W±) is exchanged. In this case the electron turns into a neutrino,
which cannot be measured in the detector. These events are not studied in the analysis. Deep-
inelastic scattering events where a Z0 is exchanged do also not play a role in this analysis,
because the analysis is conducted at relatively low values of Q2 = −q2 (compared to the Z0

mass).

���
���
���
���
���

���
���
���
���
��� X

p+q

k’
k

P

Proton

p

Electron
q

Quark

Figure 1.6: Feynman diagram of deep-inelastic scattering, where an electron scatters off a
proton which breaks up into hadrons X .
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The kinematic properties of the process depicted in figure 1.6 can be described by the
following quantities:

Squared Centre-of-Mass Energy s

s = (k +P)2 = m2
e +4EeEp +M2

p ≈ 4EeEp (1.31)

At HERA where electrons with a beam energy of Ee = 27.5GeV collide on protons
with an energy of Ep = 820GeV, the centre-of-mass energy is s = 90200GeV2.

Four-Momentum Transfer Squared Q2

Q2 := −q2 = −(k′ − k)2 (1.32)

Q2 is a measure for the resolution of the photon, probing the constituents of the proton.

Bjorken Scaling Variable x

x :=
Q2

2P ·q (1.33)

In the Quark-Parton Model (QPM, see figure 1.7), where the proton is assumed to
consist only out of three non-interacting quarks, x is the momentum fraction of the
constituent quark (with respect to the proton) which is being hit by the photon: p = xP.

Inelasticity y

y :=
q ·P
k ·P (1.34)

The inelasticity y can be interpreted as the relative momentum transfer from the elec-
tron to the hadronic system in the proton rest frame. y is also directly correlated with
the angle of the scattered electron θe in the laboratory frame, where y can be expressed
by

y = 1− E ′
e

2Ee
(1− cosθe) . (1.35)

In this relation, E ′
e is the energy and θe the angle of the scattered electron.

Only two of the kinematic variables are independent, because of energy and momentum
conservation. The kinematics of the collision can therefore entirely be described by the
polar angle and energy of the scattered electron. In particular, the relation Q2 = sxy holds.
Measuring any two independent kinematic variables of the scattered e+X system after the
collision allows to derive the complete kinematics of the collision.

At tree level and in leading order of the strong coupling constant αs, three types of stan-
dard DIS processes can be distinguished. These are (see figure 1.7) the Quark-Parton Model
(QPM) process in which the exchanged photon strikes a quark within the proton, the Boson-
Gluon Fusion (BGF) process where a gluon out of the proton first splits into a q− q̄-pair and
one of the quarks scatters on the exchanged photon, and the QCD-Compton process in which
a gluon is radiated by the struck quark either in the initial or final state.

In the final state, the above processes contain either a single (QPM) or two quarks (BGF),
or a quark plus a gluon (QCD-Compton) which carry a colour charge and hadronize into so-
called “jets”. Jets consist of several hadrons emitted in the direction of the parton produced
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Figure 1.7: In standard deep-inelastic scattering, three different processes occur on the tree
level and in leading order αs: The Quark-Parton-Model (QPM) process (left), the
Boson-Gluon Fusion (BGF) process (middle) and the QCD-Compton process (shown
on the right).

in the hard subprocess. Since the partons are coloured objects, the potential energy of the
connecting colour fields increases with growing distance of the partons. If the energy stored
in the fields is sufficiently high, new coloured particles are created. These secondary partons
can form hadrons, if their relative momenta are small enough. Due to the dynamics of the
colour field, the hadrons are emitted in roughly the same directions as the partons from the
hard subprocess. They form jets of hadrons.

In DIS events in electron-proton collisions also higher order processes in αs contribute.
These processes will have more quarks and gluons in the final state and can produce more
jets. As we will see in the following section, they could contribute substantially to the back-
ground when looking for QCD instanton-induced processes and can only be calculated in an
approximate way.

1.5 QCD Instanton-Induced Processes in ep Collisions

In addition to the standard deep-inelastic scattering events described above also instanton-
induced processes can occur. Balitsky and Braun first showed that the contribution of instan-
ton-induced processes to deep-inelastic scattering from a real gluon rises very rapidly with
decreasing x [9]. The calculations were, however, restricted to large x: x > 0.3. Ringwald,
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g=  Pξ

WI
2 ŝ

e
q

q’

q’’

P

k k’

I

DIS variables:
Q2 := −q2 = −(k− k′)2

x := Q2/(2P ·q)

Variables of I-subprocess:
Q′2 := −q′2 = −(q−q′′)2

x′ := Q′2/(2g ·q′)
WI := (q′ + g)2 = Q′2(1− x′)/x′
ŝ := (q+g)2 = (q+ξP)2

ξ := x(1+ ŝ/Q2)

Figure 1.8: Sketch of a boson-gluon fusion process with an instanton transition. A virtual
photon (with four-momentum q) emitted by the incoming electron fluctuates into a
q− q̄-pair in the instanton background, one of which (with four-momentum q ′) fuses
with a gluon (g) out of the proton, while the other (current-quark) forms a hard jet.
The I-subprocess is characterised by the negative four-momentum squared Q′2 =−q′2
of the incoming quark and x′, which is defined in analogy to the standard DIS variable
x. ξ is the longitudinal momentum fraction of the gluon in the proton entering the
instanton process.

Schrempp and collaborators showed, that deep-inelastic scattering at HERA offers a unique
opportunity [10] to discover such processes induced by small instantons because of their
sizeable rate [11, 12, 13] and their characteristic final state signature [10, 14, 15, 16]. Here,
a brief summary of the essential ideas is given following the reviews found in [17, 18]. The
dominant process is photon-gluon fusion, as sketched in figure 1.8, where a photon emitted
by the incoming electron splits into a q− q̄-pair in the instanton background. One of these
quarks (with four-momentum q′) enters into the I-subprocess. The basic reaction in this
subprocess is

γ∗ +g ⇒ ∑
flavours

(q̄R +qR)+ngg ,(I → Ī,R → L) , (1.36)

where qR (q̄R) denote right-handed quarks, or anti-quarks respectively. Gluons are denoted
by g. In every I-induced event, one quark anti-quark pair of all n f kinematically accessible
flavours is produced2. Chirality is violated by these events with Δχ = 2n f . Anti-Instantons
also contribute to the cross-section; they only have left-handed quarks qL and q̄L in the final
state. The quarks are emitted isotropically together with a mean of

〈
ng

〉 ≈ O(1/αs) ≈ 3

2In principle, also heavy flavours contribute whenever very small instantons are probed. In general, the
quark must appear approximately massless on the scale of the dominant I-size ρ ∗(Q′,x′), i.e. ρ∗mq � 1. In the
HERA kinematical regime, the rate is dominated by ρ∗ ≈ 0.35fm, where only u, d and s quarks appear massless
(n f = 3). It was checked, that the predicted final state signature does not change significantly, if heavy quarks
are included.
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gluons. The quark that is generated in the fluctuation of the photon and does not enter into
the I-subprocess also hadronizes and forms a relatively hard jet.

The cross-section of instanton-induced processes in unpolarised ep-collisions can be cal-
culated in I-perturbation theory [11, 12] and the differential cross-section can be written in

the Bjorken-limit as the product of the differential luminosity L (I)
q′g, accounting for the num-

ber of q′g collisions per eP-collision and the total cross-section σ(I)
q′g:

dσ(I)
eP

dx′ dQ′2 �
dL (I)

q′g
dx′ dQ′2 ·σ

(I)
q′g(Q

′,x′) (1.37)

The differential luminosity L (I)
q′g can be understood as a convolution of the gluon density of

the proton, the photon flux Pγ∗ and the probability that the photon produces a quark- anti-

quark pair in the background of the instanton process. L (I)
q′g has been calculated in [12].

The total instanton cross-section can be calculated by an integration over all free param-
eters of the instanton solution, also called “collective coordinates”, that is the I-size ( Ī-size),
the IĪ-distance and the relative IĪ colour orientations. The cross-section then takes the form:

σ(I)
q′g(Q

′,x′) =
∫

dρdρ̄
∫

d4Rei(P+q′)R
∫

dU e−(ρ+ρ̄)Q′
D(ρ,µr)D(ρ̄,µr) . . .e

− 4π
αs(µr)

Ω(U, R2
ρρ̄ , ρ

ρ̄ )
.

(1.38)
The ellipsis denotes several parts of the integrand which are not of interest here. ρ is the
instanton size, R the instanton anti-instanton distance and U is the colour orientation matrix.
µr denotes the renormalisation scale. The function −1 < Ω(U, ..) � 0 is the I Ī interaction
associated with a resummation of final state gluons and can be calculated with the help of
the optical theorem and the I Ī-valley method [19].

The instanton density D(ρ,µr) can also be calculated perturbatively [8, 20, 21] and is
given by

D(ρ,µr) = d

(
2π

αs(µr)

)2NC

e
− 2π

αs(µr)
(ρµr)β0Δ1−Δ2

ρ5 , (1.39)

where d is a renormalisation scheme dependent constant, β0 is the first coefficient of the
QCD β-function, β0 = 11

3 NC − 2
3n f , and Δ1 and Δ2 are constants which depend on µr and

are at one-loop level equal to Δ1 = 1 and Δ2 = 0. Inserting these one-loop expressions,
yields D ∼ ρ6 for n f = 0 and NC = 3. Δ1,2 are also known at the two-loop level [21], at
which the I-density is renormalisation-group invariant. Due to this power law, the integral
over the instanton (anti-instanton) size generally diverges for large ρ (ρ̄). However, for large
enough Q′2 only small instantons enter into the calculation, because of the exponential factor
e−(ρ+ρ̄)Q′

.
Inspecting equations (1.38) and (1.39), one can see that the cross-section dependence on

the coupling constant is

σ ∼
[

2π
α

]4NC

e−
4π
α (Ω+1) , (1.40)

which also holds for QFD (NC = 2), where α = αW is much smaller than α = αs in QCD
(NC = 3). In order to bring the tiny instanton-induced electroweak B + L violation into a
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possibly measurable range, the final state emission of a huge number of W -bosons is abso-
lutely crucial [22], i.e. (1 + ΩW ) ≈ 0. In QCD, however, final state gluons only provide a
moderate numerical correction of the rate. Correspondingly, the predictions of the I-induced
rate in QCD depends much less on the resummation of final state gauge bosons, which may
be hard to control. In addition, DIS provides a scale Q2 ≈ Q′2 > Q′2

min which was shown to
dynamically cut off large sizes ρ > ρmax (since Q′2 and the instanton size are conjugate vari-
ables: ρmax ∼ 1/Q′) such that the cross-section for small instanton sizes can be calculated
perturbatively. In fact, the integrals in (1.38) are dominated by a unique saddle-point

U∗ = most attractive relative colour orientation (1.41)

ρ∗ = ρ̄∗ ∼ 1/Q′; R∗2 ∼ 1/(P+q′)2 ⇒ R∗

ρ∗ ∼
√

x′

1− x′
. (1.42)

In the following, the cross-section for I-induced processes at the HERA eP-collider is nu-
merically evaluated [14].

To identify the ρ,R region, in which I-perturbation theory and thereby the calculated
cross-section can be trusted, (1.39) and the (also perturbatively calculable) instanton dis-
tance distribution is compared to QCD lattice calculations, where the interaction of gluon
fields is simulated on a discrete lattice. Figure 1.9 shows the instanton size and distance
distributions, which have been simulated by the UKQCD Collaboration [13, 23] using three
different lattice sizes without fermion fields (i.e. with n f = 0, a so-called “quenched” cal-
culation). Also shown is the D ∼ ρ6 behaviour of the perturbatively calculated density for
n f = 0. A fit to the data allows to define the following fiducial region [12, 16]:

ρ �ρmax ≈ 0.35fm ,

R
ρ

�
(

R
ρ

)
min

≈ 1.05

⎫⎬
⎭ ⇒

⎧⎨
⎩Q′2 ≥

(
30.8Λn f =3

MS

)2 ≈ 113GeV2 ,

x′ � 0.35 .
(1.43)

The above transition from the lattice variables ρ,R/ρ to x′,Q′ is done using the saddle point
approximation.

The dependence of the I-subprocess cross-section on x′ and Q′2 is illustrated in fig-
ure 1.10. In the fiducial kinematical range (1.43) and with the general, experimentally moti-
vated cuts x > 10−3 and 0.1 < y < 0.9 applied, the cross-section at HERA is calculated [14]
to be (c.f. ref [24])

σ(I)
HERA ≈ 89+18

−15 pb , (1.44)

with errors only referring to the uncertainty in Λ(3)
MS

= 346+31
−29 MeV for three flavours, as

deduced from the 1998 world average of the strong coupling constant [25].
To reduce remaining theoretical uncertainties connected to non-planar diagrams3, which

have not been comprehensively calculated perturbatively, an additional cut, Q2 > Q′2
min, has

been advocated [11, 14, 16] as the default prediction. This leads to an instanton-induced
cross-section at HERA in the kinematical range x′ > 0.35, Q2 � Q′2

min ≈ 113GeV, x > 10−3

and 0.1 < y < 0.9 of
σ(I)

HERA ≈ 29+10
−8 pb , (1.45)

3Non-planar diagrams have crossed outgoing quark-lines. The non-planar diagrams are necessary to pre-
serve gauge invariance, but are negligible for large Q 2 [11]. For simplicity these processes were not included
in the calculations of the cross-section.
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Figure 1.9: Plots a,b) show the ρ and R/ρ distributions calculated on a discrete space-time
lattice for different values of the lattice-spacing by the UKQCD Collaboration [13, 23].
Also shown in a) as a straight line in this double logarithmic plot, is the perturbatively
calculated D(ρ,µ)∼ ρ6 behaviour of instantons. The lower plots c,d) show the ρ∗ and
R/〈ρ∗〉 instanton-distributions generated by the QCDINS Monte Carlo generator (see
section 4.2) for ρ < 0.35fm and R/ρ > 1.05. The figure was adapted from [16].

where the error is again only attributed to the uncertainty of ΛMS.

This cross-section is sizeable and makes a dedicated search for instanton-induced events
at HERA promising. In the same kinematical region, however, the neutral current DIS cross-
section at HERA is σsDIS ≈ 3000pb which is two orders of magnitude larger than the ex-
pected instanton cross-section. It is clear, that sophisticated selection techniques are neces-
sary to discriminate I-induced events against such a large background which need to exploit
the characteristics of the final state. An opportunity for discovering instanton-induced events
was provided by the development of the QCDINS [14] Monte Carlo generator, which sim-
ulates the full hadronic final state of instanton-induced events and allows a search based on
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Figure 1.10: The dependence of the cross-section of the instanton subprocess in bins of x′
and Q′2. Figures taken from [14].

a discrimination against the standard DIS background events by exploiting the characteristic
features of the final state [10]:

A jet with modest Et produced by the current quark, which is generated in the splitting of
the virtual photon γ∗ → qq̄ and which does not enter the instanton subprocess.

A large number of hadrons with high transverse energy Et which are isotropic in the in-
stanton rest-frame. Since many of the hadrons will be charged due to the conservation
of isospin, a large number of charged particles are expected.

An increased production of strange hadrons due to the flavour-democracy of the instan-
ton transition (1.36), which produces quarks of all kinematically allowed flavours.
Therefore, at least one hadron containing strange quarks is produced in every event.

The chirality violation (1.29) in the instanton subprocess makes every quark produced in
the instanton “decay” right-handed and the quarks produced by an anti-instanton left-
handed.

The QCDINS generator and two Monte Carlo generators which model the standard DIS
background events will be described in chapter 4. The sophisticated discrimination tech-
niques which allow to distinguish between instanton-induced and background events based
on the Monte Carlo simulations of the final state will be described in chapter 3, but prior to
this, the HERA accelerator which provides high energetic electron and proton beams for the
study of deep-inelastic eP-collisions and the H1 detector, measuring such collisions at the
HERA accelerator are described in the following chapter.



Chapter 2

The HERA Accelerator and the H1
Detector

The HERA machine (German: Hadron Elektron Ring Anlage) is the first storage ring in
which protons collide with electrons or positrons. After seven years of construction work, the
ring consisting of two independent particle accelerators, one for protons and one for leptons,
was commissioned in 1992. It is located in a tunnel 6.4km long at the research centre DESY
(German: Deutsches Elektronen Synchrotron) in Hamburg, providing four experiments with
high energy particle beams. While the detectors of the H1 and ZEUS experiments investigate
electron1-proton collisions, the HERMES experiment uses the longitudinally polarised elec-
tron beam to study the spin structure of polarised nucleons in a fixed target. The HERA-B
experiment on the other hand, uses the proton beam to copiously produce B-mesons em-
ploying a target of metal wires. Besides measuring the B-production cross-section, also the
atomic number dependence of charmonium production is studied.

2.1 The HERA Storage Ring

The HERA machine accelerates and stores protons of up to 920GeV and electrons of up to
27.5GeV which then collide with a centre-of-mass energy of

√
s = 320GeV. The machine

is capable of accelerating positrons as well as electrons. It was operated using positrons
in the years from 1994 to 1997 and from the end of 1999 until the shutdown in autumn of
2000. With positrons longer lifetimes of the beam can be reached, since for positrons fewer
collisions with the remaining gas atoms in the evacuated ring take place [26]. As can be seen
from figure 2.1, HERA needs several pre-accelerators to bring the energy of electrons up to
the necessary injection energy of 14GeV and of protons to 40GeV.

Electrons and positrons are first accelerated in linear accelerators to an energy of 500MeV.
The positrons are then accumulated first in the PIA storage ring (omitted in figure 2.1) before
they are injected into the DESY II synchrotron. Electrons are injected directly into DESY II.
In the DESY II synchrotron bunches of 4 ·1011 electrons are accelerated to a final energy of
7GeV and then injected into the PETRA II ring. Here, 70 bunches of particles are stored and
accelerated to 14GeV before they are finally injected into the HERA machine. Since HERA

1In the following, electron stands for both, electron or positron, unless stated otherwise.

23
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Figure 2.1: The electron-proton collider HERA and its pre-accelerators.

is capable of storing 210 bunches of both protons and electrons, it is necessary to repeat the
acceleration of the particles in the PETRA ring three times.

Protons are produced using a H−-ion linear accelerator, where the ions first acquire an
energy of 50MeV and then pass a metal foil to strip off the electrons. The produced protons
are then injected into the DESY III synchrotron, where they are accelerated to 7.5GeV and
transferred to the PETRA ring. In this final step, before the injection to HERA, 70 bunches
of particles are accumulated and accelerated to the injection energy of 40GeV.

In the years 1996 and 1997, during which the data for this analysis were taken, HERA
operated with positrons of an energy of 27.5GeV and protons of 820GeV. The limiting
factor for the electron energy is the emission of synchrotron radiation. During one circulation
of the ring electrons emit 150MeV of synchrotron radiation, which adds up to a total power
loss of the beam of 13MW. This loss needs to be compensated by radio frequency klystrons.
For protons, the limiting factor is the field strength of the dipole magnets that keep them on
the circular trajectory. Since 1998 the currents of the super-conducting dipole magnets of
the proton ring of HERA have been increased to generate a field of 4.7T, which makes it
possible to reach a proton energy of 920GeV.

Besides the centre-of-mass energy, the luminosity L is the most important quantity of a
collider. It is defined as

L = f
N1N2

A
, (2.1)

where f is the collision frequency of the particle bunches, N1 and N2 the numbers of particles
in the bunches and A the transverse (w.r.t. the flight direction) area of the collision zone. At
HERA, where the time between two bunch crossings is 96ns, and the sizes of the bunches
are σx ≈ 280µm, σy ≈ 60µm for the electrons and σx ≈ 180µm, σy ≈ 60µm for the protons,
the maximum luminosity in the years 1996 and 1997 was approximately 1031 cm−2s−1.
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The number of observed events is proportional to the luminosity integrated over the time
of the observation

N = σ
∫

dt L , (2.2)

and σ the cross-section of the process inducing the events. In the years 1996 and 1997,
HERA delivered a total integrated luminosity of L =

∫
dt L = 34.1pb−1 [27].

2.2 The H1 Experiment

The H1 detector is a multi-purpose detector to study electron-proton collisions at the HERA
collider. Being located at the northern interaction zone of the HERA ring in a depth of
20m, H1 measures 10 · 12 · 15m3 and weighs roughly 2800t. As can be seen in figure 2.3,
it consists of several subsystems, which are arranged in layers around the interaction point.
The interaction point is not in the exact centre of the detector, but shifted in the electron
direction, since the centre-of-mass system of the ep-system moves along the proton direction
in the laboratory frame of reference. Due to this, the detector is also built asymmetrically
with respect to the proton and electron directions, while it is rather symmetric about the beam
axis. A detailed description of the H1 detector can be found in [28, 29]. In the following,
only those parts of the detector including the triggering system will be briefly explained,
which are relevant for this analysis. The description is based on the state of the detector in
the years 1996 and 1997. More recent changes are described in [30].

P
z

x

y

θ φ

r
e-

Figure 2.2: Sketch of the H1 coordinate system indicating also the electron and proton beam
directions. The protons move along the positive z-axis.

In the H1 coordinate system (see sketch in figure 2.2), the protons move in the positive
z-direction, while the electrons move in the opposite direction. The centre of the coordinate
system approximately coincides with the interaction point within the detector. The proton
direction is often referred to as the “forward” direction, since the centre-of-mass frame of
the ep-system moves in this direction in the laboratory frame. In addition to the Cartesian
coordinates, also cylinder coordinates (z,r,φ) are commonly used.
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Figure 2.3: An overview of the H1 detector including the beam pipe and close-by magnets
11. Shown is the backward calorimeter SpaCal 1, the central tracking chambers 2,
forward trackers 4, electromagnetic and hadronic liquid argon calorimeter 5, 6 includ-
ing the cryostat 15, the super-conducting solenoid 3 providing a field of 1.2T and the
required compensator magnet 12 with the helium cooling system 13. Also shown are
the plug calorimeter 8, the muon chambers 9, the return yoke with instrumented iron 7
and the muon toroid magnet 10. Around the detector a concrete screen 14 is placed.
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Figure 2.4: This drawing shows an overview of the tracking system of the H1 experiment
consisting of forward, central and backward trackers (BDC).

2.2.1 The Tracking Systems

The tracking system of the H1 experiment (for an overview see figure 2.4) delivers the co-
ordinates allowing to reconstruct the trajectories of charged particles in the detector, which
in turn makes it possible to measure their momenta and the actual interaction vertex of the
event. The measurement of the particle momenta is achieved with the aid of a magnetic field
of 1.2T produced by the super-conducting solenoid. In this field, charged particles follow
a spiral with a radius proportional to the particle transverse momentum (pt ) perpendicular
to the field-lines, which are parallel to the beam axis. It is also possible to identify charged
particles by measuring their specific energy loss dE/dx during their flight through the cen-
tral tracking system. In this analysis, the central trackers are used to define the hadronic final
state objects (see chapter 5.4.2) together with the calorimeter information. Particle identifica-
tion is not used in the presented work. The forward and backward trackers are in this analysis
only used for triggering events. A detailed overview of the entire H1 tracking systems can
be found in [29].

The Central Trackers

The reconstruction of tracks in the central part of the detector is performed with the help of
four concentric drift chambers, covering approximately the polar angles from 20◦ to 160◦:
two jet chambers CJC1 and CJC2 (central jet chambers 1 and 2) and the z-chambers CIZ and
COZ (central inner and outer z-chambers), which are located immediately within and outside
the CJC1 [31, 32, 33]. The CJC1 consists of 30 cells with 24 signal wires each, while CJC2
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has 60 cells containing 32 signal wires. All of the in total 2640 signal wires are arranged
parallel to the z-axis, which provides a spatial resolution in the x− y-plane of about 170µm
and a transverse momentum (pt ) resolution of σpt/p2

t < 0.02GeV−1 [29]. The resolution in
the z-direction of the jet chambers is about 2cm, which is unsatisfactory. Therefore, the z-
chambers have wires, which are lying in the r−φ-plane perpendicular to the beam direction.
The z-resolution can be improved using CIZ and COZ to about 300µm [34].

The Central Proportional Chambers

The central proportional chambers CIP and COP [35, 36] are multi-wire proportional cham-
bers (MWPS’s) which provide a fast response to the passage of particles within 21ns. This
time resolution allows to associate charged particles with single collisions, i.e. the bunch
crossing for which the collision occurred can be determined. The chambers are divided into
8 segments in case of the CIP and 16 segments in case of the COP. Both MWPC’s are also
used to trigger on charged particles from the interaction point that pass the forward trackers
(FPC, forward proportional chamber) [37, 38].

The Backward Drift Chamber

The backward drift chamber (BDC, see figure 2.6) is situated in front of the SpaCal calorime-
ter (see section 2.2.2) in the rear part of the detector and covers the polar angular range from
151◦ to 177.5◦]. The BDC is used to associate a track with a high energetic cluster in the
calorimeter in order to improve the electron identification and to reduce background events
(see section 5.3). Four double layers of wires, divided into eight sectors, are used for charged
particle detection. Since the resolution in θ is most important, the wires are arranged in the
x− y-plane perpendicular to the radial direction. The double layers are rotated with respect
to each other by 11.25◦. A detailed description of the BDC can be found in [39].

2.2.2 The Calorimeters

Calorimeters measure the energy of showering particles and help to distinguish different
types of particles. The two main calorimeters of the H1 experiment are the liquid argon (LAr)
calorimeter, covering the central and forward region of the detector, and the scintillating lead
fibre calorimeter SpaCal in the rear.

The Liquid Argon Calorimeter

The liquid argon calorimeter [40] (figure 2.5) covers the polar angle 4◦ < θ < 154◦ and is
divided into an electromagnetic and hadronic part in order to optimise the measurement of
the energies of electrons, photons and hadrons. The active medium of the detector is liquid
argon at a temperature of 90.2K, which fills the space between absorber plates made of steel
in the hadronic part and plates made of lead in the electromagnetic part of the calorimeter.
In these plates, incident primary particles undergo interactions and produce showers of sec-
ondary particles. Some of the energy of the produced particles ionises the active medium,
which is measured. While the many absorber plates ensure that also very high energetic par-
ticles deposit their energy within the calorimeter, only the energy loss in the active medium
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Interaction-Point

Figure 2.5: A cross-section of the upper half of the liquid argon calorimeter of the H1 ex-
periment along the z-axis. The plates of the inner electromagnetic (dark hatching) and
outer hadronic (light hatching) part of the detector are arranged such that the angle of
incidence from particles coming from the interaction zone is larger than 45◦.

can be measured. Hence the LAr calorimeter is a so-called “sampling calorimeter”. It only
takes samples of the energy deposition between the absorber plates. The total deposited en-
ergy is then proportional to the energy deposited in the active medium. Since this is only
a small fraction of the entire energy, statistical fluctuations of the number of charged parti-
cles, which ionise the active medium, limit the energy resolution. The number of charged
particles produced is proportional to the deposited energy. In the case of electromagnetically
interacting particles, this number is Gaussian-distributed, such that the energy resolution is
σE/E ∼ 1/

√
E. The relative error of the energy measurement of higher energetic particles

is therefore smaller.
For hadronically interacting particles, the situation is more complex [41]. In hadronic

showers mainly neutral pions, which decay into electromagnetically interacting photons,
and charged pions, or kaons are produced, which can decay into muons or neutrinos. These
particles easily escape the detector. Therefore, hadronic showers fluctuate strongly, depend-
ing on what particles are produced. In addition, the hadronic energy is underestimated due
to the loss of particles, unless the calorimeter is a so-called “compensating calorimeter”,
where the material and the thickness of the layers are chosen to compensate for this effect.
The fluctuations of the shower lead to an energy resolution ∼ 1/

√
E typically worse than for

electromagnetic showers. Furthermore, a constant term is induced in the energy resolution in
the case of non-compensating calorimeters that limits the energy resolution at high energies.

The LAr calorimeter is segmented into about 45000 cells. This fine granularity leads to a
good spatial resolution. In the electromagnetic part of the calorimeter 2.4mm lead absorber
plates take turns with likewise 2.4mm thick layers of liquid argon. The electromagnetic part
amounts to 20 – 30 radiation lengths x0 in total. In the hadronic part the absorber is steel
arranged in the form of 16mm thick plates around argon filled gaps of 4.8mm width. The
whole calorimeter is between four to eight interaction lengths λ deep.
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I.A.P

Figure 2.6: The backward spaghetti calorimeter (SpaCal) consists of an electromagnetic
(inner) and outer hadronic part.

Test beams have been used to measure the energy resolution of the calorimeter. Using
beams of electrons a resolution of

σE

E
=

12%√
E/[GeV]

⊕1%

was determined [42], while with pion beams

σE

E
=

50%√
E/[GeV]

⊕2%

was measured [43]. The LAr calorimeter is not intrinsically a compensating calorimeter. In-
stead, an energy weighting scheme [44] takes account of the underestimation of the hadronic
energy off-line and adjusts the measured energy using a weighting function that depends on
the amount of deposited electromagnetic energy. This explains the relatively small constant
term in the energy resolution.

Particle showers usually extend over many cells. Therefore neighbouring cells are aggre-
gated to clusters of cells which are also the objects that are used to define the hadronic final
state objects (see section 5.4.2).

The SpaCal Calorimeter

The SpaCal (Spaghetti Calorimeter, see figure 2.6) is the backward calorimeter of the H1
experiment, which covers the polar angles between 155◦ and 177.5◦ [45]. It consists of
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Figure 2.7: The luminosity system of the H1 detector consists of an electron tagger (ET)
and a photon detector (PD) which can measure the coincidence of emitted photons and
scattered electrons of the Bethe-Heitler process ep → epγ.

an electromagnetic and a hadronic part. The name is due to scintillating fibres, which are
oriented in beam direction and are embedded in grooves of lead plates, which act as the
absorber material.

Since measuring the exact position and energy of scattered electrons is the most important
task of the SpaCal, the electromagnetic part of the detector consists of a large number (1192)
of cells with a size of 4× 4× 25cm3. The depth of 27.5 radiation lengths ensures that the
energy of electromagnetically interacting particles is well contained. The energy resolution
in this part is σ(E)/E = 7%/

√
E/[GeV]⊕1% [46].

The hadronic part of the SpaCal consists of 136 cells with a volume of 12×12×25cm3.
Electromagnetic and hadronic part of the calorimeter together are two nuclear absorption
lengths deep, which is not enough to contain a hadronic shower. In the hadronic part
the energy resolution is σ(E)/E = 30%/

√
E/[GeV] [47] if the shower is contained in the

calorimeter.

In this analysis the SpaCal is mainly employed to measure the energy and the position of
the scattered electron.

2.2.3 The Luminosity System

The luminosity delivered by the HERA machine is measured using the Bethe-Heitler process
ep → epγ [48] in which a bremsstrahlung photon is produced. This elastic scattering process
can be calculated in QED and is independent of the inner structure of the proton. In principle,
the photon and the scattered electron can be measured in coincidence by the luminosity
system (shown in figure 2.7) of the H1 experiment, which consists of an electron tagger and
a photon detector. However, due to the uncertainty of the efficiency of the electron tagger of
≈ 3%, only the photon detector is used leading to a slightly higher background rate. Using
only the photon detector, the luminosity can be measured with a precision of 1.5% [49]. Both
detectors are made of small crystal scintillating calorimeters which are located close to the
beam pipe in 33m (electron tagger) and 103m (photon detector) distance to the interaction
point in electron direction.
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Figure 2.8: The H1 experiment has a four level triggering system, where on each subsequent
level the rate of events is reduced, and thus more time is available for decision making.
Only the level L1 and L4 are equipped with a buffer which stores incoming data during
the processing time, such that they work without dead time.

2.2.4 The Triggering System

The constant stream of information of about 100kByte of zero suppressed data per event
caused by ep-collisions as well as background events is far more than can be stored on the
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tape systems of H1, which can only cope with a data rate of about 1.2MByte/s. Therefore,
it is necessary to filter out events of interest and suppress the background events, which
have a rate of the order of 100kHz. At the H1 experiment, an on-line four level triggering
system is employed, to reduce the rate of events. On the first level the least time is available
for decision taking and therefore only simple requirements are used. The following trigger
levels have an increasing amount of time for use and can thus take more complex decisions.
Using several filtering levels with increasing time for complex decision taking makes the
overall system simple, since only a few hardware components are necessary to sequentially
process the events. In contrast, a data acquisition system which would read-out nearly every
event and process all the events in a final and necessarily parallel step, as is now proposed
by the LHC experiments, is far more complex and also very expensive.

An overview of the four on-line triggering levels and the fifth off-line selection step is
given in figure 2.8. Employing a zero suppression algorithm, the 3MByte information per
event can be compressed to about 100kByte. Thus about 10 events can be written to a storage
tape per second. In the following, a short description of the trigger levels is given. A full
description of the system can be found in [50].

The First Trigger Level

Main task of the first level trigger (L1) is to discriminate between background events and ep-
scattering events due to electrons and protons from both beams colliding with each other. The
L1 trigger resembles a hard-wired logic circuit which connects the triggering information of
individual subcomponents of the detector to 256 so-called “trigger elements”. Since some
of the detector components cannot deliver their trigger signal within the time of one bunch
crossing (BC =̂96ns), a ring buffer (also called “pipeline”) with a depth of 24 entries is used
to buffer the event information, until all the data coming from the subdetectors is collected
after at most 2.3µs. The central trigger logic (CTL) then forms out of the trigger elements
128 subtriggers, logically connecting the trigger elements. If one or more of the subtriggers
matches its condition the pipeline is stopped and a L1-keep signal is emitted. Since the ring
buffer now cannot continue to collect information from the detector subcomponents, the time
until the pipeline is restarted is the dead time of the detector.

The Second Trigger Level

More complex decisions than at the first level of the triggering system can be taken at the
second level, since here not only the trigger elements are available, but also the detailed
information which was used to compile them. In addition, up to 20µs, i.e. nearly ten times
more time than on the previous level, is available for the decision making after the L1-keep
signal was emitted.

On L2 two independent trigger systems, L2NN and L2TT, are present. L2NN is a neural
network trigger [51], which uses up to 13 neural networks (see also section 3.3). The neural
networks are implemented in dedicated microprocessors and can exploit the multidimen-
sional correlations between the input quantities. L2TT is a second level topological trigger
[52], which uses topological correlations in two dimensions of the input data.

Both triggers provide their decision in form of L2 subtriggers. A list of L1 subtriggers
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is assigned to every L2 subtrigger, which need to fire in coincidence, thus validating the L2
subtrigger. If this requirement is fulfilled, the L2-keep signal is set. The output rate of the
second trigger level is approximately 45Hz.

The Third Trigger Level

After the L2-keep signal was sent, all detector components are read out to collect the full
information about the event, which lasts about 1.5ms. Originally it was planned to use
microprocessors to reconsider the L2-decision using the complete input information [53].
This system was never implemented.

The Fourth Trigger Level

On L4 all detector information is available. It is stored in a buffer, which can hold up to
30 events, which are asynchronously processed by a farm of PowerPC computers, so that
the time of processing does not contribute to the dead time of the detector. The computers
reconstruct parts of the event and recalculate the decisions of previous trigger levels that
can be overruled. L4 also selects events which have been triggered by so-called “monitor
triggers” on the lower trigger levels that randomly trigger on otherwise rejected events. This
mechanism ensures that not accidentally all events of a certain kind are discarded. Another
task of the L4 system is to select rare events using so-called “finders”. These are subprograms
that detect events of interesting physics channels, which would otherwise be suppressed by
e.g. the rejection of events with low Q2. The trigger has a maximum output rate of about
10Hz. Events that pass L4 are classified according to pre-defined criteria which makes the
subsequent physics analyses easier and faster.

It should be noted that the devision of tasks of the L4/L5 system is subject to a constant
change of responsibilities, which also moved from one of the systems to the other, so that
no separate description of L5 is given here. For example, until the end of the year 1997 the
classification of events was performed by the off-line L5 process; this division was removed
afterwards.



Chapter 3

Analysis Techniques

In chapter 1 a comparison of the expected cross-section of instanton-induced events and
the expected rate of background events showed that a considerable reduction of background
will be necessary to extract a sample of events with a high likelihood of being instanton-
induced. In this chapter, the required classification techniques to discriminate background
events will be presented. In the first section the principles of event classification will be
developed, including the necessary terminology. Three different classification methods will
be studied in more detail. A classification based on cuts on selective observables is presented
in section 3.2, followed by a more sophisticated method based on artificial neural networks
presented in section 3.3. Finally, a multivariate discrimination technique, which uses a range
searching algorithm is studied in detail in section 3.4. All three methods are compared in
section 3.5.

3.1 Event Classification

When searching for a distinctive type of events among a large number of background events,
one is confronted with a problem known as event classification. Does an event with the
properties that have been measured belong to the signal class (i.e. the class one is interested
in) or the background class? In order to solve this problem, it is necessary to compare the
properties of the event (also called “event variables” in the following) with the known or at
least expected properties of signal type and background type of events. This comparison is
done by calculating the normalised probability density of signal ρs and background events
ρb at the position in the event variables space, which is given by the values of the measured
quantities x = (x0, . . . ,xn) of the event that is to be classified. The probability that this event
is a signal type event is then given by

D(x) =
ρs(x)

ρs(x)+ρb(x)
. (3.1)

D(x) can be calculated for any event with event variables x. The function D(x) is also called
discriminant because it can be used to discriminate between signal and background events by
cutting at a certain value. The remaining problem is to calculate or estimate the probability
densities ρs(x) and ρb(x).

35
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Estimating the probability density in event variable space for signal and background type
of events is unfortunately a very difficult task for large dimensions n of the event variable
space, if there is no theoretical model available, which gives a parametrisation of ρs and
ρb. Usually only Monte Carlo generators (see the next chapter for an introduction into these
computer simulations of high energy physics events) are available to simulate events, which
allow to sample the needed probability densities. The techniques which are employed are di-
vided into multivariate and univariate methods, depending on whether they take into account
correlations among variables or not.

In the following sections the simple cut-based technique, which is a univariate method
and two multivariate methods are described. The two multivariate methods are neural net-
works and a method which directly estimates the phase space density using range searching.
A comparison between the three methods will be done using a simple example. While the
performance of the discrimination techniques in a complex real world example cannot be
estimated with such a toy-example, it will allow to demonstrate how the different methods
work.

To compare different classification techniques, it is necessary to define a quantity which
measures the performance of a selection. In this analysis the separation power

S :=
εs

εb
=

Ns,selected
Ns,total

Nb,selected
Nb,total

(3.2)

for a given signal efficiency εs = Ns,selected
Ns,total

is used. This is equivalent to the commonly em-
ployed signal to background ratio at a given signal efficiency.

3.2 Univariate Classification Methods

An often applied method for background reduction is to impose a set of one-dimensional cuts
on single variables characterising the events of interest. These cuts are normally optimised by
examining the distributions of signal and background events in the characterising variables
after sampling them with Monte Carlo generators. These methods are still in wide use in
high energy physics, but they suffer from the fact that they only apply a cut on the linear
combination of the variables and do not take complex correlations among the variables into
account. Therefore these univariate methods do not perform optimally.

A two-dimensional example is shown in figure 3.1. Here, a signal and a second back-
ground distribution depending on two variables a and b are shown. Both distributions are
Gaussian, with the signal having a spread of σs = 0.5 and means ā = 5, b̄ = 3.5, while the
background distribution has a spread of σb = 1 and means ā = 3 and b̄ = 4.5. To choose cuts,
which reduce the background while keeping most of the signal events, the projections onto
the axes a and b are studied. These distributions are also shown in figure 3.1 together with
the chosen cuts: a > 4 and b < 4. Applying these cuts, a signal efficiency of εs ≈ 82.4% is
achieved with a separation power of S ≈ 17.7.

Of course this cut is not optimal, and by looking at the two-dimensional distribution of
events, it is clear that a line with a slope of 2 (which is the orthogonal to the connecting line
between the two centres of the signal and background distributions) will give a much better
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Figure 3.1: a) shows the phase space density in the variables a and b of a signal and a
background class of events. Both classes of events follow a Gaussian distribution, but
with different means and standard deviations. To select events of the signal class (full
circles), cuts are applied with the help of projections of the distributions in a (figure
b)) and b (figure c)), by defining the cut values a > 4, b < 4 as the intersection of
the densities in the histograms. By looking at the phase space density in the selected
region (depicted by the hatched area), it is clear, that this procedure does not maximise
the signal to background ratio at a given efficiency of the signal class. Such a cut
perpendicular to the principal axis is shown as a dashed line.

result. A cut at b > 2a−5.49 achieves a separation power of S = 22.4 with a signal efficiency
of 82.1% (see the dashed line in figure 3.1a). This method, namely designing the optimal cut
by simply inspecting the distributions, does work for two variables, i.e. the two-dimensional
case, but is not applicable in n dimensions. Nevertheless, the same cut could be calculated
automatically by applying a transformation to the principal axes of the two distributions.
This transformation is, however, only linear and while it will work in this toy-example, it
cannot take into account more complex correlations of the distributions.

3.3 Neural Networks

Artificial neural networks (NN) are computational tools, which are inspired by the way liv-
ing nets of neurons work and which can be used to tackle problems such as pattern recog-
nition; a task real neural networks are very good at. The similarity to biological neural nets
comes from the fact that neural nets simulate neurons that form networks, which change their
properties in a learning phase before they are applied to pattern recognition problems. An
introduction to neural networks can be found in [54]. NNs have been successfully applied
to a variety of classification problems in high energy physics. An overview can be found in
[55].

The building block of an artificial neural network is the formal neuron, which is depicted
in figure 3.2a. It receives a vector x = (x1,x2, . . . ,xn) of inputs and calculates a response
y = g(wo +wT x) depending on the vector of weights w = (w1,w2, . . .wn) that scales the input
of the formal dendrites, a threshold w0 and a monotonically increasing response function
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Figure 3.2: a) A single formal neuron with n input nodes that can be used to form a neural
net. b) the depicted network has one input layer with n input nodes, a single hidden
layer with m nodes and one output neuron.

such as

g(x) =
1

1+ e−x . (3.3)

The scalar product wT x actually defines a distance to a plane perpendicular to w, which thus
divides the space into two regions separating the classes of events.

In a feed-forward layered network the neurons are arranged in consecutive layers where
every neuron in a layer receives only input from the layer in front. Such a feed-forward
network with one “hidden layer” and only one output node is illustrated in Figure 3.2. A
restriction to a single output node allows the response of this node to be interpreted as a “yes”
or “no” answer to a classification problem, but such a restriction is not necessary for more
general networks. Adding more hidden layers is also possible. In general, neural networks
can be described by a mapping G(x,w) which maps the input vector x to an output vector
y. In this notation w contains all the weights of the neurons. For classification purposes the
output of a neural network is usually a scalar G(x,w). Only such networks will be studied in
the following.

In a training phase with N known input-output pairs the weights of the net are adjusted
to optimise the error function

R(w) =
1
N

N

∑
i=1

|G(xi,w)− yi|2 (3.4)

which is the quadratic sum of the classification errors of the individual events. A common al-
gorithm for the task of finding the optimal weights w∗ is the “Back-Propagation Algorithm”,
which implements the gradient algorithm for the search of a local minimum [54]. In the case
of classification the output of the neural network is compared to a threshold value α with{

G(x,w∗) ≥ α x accepted as signal,

G(x,w∗) < α x rejected.
(3.5)

Since g(x) ∈ (0,1), the threshold parameter should be chosen as 0 ≤ α ≤ 1, and it is not
possible to map the signal and background events to 1 and 0 itself. Instead, in practice
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one chooses a small parameter ε such that signal type events will be mapped to 1− ε and
background events to ε.

In the following, it will be shown that the decisions of the neural network can be consid-
ered as a cut on a discriminant (3.1). Let the training events xi with designations yi be values
of random vectors X and Y such that (3.4) samples the mean error of the net

R(w) =
∫

dx (G(x,w)− (1− ε))2 ρs(x)+
∫

dx (G(x,w)− ε)2 ρb(x) , (3.6)

where the integration is over the whole n-dimensional event variable space. It can be shown
that

γ(x) := (1− ε)
ρs(x)

ρs(x)+ρb(x)
+ ε

ρb(x)
ρs(x)+ρb(x)

(3.7)

is the mean value of Y when X = x. From the theory of regression it is known that a net that
minimises (3.6) approximates the mapping γ(x) = y (for a proof see e.g. [56]). Using suffi-
ciently large networks in principle very general mappings can be approximated by the output
of the neural network [57]. Therefore, the output of the neural network is asymptotically

G(x,w∗) ≈ γ(x) . (3.8)

Looking closer at equations (3.7) and (3.8), one can see that the classification rule (3.5) is
actually a cut on a discriminant as defined in (3.1):{

D(x) ≥ α x accepted as signal,

D(x) < α x rejected.
(3.9)

From the above discussion on the functioning of a neural net, it is clear, that neural
networks classify events by fitting D(x) in the learning phase by adjusting the weights w.
Event classification is then done by calculating D(x) for an input event and comparing to a
cut parameter α. While well trained NNs show an excellent classification performance (for a
comparison with other classification methods, see e.g. [56]) since large enough networks can
fit arbitrary probability densities, the way they work also has some drawbacks in practice.
Because the back-propagation algorithm is a local minimum finder, it can also happen, that
the global minimum is not found. Therefore, human intervention is necessary to evaluate the
performance of trained networks and change the initial conditions of the fitting procedure
accordingly. This can be a substantial amount of work. When neural networks are used for
a search for a new type of events, another problem arises due to the non-locality of the fit
of D(x) in the parameter space. Events that neither match the signal nor the background
events will be classified anyway, with arbitrary result. Improper modelling of signal and
background can thus easily result in a fake signal.

To demonstrate the power of neural networks, a single hidden layer feed-forward neural
network1 with two input nodes, ten nodes in the hidden layer and a single output node is
applied to the problem already presented in the previous section. 30000 “events” have been
used to train the network and 5000 events have been used as a validation sample for signal

1A package from J. P. Ernenwein was used. It is written in C++ and can be used in the ROOT [58] analysis
framework. The source code is available at http://e.home.cern.ch/e/ernen/www/NN/.



40 CHAPTER 3. ANALYSIS TECHNIQUES

and background, each. In figure 3.3a the mean classification error (3.4) achieved by the
network during the 100 training cycles is shown. The network optimises the error using the
30000 training events, while the performance of the network is measured with the validation
events. This avoids that the network adjusts to the statistical fluctuations of the limited
data sample and neglects the relevant information for the general case. This behaviour is
called “over-learning”. Diverging errors in the learning curves for the training and validation
sample are a sign of over-learning, which is not the case here. Over-learning happens if
too few training events are used to train a neural network with a large number of adjustable
weights. As a rule of thumb the number of events used for training should be at least ten
times the number of adjustable weights. This condition is easily fulfilled in the example.

The resulting classification of the validation events is shown in figure 3.3b. Cutting at
a network output value of larger than 0.87 yields a signal efficiency of 82.1%, which is
only slightly lower than the signal efficiency in the example using simple cuts. The network
achieves a separation power of S = 27.2. This is an increase of 54% over the simple cuts
studied in the previous section! This increase in the separation power compared to the simple
cuts shows the power of neural networks.

0 20 40 60 80 100

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Training Cycles

N
N

 O
u

tp
u

t 
E

rr
o

r

Validation

Training

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1

0.1

0.01

0 0.1

Background

Signal

Network Output

a) b)

Figure 3.3: The performance of the neural network: In a), the mean error of the neural
network during the 100 training periods is shown for the training (dashed) data sample
and the validation data sample (full line). b) shows the output distribution for the
validation background and signal events. The line at a network output of 0.87 marks
the region, in which 82.1% of the signal events are found.

3.4 Event Classification Based on Range Searching

A different concept of estimating the density of signal and background events at a point
in event variable space is to count the number of signal and background events in a small
volume around the point in question. The ratio of the number of signal events over the
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number of background events in the small volume V (x) around the point x

�(x) :=
#Signal-Events in V (x)

#Background-Events in V (x)
∼ ρs(x)

ρb(x)
(3.10)

is proportional to the ratio of the signal and background probability densities at x. By nor-
malising �(x) with the total number of background over the total number of signal events,
the probability of an event to be a signal event is given approximately by

D(x) ≈ �(x)
1+ �(x)

(3.11)

(this is equivalent to the definition of D(x) in (3.1)). The approximation provides a good
estimate of the local event density and prevents a wrong classification due to bad interpola-
tion by methods that try to fit the event density globally. However, a large number of Monte
Carlo generated events is needed to densely populate the whole phase space. This can be
a limiting factor, if the number of variables and thus the dimensionality of the problem is
high. If this is the case, then neural networks will probably give better results, since they are
interpolating the density in variable space over a large volume. In any case, a large number
of Monte Carlo events is needed and in the vicinity of each event to be classified a large
number of events has to be counted — a potentially time-consuming task. This problem is
known as “Range Searching” in computational sciences.

Range searching has been studied intensively since several years, because the problem
occurs in all sorts of classification tasks. Searching e.g. for people fulfilling certain selection
criteria in a database of inhabitants2 is essentially the same problem. Powerful algorithms
have been devised to tackle this task [59, 60]. They can be used with todays computers to
also scan millions of Monte Carlo generated events in order to estimate the event density in
a high dimensional variable space in reasonable time. Two different classes of algorithms
are usually applied: One which subdivides the entire volume of the variable space into small
boxes and stores the events within the boxes in a linked list3. Searching for an event then
just involves looking up which boxes are in the vicinity of the event that is to be classified
and then simply scan the linked list for events within a certain distance. The second class
of algorithms use multi-dimensional binary trees to store the events. An algorithm of this
class as described in [61] has been used for this analysis and will be described in detail in
section 3.4.1.

The choice to use an algorithm employing binary trees was based on the characteristics of
algorithms using a subdivided volume with linked lists, which limit their use in high energy
physics. These algorithms require prior knowledge of the extent of the variable space and
have a huge memory consumption, if the dimensionality of the problem is large, since they
have to store the pointers to the linked lists in an array of the dimension of the problem, even
if no event lies in a box. Such a behaviour is expected for high energy physics events, for
which the variables describing their properties are in many cases correlated.

2A controversial application of this is known as “Rasterfahndung” in German.
3A data structure with a data member (the event) and a pointer to the next structure.
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3.4.1 The Range Searching Algorithm

The algorithm used in this analysis for the classification of events is based on the range
searching algorithm described in [61]. The main parts of the actual implementation can be
found in appendix A together with some comments on the time and memory consumption.
The algorithm allows to search through n Monte Carlo generated events that sample the
signal and background density within a time ∼ log(n). To achieve this scaling of the algo-
rithm with the total number of events, all n events are first stored in two multi-dimensional
binary trees — one for the background and one for the signal events — as is sketched in fig-
ure 3.4 for a two-dimensional example: Consider a random sequence of signal events ei(x,y),
i = 1 . . .7 shown in figure 3.4a with their position in x− y-space, which are to be stored in
a binary tree4. The first event in the sequence becomes by definition the topmost node of
the tree. The second event e2(x,y) has a larger x-coordinate than the first event, therefore a
new node is created for it and the node is attached to the first node as the right child (if the
x-coordinate had been smaller, the node would have become the left child). Event e3 has a
larger x-coordinate than event e1, it therefore should be attached to the right branch below e1.
Since e2 is already placed at that position, now the y-coordinates of e2 and e3 are compared,
and, since e3 has a larger y, e3 becomes the right child of the node with event e2. Thus the
tree is sequentially filled by taking every event and, while descending the tree, comparing
its x and y coordinates with the events already in place. Whether x or y are used to compare
depends on the level within the tree. On the first level, x is used, on the second level y, on
the third again x and so on. The result for events ei is shown in figure 3.4b. The amount of
time needed to fill the tree is ∼ ∑n

i=1 log(i) = log(i!) = O(n log(n)). The last equality can be
easily verified with the help of STERLING’s formula.

Finding all events within the tree which lie in a given box, is done in a similar way by
comparing the bounds of the box with the coordinates of the events in the tree. For example,
if the whole box lies to the right of event e1, then only events on the branch below and
including e2 need to be searched. This halves the number of events in question. Only if an
event in a node lies within the bounds of the coordinates of the box that it is compared to,
both its siblings need to be searched. Searching the tree once requires therefore an effort only
∼ log(n). It needs to be noticed that the whole tree of Monte Carlo generated events needs
to be kept in the main memory of the computer to have a reasonably fast access time when
comparing the coordinates. Therefore, only the advent of computers with random access
memory on the order of hundreds of megabyte makes it possible to use millions of events to
sample the signal and background densities.

3.4.2 Properties of Range Searching

Classification problems in high energy physics have so far not been solved by using range
searching, since only recent computers have the power to store millions of events in random
access memory. The performance of this ansatz therefore needs to be evaluated. Here, range
searching shall be applied to the toy-model defined in section 3.2. A comparison to neural
networks for a more complex real-world problem will be done in chapter 8.

4The algorithm described here differs slightly from the implementation in the appendix, where an optimi-
sation for speed and simplicity of the code was done.
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Figure 3.4: Example of a binary tree storing events 1–7 according to their position in the
x− y-plane (a). The first event is always the top node of the tree (b),which has two
daughter nodes for events with smaller and larger x-value. On the second level the tree
then sorts according to y.

As for neural networks, it is prudent to split the Monte Carlo generated events modelling
signal and background into “training” and “validation” samples, where the training events
are stored in the binary trees and the validation events are used to estimate the performance
of the discriminator. If the same events are used to fill the binary trees and to measure
the performance, this will yield seemingly too good results, since within each box around a
signal event that is to be classified at least one signal event is found — the event itself that was
stored in the signal tree. The same is true for background events. As in the example using
the artificial neural network in the previous section, 30000 events were stored as training
events in the binary trees for classification purposes, and 5000 validation events were used
to calculate the performance.

The only free parameters of the algorithm are the lengths of the edges of the volume in
which the events are counted. To reduce the number of parameters, the box is set to have
sides of equal length 2d so that d is the largest distance in the maximum norm of every
counted event to the centre of the box. Figure 3.5 shows the separation power S at a signal
efficiency of 82.4% as a function of d for the toy-problem introduced in section 3.2. The
separation power has a broad plateau and within one order of the box-size d, S only varies
within 20%. This behaviour makes the separation power nearly independent of the box-size
and will allow to use the algorithm with a minimum human intervention.

The fall-off of the separation power towards larger bin-sizes can be explained by the
worse resolution of the sampling of the event densities around the event to be classified. On
the other hand, too small boxes will diminish the number of events in the box and thus will
also make the resolution of the discriminant smaller, because events which are neighbours
might end up in different places of the distribution of the discriminant due to statistical
fluctuations. This leads to a smearing of neighbouring events across a larger part of the
discriminant, which degrades the resolution. To limit this effect and to control the statistics
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Figure 3.5: The dependence of the separation power S on the box-size d.

on which a decision is based, events which are to be classified have to have at least 20 signal
and background events in their vicinity. Otherwise they will be classified as background
(D = 0).

The maximum separation power at d = 0.4 is S = 27.9 which is even slightly larger
than the result obtained with the neural network. The resulting discriminant D is shown in
figure 3.6c and looks quite similar to the neural network output in figure 3.3b. Even the value
at which D is cut (0.886) is similar to the cut on the network output (0.87). Figure 3.6b shows
the discriminant D(x) giving an idea of how the algorithm works.

3.5 Conclusions

The presented study on the classification algorithm based on range searching has shown,
that the discrimination power of the method is always at least comparable to the discrimina-
tion power provided by neural networks. It has also been shown, that the method is rather
insensitive to the choice of the free parameters that need to be set manually.

When comparing the time consumption of the range searching algorithm to the time
needed by a neural network, it is interesting to note, that both algorithms have a very different
behaviour. While for the range searching algorithm the time during the set-up period of
filling the binary trees is more or less the time for reading in the data from a storage medium,
the time needed to train the artificial neural network is considerable. On the other hand, the
time needed to classify a single event after the initialisation phase takes longer with the range
searching algorithm, at least when compared to NNs of moderate size. However, descending
down the binary trees to collect events is a task which naturally parallelises, which has been
done using multiple threads of program execution.

It is clear, that a simple toy-model as presented in this chapter, can only give a hint at the
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Figure 3.6: In a) the phase space density in the variables a and b of two classes of events is
shown. Both classes of events follow a Gaussian distribution but with different means
and standard deviations. b) depicts the output D(a,b) of the range searching algorithm.
Large boxes denote values close to 1 indicating regions with high likelihoods to find a
signal event. c) shows the discriminant distribution of signal (full line) and background
events (dashed line). The line at D = 0.866 marks the cut at which the signal efficiency
is εs = 82.4%.

behaviour of the algorithm in higher dimensional problems with more complex input data.
This will be studied in more detail in chapter 8, where we will see that the range searching
algorithm is also able to screen a large number of observables for those with a high combined
discrimination power. This can only be done without too much human intervention due to the
few parameters of the algorithm which are in addition not very sensitive. Another application
will be presented in section 7, where the range searching algorithm is used to compare jets
produced in instanton-induced events to a model describing the properties of the current jet.
Since there no background event class is present, this problem cannot be tackled by neural
networks in a straightforward way.

Thus, classification with range searching promises to be a powerful method which allows
to control the classification error (because the statistics on which a decision is based is always
known), and which works reliably and fast without too much human intervention since no
training is needed. Therefore, in the search for instantons which is presented here, only the
probability density estimator based on range searching will be used along with the more
conservative cut-based method. NNs are used only to validate the performance of the range
searching method, while the more conservative cut-based method is used as a cross-check.



Chapter 4

Monte Carlo Models

To search for instanton-induced events in deep-inelastic scattering, models of standard DIS
events and of instanton-induced events are necessary. Such models are provided by Monte
Carlo event generators which simulate the entire final state of DIS events. Applying a sim-
ulation of the H1 detector, Monte Carlo generated events can be directly compared to data
taken with the detector.

Monte Carlo simulation of events is done in two separate steps, which correspond to the
perturbatively calculable hard subprocess and the hadronization step, which encompasses
the non-perturbative transition from partons to hadrons at a lower energy scale. Two Monte
Carlo generators, RAPGAP [62] and ARIADNE [63], are used to simulate the perturbative
processes in standard DIS events. Both generators incorporate O(αs) matrix elements. The
main difference of these programs is the treatment of higher order parton emission. RAP-
GAP implements the parton shower approach, while ARIADNE employs the colour dipole
model [64]. Therefore RAPGAP will be referred to as “MEPS” (Matrix Element plus Par-
ton Shower) and ARIADNE as “CDM” in the following. The standard DIS Monte Carlo
generators are described in section 4.1. Instanton-induced processes are simulated by the
Monte Carlo event generator QCDINS [14], explained in section 4.2. The hadronization step
of the employed Monte Carlo generators is performed using either the “Lund-String-Model”
[65] or the cluster fragmentation model [66]. Both models are explained in section 4.3.
The simulation of the detector response to the generated Monte Carlo events is explained in
section 4.4.

4.1 Standard DIS Monte Carlo Models

At the beginning of the simulation of a deep-inelastic scattering event at HERA, the indepen-
dent kinematic variables of the event have to be generated. First, the total cross-section σtot

is calculated by numerically integrating over the kinematic phase space, then a random point
(x,Q2) in this phase space is picked with the probability given by the normalised derivative
of the cross-section d2σ

dxdQ2 /σtot with respect to x and Q2. Now a process in leading order αs

(QCD-Compton scattering or BGF, see section 1.4) or a QPM event is selected according
to the calculated matrix elements, where the cross-section for a QPM event is given by the
total cross-section minus the cross-sections of the BGF and QCDC processes. Before and

46
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Figure 4.1: A sketch of the Matrix Element plus Parton Shower (MEPS) model. In this
model, parton showers are emitted before (initial state parton showers) and after the
hard subprocess (final state parton showers).

after the hard process, additional partons are produced which enter the hadronization step
described in section 4.3.

The Monte Carlo generator RAPGAP implements the MEPS (Matrix Element plus Par-
ton Shower) model depicted in figure 4.1 to simulate the hard subprocess and produce initial
and final state partons. The matrix element of the hard subprocess is calculated in leading
order αs. Higher orders are approximated by the emission of partons in the initial and fi-
nal state. The generation of parton showers is based on the DGLAP (Dokshitzer, Gribov,
Lipatov, Altarelli and Parisi) evolution equations [67] which sum up higher order terms in

αs, i.e. terms ∼
(

αs log Q2

Q2
0

)n
, using the “leading logarithmic approximation”. By emitting

space-like gluons (m2
g > 0) in the initial state, the parton entering the hard subprocess has a

time-like virtuality m2
q < 0 which corresponds to the virtuality Q2 of the event. In the final

state parton shower, time-like gluons are emitted. Interference terms between the gluons
emitted in the initial and final state are neglected in the RAPGAP Monte Carlo.

The ARIADNE Monte Carlo can only produce the parton cascade of an event and calcu-
late the matrix element. It therefore needs to be plugged into another Monte Carlo generator
that sets up the kinematics of the hard subprocess. The LEPTO [68] Monte Carlo generator
can be used to generate the kinematical variables x and Q2. The emission of parton showers
is implemented in the colour dipole model which assumes that a colour dipole is created
between the scattered quark and the rest of the proton in case of QPM and QCD-Compton
events. BGF-events are later added “by hand”. The colour dipole then emits additional
gluons which form new dipoles with neighbouring partons as sketched in figure 4.2. The
ARIADNE Monte Carlo generator calculates the matrix element in leading order αs and
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corrects the transverse momentum of the emitted partons accordingly. It should be noted
that interference terms between the emitted gluons are taken into account by the described
procedure.

Quark

Proton-Remnant

e

e’

P

Figure 4.2: A sketch of the colour dipole model, which the ARIADNE Monte Carlo uses to
generate partons. Between the struck quark and the proton remnant a colour dipole is
spanned which emits a gluon, which again forms additional dipoles.

The Monte Carlo Generators need as an additional input the measured parton densities
in the proton. Both Monte Carlo DIS samples employed in this analysis have been generated
using the CTEQ4 [69] parton density functions and have been reweighted using a parametri-
sation extracted from the recent H1 measurement of the proton structure function [70].

The standard DIS Monte Carlo simulations used in this analysis were specially weighted
to increase the statistics in the region of high values of Q2, large y-values and to enhance
processes with high Et , while keeping the overall amount of data small. This is done by
generating a large number of Monte Carlo events and calculating a certain probability for
every event to be actually kept. Events are then kept randomly according to this probability
and a weight is assigned to the kept events, which is the reciprocal of this probability. Details
of the method can be found in [71]. For the analysis, 301722 real MEPS events with a sum
of weights of 1.754 ·106 and 163930 CDM events with a sum of the weights of 834000 were
used.

4.2 QCDINS

The QCDINS Monte Carlo program [14] generates instanton-induced deep-inelastic scatter-
ing events as a hard subprocess (see figure 1.8) within the HERWIG Monte Carlo generator
[72]. QCDINS first samples the total cross-section in the available x′ −Q′2 phase space
and then generates events with randomly chosen x′ and Q′2 values according to the differ-

ential cross-section d2σINS
dx′ dQ′2 (see equation (1.38)). Using the incoming virtual photon with

momentum q generated by HERWIG, the quarks with four-momenta q′ and q′′ are created
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and the kinematic variables ξ,x and y are generated according to their distributions within
the available phase-space. The four-momentum of the instanton can now be calculated as
g+q′ = ξP+q′ and the instanton subprocess is generated in its centre-of-mass system.

The partonic final state is created by first generating ng number of gluons according to a
Poisson-distribution with mean

〈
ng

〉≈ 1/αs ≈ 3. In the next step quarks and anti-quarks are
produced. Due to the flavour-democracy of the process, exactly one pair of each accessible
flavour is produced. Each quark- anti-quark pair is associated with a random number of
≤ ng + 1 gluons (there is the additional gluon emitted by the proton), such that a “string”
is formed with a quark at the beginning, the gluons in the middle and an anti-quark at the
end. One of the gluons, quarks or anti-quarks is randomly marked as incoming. For the rest
of the 2n f +ng −1 partons, momenta are generated in the instanton rest-frame according to
an energy weighting scheme. Next, the colours and the colour connections are set up in the
parton-“strings”, such that the colour flow is along the string. Finally, the particles generated
in the hard subprocess are boosted into the laboratory frame. In this analysis, the CTEQ4
[69] parton density functions have been used with the QCDINS generator.

4.3 Hadronization Models

The final step in the generation of a DIS or instanton event is the formation of hadrons. Two
models are used by the employed Monte Carlo generators. Most of the standard DIS Monte
Carlo models use the JETSET [73] program, which implements the “Lund-String-Model”
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ce

Time

Figure 4.3: An illustration of the mechanism of the Lund String hadronization model. A
q− q̄-pair builds up tension in the colour string between the two quarks when they
separate. The breaking up of the string produces new quark- anti-quark pairs and
further strings which fragment until the relative momentum is small enough to form
hadrons.

[65, 73], depicted in figure 4.3. In this model, outgoing partons create a colour field between
them, which is modelled as a flux-tube (also called “colour-string”) with a constant energy
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density along its length. As an example, a q− q̄-pair is considered, with a large relative
momentum. With growing distance, the energy stored in the flux-tube between the quarks
grows until it is energetically favourable for the string to break up and create a new q− q̄-
pair. Each of the quarks of this new pair is connected to one of the initial quarks by a new
colour string. If the available energy is smaller than the energy necessary to create new pairs
of quarks, the q− q̄-pairs are turned into hadrons.

The described model can also account for gluons in the final state, but then a detailed
description becomes quite complex and may be found in [74].

QCDINS by default uses the hadronization routine included in HERWIG, which im-
plements the cluster fragmentation model [66]. The cluster fragmentation model uses the
pre-confinement property of perturbative QCD [75] which predicts a local colour compen-
sation at the end of the generation of the parton shower. The gluons produced at the end of
the parton shower development are split into quark- anti-quark pairs as shown in figure 4.4.
Neighbouring quarks and anti-quarks are formed into colour-singlet clusters with an energy
of typically a few GeV. If they are neither too light nor too heavy these clusters directly
decay isotropically in the clusters rest-frame into two hadrons. If the mass of the cluster is
too large, the cluster is split into two clusters. Clusters which are too light only decay into a
single hadron, requiring a readjustment of momentum and energy in neighbouring clusters.
Due to the domination of phase space in the formation of the clusters and their decay, the
cluster fragmentation model has relatively few parameters.

Hadrons

qq

q

q

g

γ

P

Proton-Remnant

Figure 4.4: A sketch of the cluster fragmentation model. Gluons are depicted as double
lines.

4.4 Detector Simulation

With the help of the program package H1SIM [76], the response of the H1 detector to the
particles produced by the Monte Carlo generators is simulated. As a first step, the interaction
of the particles with the detector is simulated. For this task, the GEANT [77] program is used,
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which subdivides the detector into small cells and traces the passage of particles through
these cells while taking the interactions of the particles with the material into account. In the
following signal phase, the signals of the active detector regions are simulated including the
entire read-out electronics. A simulation of the noise of the calorimeter is done by adding
noise that was previously recorded. In the final step, called trigger phase, the reactions of
the triggers to the simulated signals is calculated. The simulated events are stored in the
same data format as the real data collected by the detector. They can therefore easily be
compared to the measured data using the same analysis software. Monte Carlo generated
events, which have undergone the detector simulation, are also called detector level Monte
Carlo simulations in contrast to the hadron level Monte Carlo simulations.



Chapter 5

Data Selection

During the years 1996 and 1997, the period of time in which the data were taken for the
presented analysis, the H1 experiment collected data amounting to a total integrated lumi-
nosity of 34.1pb−1 [27]. However, not all the data taken during this time is of good quality
and therefore some part of the data has to be excluded from the analysis. In addition, only
deep-inelastic scattering events fulfilling certain well defined triggering conditions are taken
into account. Finally, the kinematical phase space, in which the events taken have to lie, is
limited by constraints that ensure that the kinematics of the event can be well reconstructed
and that the necessary subdetectors work properly. In the following, the triggers that were
required in the triggering condition of the events are described, then the restrictions on the
phase space are explained and, finally, the technical cuts that ensure good data quality.

5.1 Used Subtriggers

To collect a well defined sample of events taken with the detector, it is necessary to require
a well defined trigger condition for every event. In this analysis at least one of two L1
subtriggers (S1, S2; see section 2.2.4) has been required. The sub-triggers depend on several
L1 trigger elements. In the following, these trigger elements are described as well as the
dedicated triggers which provide the necessary input.

The z-Vertex Trigger

The z-vertex trigger (zVtx-trigger, [78]) finds the position of the vertex of the event on the
z-axis with the help of the information of the CIP, COP and FPC trackers (see section 2.2.1).
It reconstructs rays through the hits in the chambers and fills the position of their inter-
section with the z-axis into a histogram which has 16 bins covering the range in z from
z = −43.9cm to z = +43.9cm. The trigger elements provided by the zVtx-trigger are based
on this histogram. The following trigger elements are used in this analysis:

zVtx_t0 This signal requires the zVtx-histogram to have at least one entry and can be used
as a timing signal.

zVtx_sig The condition for this trigger element is satisfied, if the bin of the maximum of the
histogram has a higher value than a certain threshold.

52
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zVtx_mul This trigger element is a measure for the number of histogram entries. In this
analysis zVtx_mul < 7 is used, which means that not more than 200 entries are in the
histogram.

The DCRPhi-trigger

The DCRPhi-trigger [79] detects tracks in the r−φ-plane using the CJC1 and CJC2 tracking
chambers (see section 2.2.1). It uses 10000 masks which are electronically overlayed on the
digitised signals from the trackers. The trigger is capable of differentiating between tracks
with high (pt > 800MeV) and low (400 < pt < 800MeV) transverse momentum, and can
also distinguish between the sign of the charge of the particle. The trigger element used in
this analysis is:

DCRPhi_THig This trigger element fires, if at least one of the masks for a high momentum
track matches.

The Inclusive Electron SpaCal Trigger

In this analysis, it is demanded that the scattered electron hits the backward SpaCal calorime-
ter (see section 2.2.2). The SpaCal trigger fires, if a candidate for an electron is detected in
the electromagnetic part of the calorimeter. The following trigger elements are provided and
are relevant for this analysis:

SPCLe_IET > 1 This trigger fires, if the energy of the electron candidate, that is the sum of
the energy of one trigger tower and its neighbours, is above a threshold of 2GeV. The
inner part of the calorimeter (the “CIET”-region) close to the beam-pipe, is excluded
due to the high background.

SPCLe_IET > 2 The same as the previous trigger element, but the energy of the electron
candidate is required to be above 6GeV.

SPCLe_IET_Cen_2 The same as SPCLe_IET > 1, but including the inner region.

Veto-Trigger Elements

Two efficient systems of the detector to protect against non ep background events are the
time of flight system (TOF) and the veto walls. The time of flight system consists of two
detectors in the forward part of the H1 experiment, providing information on whether they
registered a particle within (FToF_IA, PToF_IA) or outside (FToF_BG, PToF_BG) the time
window of a bunch crossing. These trigger signals are combined to the veto requirement:

(FToF_IA∨¬FToF_BG)∧ (PToF_IA∨¬PToF_BG) . (5.1)

It efficiently reduces background from beam-gas interactions or halo events. In beam-gas
interactions protons collide with remnant gas atoms producing a large number of fragments.
This can happen anytime during the passage of the proton bunches through the detector and
these events can be efficiently rejected by accepting only events in the time window of the
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ep-interaction. In halo interactions, particles away from the beam axis interact with each
other outside of the interaction zone.

The subtriggers S1 and S2 are a logical concatenation of the above trigger elements. They
are defined as:

S1 := SPCLe_IET > 2∧ zVtx_mul < 7∧ (zVtx_t0∨ f wdRay_T0) (5.2)

S2 := DCRPhi_THig∧ zVtx_sig∧ (SPCLe_IET > 1∨SPCLe_IET_Cen_2) (5.3)

where fwdRay_T0 is a timing signal from the forward tracking system. In addition, both
subtriggers require the above simple veto requirements. Trigger S1, prior to Sep. 5th 1996,
had a different triggering requirement, so that in this analysis only data taken after this date
is considered.

The subtrigger S1 suppresses events with a high multiplicity due to the zVtx_mul < 7
requirement. Since instanton-induced events are expected to have a high multiplicity, these
events are of great interest to the analysis. The problem can be solved by requiring

S1∨S2 ; (5.4)

together they will also allow high multiplicity events to be triggered. In the following, the
efficiency of this trigger condition depending on the multiplicity will be studied together
with the dependency on the scattered electron energy, since it is equally important that the
trigger condition is independent of the electron energy.

To study these dependencies, so-called “monitoring” triggers are used which have trigger
requirements independent of the quantities relevant to the events. While it may seem that
monitoring triggers might be better suited for the analysis, because they efficiently trigger
the events in question, this is not the case, since the monitoring triggers normally have to
be pre-scaled, i.e. only a certain fraction of the events being triggered by the monitoring
triggers can be actually kept. The efficiency of the trigger is then given by the ratio of the
number of events triggered by the monitor trigger and the physics trigger of the analysis to
the number of events triggered by the monitor trigger alone

ε :=
NMonitor Trigger ∧NPhysics Trigger

NMonitor Trigger
. (5.5)

The monitoring triggers in this analysis are the triggers S0 and S75, where the trigger
requirements of trigger S75 include only some energy deposition in the LAr calorimeter and
S0 mainly requires SPCLe_IET > 2. The trigger S0 can therefore be used to monitor track
conditions and S75 to monitor the electron finding in the SpaCal. The resulting efficiency as
a function of the electron energy Eel is shown in figure 5.1a to be nearly independent of the
electron energy and approximately 0.995 in the energy range relevant to the analysis. This
factor is applied to the data as an overall correction factor for the trigger efficiency.

In figure 5.1b the dependency of the trigger efficiency on the track multiplicity in the
central trackers is shown. As can be seen, using trigger S1 or S2 allows to efficiently trigger
events with medium and high multiplicities. In the analysis, the data events are assigned a
weight taking into account the efficiency of each event to have been triggered depending on
the track multiplicity.
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Figure 5.1: a) The dependence of the trigger efficiency ε on the scattered electron energy Eel

and b) on the number of charged particle tracks nTracks in the central tracking system
[80].

5.2 Kinematic Cuts

The kinematic variables of the selected events are reconstructed from the electron angle θe

and electron energy E ′
e of the scattered electron (the so-called “Electron-Method” [81]). The

advantage of this method is that the kinematics does not depend on the hadronic final state.
The following dependencies of Q2, x and y on θe and E ′

e can be derived, neglecting the
electron and proton mass:

Q2 = 4EeE
′
e cos2 θe

2
x =

EeE ′
e cos2 θe

2

Ep

(
Ee −E ′

e sin2 θe
2

) y = 1− E ′
e

2Ee
(1− cosθe) . (5.6)

The electron method allows a good resolution of the measurement of Q2, except for small
polar angles θe. The resolution in x is good for sufficiently large y. For y < 0.1 the resolution
is poor, since the x-resolution decreases with 1/y [82].

The distribution of the selected data events in the x−Q2-plane is shown in figure 5.2. The
dots represent about 10% randomly picked events of the entire data sample. The lines denote
the following cuts into the phase space, which are necessary to reduce either the experimental
or the theoretical uncertainties of the analysis:

• A cut on the transferred momentum squared Q2 < 100GeV2 is a standard cut within
H1 to distinguish between low and high Q2 analyses. The cut is dictated by the use of
the SpaCal calorimeter. For high Q2 the electron is scattered into the LAr calorimeter.

• A cut on 0.1 < y < 0.6. The cut y > 0.1 is necessary since below the accuracy of
the reconstruction of the kinematics of the events by the electron method is poor. In
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addition, at low y the hadronic final state can usually not be measured in the central
part of the detector. The cut y < 0.6 is equivalent to a cut on the energy of the scattered
electron of Eel> 11 GeV. This minimum energy of the electron is required to make sure
the electron is correctly identified. The cut reduces background from photo production
events, in which the exchanged photon is nearly real and not scattered into the SpaCal,
but where hadronic final state particles, e.g. a π0 or a charged pion can be misidentified
as an electron.

• A cut on x > 0.001, which is (together with the y-cut) effectively a cut on the mini-
mum Q2 � 9GeV2 which limits the influence of non-planar diagrams on the instanton
cross-section predictions (section 1.4). This cut was applied in the first cross-section
calculation of instanton-induced events in [12].

• A cut on the scattering angle of the electron θe > 156◦ ensures the electron is scattered
well into the SpaCal and traverses the backward trackers.
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Figure 5.2: The distribution of the events in the kinematic variables x and Q2. In addition
the kinematical cuts of this analysis are shown.



5.3. DATA QUALITY CUTS 57

5.3 Data Quality Cuts

Several cuts were imposed on the properties of the events to ensure a good data quality of
the selected events. In the following the cuts are presented and discussed.

5.3.1 Selection of Run-Ranges

The data acquired with the H1 detector are taken in so-called “runs” which last for up to two
hours. Within each run the ambient conditions and the calibration of the subdetector systems
are considered to be constant. During a run, the configuration of the detector, i.e. which
subdetectors are used, does not change. A selection was done on the quality of these runs,
requiring certain subsystems to work well and the beam conditions to be good. A list of the
selected runs may be found in appendix A of [80].

5.3.2 A Cut on the Event Vertex

To make sure that the kinematic properties of an event are correctly reconstructed, the inter-
action vertex of the event needs to be known. While the vertex position perpendicular to the
beam-axis is limited due to the small diameter of the beams to below a 100µm, the z-vertex
position needs to be reconstructed with the help of the tracks in the central detector region,
because the interaction region has a length of about half a metre. To reduce beam-gas back-
ground events or events due to an interaction of one of the beams with the beam-pipe, which
can happen along the whole length of the detector and beyond, only vertex positions close to
the nominal vertex of the run are taken into account:

zvtx = zvtx,actual − zvtx, nominal(run) , −30cm < zvtx < 30cm . (5.7)
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Figure 5.3: Description of the zvtx distribution a) before and b) after reweighting.
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The resulting zvtx-position of the events and the description by the Monte Carlo simulations
is shown in figure 5.3a. To improve the description of the zvtx-position of the data events by
the Monte Carlos, a reweighting of the Monte Carlo data samples was done. The resulting
distributions are shown in figure 5.3b.

5.3.3 The Energy Balance

A measure for the energy balance and longitudinal momentum of an event is the so-called
“E − pz”-quantity which is defined using the four-vector of the electron ke = (Ee, px, py, pz):

E − pz = 2Ee = E ′
e

(
1− cosθ′e

)
+ ∑

i∈{had. objs.}
Ei (1− cosθi) . (5.8)

Here, Ee is the energy of the beam electron. In the years 1996 and 1997 the electron beam had
an energy of 27.5 GeV such that the electron four-momentum is k = (27.5,0,0,−27.5)GeV,
which results in E − pz = 55GeV.

This theoretical value can only be reproduced in the measurement, if all hadronic parti-
cles are detected and their energies correctly measured. Hadrons, which leave the detector
through the beam pipe in the forward direction, contribute only little to E− pz, because their
z-component of the momentum is approximately equal to their energy. The quantity E − pz

is, however, very sensitive to particle losses in the backward region. Therefore, a lower
limit of E− pz can efficiently reduce photo-production events where the scattered electron is
not measured (see also section 5.2). Beam induced background due to interactions with the
beam-pipe or the remaining gas can be reduced by applying an upper limit on E − pz. In the
analysis,

35GeV < E − pz < 70GeV (5.9)

is required. The description of the energy balance by the standard DIS Monte Carlo genera-
tors is studied in section 5.4.2.

5.3.4 Cuts on the Properties of the Scattered Electron

The background induced by photo-production events can be efficiently reduced by applying
cuts on the properties of the electron candidate. A way to discriminate DIS events against
photo-production background is to require the cluster of the electron candidate in the SpaCal
calorimeter to have a small transverse extent. Hadronic showers normally tend to be broad.
Therefore, a cut on the cluster radius rcluster < 4cm is applied to reduce the probability to
misidentify hadrons as an electron.

An additional reduction of the background can be achieved by linking the track in the
backward tracker BDC to the cluster in the SpaCal and by requiring the distance between
the track extrapolated into the calorimeter and the cluster of the electron candidate in the
calorimeter to be smaller than 3cm. This linking is only done, if a track is found in the BDC.

During the data taking in 1996 and 1997, the inner region (CIET) of the SpaCal had
a very high trigger rate, probably due to synchrotron radiation. Since the electron is only
scattered into this region for very low values of Q2, this region can be safely excluded from
this analysis [80]. In addition, some of the trigger cells in the outer part of the SpaCal did not
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work well during long run-periods and have therefore been taken out of the fiducial region
for the electron in the SpaCal (for a list of the regions, see [80]). About 1.3%, i.e. 5813
events, of the total number of events are cut away by these two last cuts.

5.3.5 Track Selection

In this analysis only tracks in the central trackers of the H1 detector are taken into account.
The tracks have to have a polar angle of at least 20◦ and at most 160◦. The transverse mo-
mentum of the tracks has to be higher than 150MeV. To clearly identify a track, a minimum
track length is required. Tracks with a polar angle smaller than 150◦ have to have a length
of at least 10cm, for the rest of the tracks 5cm is sufficient. Primary tracks, i.e. tracks that
come from the interaction vertex, have to have a reconstructed distance of closest approach
(DCA) to the interaction vertex of less than 2cm and need to start at most at a radius of 50cm
away from the vertex.

During the 1997 data taking period, the efficiency of several wires of the CJC was de-
graded due to depositions of dirt in one radial segment. The Monte Carlo description of this
region is poor, therefore this part of the tracking chamber was removed from the analysis in
both data and Monte Carlo simulations by a cut on −160 < φ < −80. Since the 1997 data
are the majority of the overall data studied, this was done for simplicity for the entire data
set.

In the 1997 data taking period another problem occurred, which was found in 2001: The
data readout of the CJC was not always able to assign the correct event-number to tracks
that were digitised. This lead to fragments of tracks missing in the event or additional track
fragments appearing. The influence of this on an analysis depends, however, on the track
selection criteria. Although it is possible to ignore the parts of the runs in which this problem
occurred, this was not done, because of the loss in data. Instead, it was checked that by using
only good runs, the outcome of the analysis does not change. Also, the description of the
distributions of the polar and azimuthal track angles are equally good for both cases as is
shown in figure 5.4.

5.4 Description of the Data by Standard DIS-Models

After the kinematic cuts and the cuts necessary to ensure a high data quality, 374596 events
are found in the data, corresponding to an integrated luminosity of 21.1pb−1, of which
16.3pb−1 were taken in the year 1997. In the following, the description of the inclusive
DIS data sample by the two standard DIS Monte Carlo generators CDM and MEPS will be
checked.

5.4.1 Description of the Electron Distributions

Figure 5.5 shows a selection of control variables characterising the scattered electron and
the distribution of the kinematic variables. The cross-sections shown are not corrected for
detector migrations and are simply the number of measured events divided by the luminosity.
The Monte Carlo simulations have been reweighted with respect to the measured zvtx. In
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Figure 5.4: The distributions of the angles φ and θ of the tracks and the transverse momen-
tum distribution of the tracks in the data compared to the two DIS Monte Carlos CDM
and MEPS after zvtx reweighting. In addition, the data are shown with those parts of
the runs removed, which were affected by the 1997 CJC event mixing problem (see
text).
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Figure 5.5: Control plots of kinematic variables characterising the description of the scat-
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addition a reweighting of the structure function F2 used by the Monte Carlo simulations to
the F2 determined by a recent H1 measurement was done. The description of the data by the
two Monte Carlo models is good and the overall normalisation is correct within 2%.

5.4.2 Description of the Hadronic Final State

The hadronic final state of events in this analysis is described by hadronic final state objects
that combine calorimeter information with information from the tracking system. These
hadronic final state objects will later be used to e.g. identify the current jet of instanton-
induced processes or to classify the final state of the instanton subprocess. A good de-
scription of the hadronic final state objects by the standard DIS Monte Carlo generators is
therefore essential for the analysis.

Different methods exist to define hadronic objects using calorimeter and track informa-
tion. Throughout this analysis FSCOMB [83] objects will be used. It has been shown that
FSCOMB objects provide a good description of the hadronic final state, particularly of the
properties of jets (for an overview see e.g. [80]).

FSCOMB Hadronic Final State Objects

FSCOMB hadronic final state objects combine the calorimeter information with the infor-
mation of low momentum tracks [83]. This allows to take particles with low momenta
(� 200MeV) into account, which do not reach the calorimeter due to the magnetic field
in the detector and the amount of dead material in front of it. The energy resolution of the
tracking system is also better than that of the calorimeter for these low momentum particles.
In the FSCOMB method, all central tracks with transverse momenta pt < 2GeV are used.
Forward tracks are not taken into account in this analysis. The tracks are extrapolated to the
calorimeter surface and a cylinder with a radius of 25cm in the electromagnetic and 50cm
in the hadronic part of the calorimeter around the track is defined. The energy deposited in
the calorimeter within this cylinder is then summed up and compared to the energy of the
associated track. If the energy of the track is larger, the energy deposited within the cylinder
is neglected and the FSCOMB object is built from the track information, in the other case,
only the calorimeter information is used. This prevents double counting of objects and com-
pensates for the loss of energy in the dead material in front of the calorimeter. Finally, the
remaining calorimeter clusters are added to the list of final state objects, with the exception
of the identified scattered electron.

The quality of the reconstruction of the hadronic final state and the description by the
Monte Carlo simulations can be checked by looking at the pt-balance of the events (the
ratio of the vectorial sum of all transverse momenta of the hadronic final state objects to the
transverse momentum of the scattered electron pt,had/pt,el) and the E − pz quantity defined
in (5.8). The E− pz distribution is shown in figure 5.6a for the data and the CDM and MEPS
Monte Carlos. The mean value for the data is at 53.3GeV which is close to the expected
value of 55GeV. The mean values are 53.8GeV for CDM and 53.5GeV for MEPS, both
being in good agreement with the data. The description of the distribution of the data for the
E − pz distribution by the Monte Carlo generators is sufficiently good. The asymmetry of
the E − pz distribution is attributed to QED radiation.
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Figure 5.6: Description of the E − pz and pt,had/pt,el distributions by the CDM and MEPS
Monte Carlo simulations after zvtx reweighting.

In figure 5.6b the balance of the transverse momentum of the electron pt,el and the total
transverse momentum of the hadronic final state objects is shown. The mean of the dis-
tribution of the data events is 1.05, which is close to the theoretical value of 1 and for the
distribution of the CDM and MEPS models it is 1.13 and 1.08 respectively. The Monte Carlo
simulations describe the pt -balance of the events over the whole range plotted.

With the application of the cuts described above, a sample of inclusive DIS events with a
high quality and which is well described by the Monte Carlo simulations has been collected.
In the following chapter, this data sample will be searched for instanton-induced events.



Chapter 6

The Experimental Search

In this chapter, the search for instanton-induced events using the 1996 and 1997 DIS data
taken with the H1 detector is described. The strategy of the search is, to first identify suitable
variables discriminating I-induced events from DIS background events and subsequently to
employ two different discrimination methods to obtain a sample of events in the data with
instanton-like characteristics as described by the QCDINS Monte Carlo model. For this
sample of events, comparisons between the selected data and the standard DIS background
models as well as the QCDINS predictions are made.

First, in section 6.1, a detailed introduction to the characteristics of I-induced events in
deep-inelastic scattering from an experimentalist’s point of view is given. Section 6.2 intro-
duces the variables that discriminate between standard DIS background events and I-signal
events. A detailed outline and discussion of the strategy of the search using the previously
defined observables is given in section 6.3. The basic idea is to use only half of the charac-
teristic observables to extract a subsample of instanton-induced events and to use the other
observables to monitor the outcome. The systematic uncertainties of the variables, which are
used to create the instanton-enriched sample, are studied in section 6.4. Both discriminating
methods are described in sections 6.5 and 6.6, which also includes a comparison of data to
the standard DIS background models. A discussion and comparison of the results is finally
done in section 6.8.

6.1 Hadronic Final State in Instanton-Induced Processes

The search for instantons described here, is entirely based on the hadronic final state of
instanton-induced events as modelled by the Monte Carlo simulation program QCDINS [14].
The characteristics of the simulated events, which may be exploited to discriminate events
modelled by QCDINS against normal DIS background events, have been already described
in sections 1.5 and 4.2 from a more theoretical point of view. However, since a detector
always has limited resolution, acceptance and efficiency, not all the characteristics are easily
utilised in an experimental search. In this section, the experimentalist’s point of view shall
motivate the implementation of the search.

The topology of a typical event simulated by QCDINS is shown in figure 6.1a, where the
transverse energy Et in the hadronic centre-of-mass system (hCMS, the frame of reference,
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Figure 6.1: The topology of an instanton-induced event in the hadronic centre-of-mass
frame is shown in a) as the transverse energy Et of the produced hadrons deposited
in bins of the η−φ-plane, where η is the pseudo-rapidity and φ the azimuth. In b) the
diagram of the process is shown as a reminder.

where �q +�P = 0, see section 1.4) of the produced hadronic final state objects is shown in
bins of the azimuth φ and the pseudo-rapidity η. The pseudo-rapidity η is defined as η :=
− ln(tan(θ/2)). In the hCMS the forward part of the detector is mapped towards negative
η. The η−φ-plane shows the transverse energy of the hadrons produced in the instanton-
band around η = 1 and the current-jet of the instanton-induced event. Figure 6.1b shows the
Feynman-like diagram of the instanton-process as a reminder. Another event is displayed in
figure 6.2, where the simulated response of the H1 detector is depicted. A relatively hard jet
can be seen. In addition to the current jet a band of hadrons is spread over almost the whole
azimuthal angle.

Two peculiar features can therefore be easily identified in the Et-map and the sketch of
the detector. They are:

A jet with modest Et in every event produced by the current quark, which is generated in
the splitting of the virtual photon γ∗ → qq̄ and is the one not entering the instanton
subprocess. The jet has a typical transverse energy in the hCMS of Et,Jet ≈ 4GeV.

A band of hadrons with high Et in the event homogeneously distributed in azimuth, which
is generated by the particles produced by the instanton “decaying” isotropically in its
rest frame. This isotropy manifests itself on the hadron level as a band of hadrons in
hCMS with similar Et due to the large number of particles produced in the instanton
“decay”. Events simulated with QCDINS have transverse energies of up to 10GeV per
unit of rapidity [15] in the region of this band of hadrons, while standard deep-inelastic
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scattering events produce on average only 2GeV per unit of rapidity [85]. Many of the
produced hadrons are charged. Since 2n f − 1 quarks are produced by the instanton

decay and in addition
〈
ng

〉I ≈ 1/αs ≈ 3 gluons (see section 1.5) are emitted, the mean
number of partons produced is 10 [10] and the number of charged particles (also called
“multiplicity”) after the hadronization is approximately 20. The band is expected to
have a width of 2.2 units of rapidity [10].

Z

R

X

Y

Current-
Jet

e+

Current-
Jet

Band

Figure 6.2: The simulated response of the H1 detector to a Monte Carlo generated
instanton-induced event with typical kinematics x′ = 0.49, Q′2 = 130.7GeV2, x =
3.28× 10−3 and Q2 = 56GeV2. This figure shows a different event from the one in
figure 6.1.

Two other features of instanton-induced events mentioned in section 1.5 are not as easily
exploited experimentally. This is the production of strange mesons and baryons in every
instanton-induced event and the chirality violation.

To detect strange particles, particle identification is necessary. The most abundant strange
particles are kaons, mesons which contain strange or anti-strange quarks and in addition u
or d quarks. Charged kaons K± can be identified by their characteristic energy loss in the
tracking chambers. The typical efficiency for charged kaon identification in a limited region
of the transverse momentum of the tracks is 25% [86]. Neutral kaons exist in two varieties
called K0

S and K0
L , which are CP-violating superpositions of the CP-eigenstates K0

1 and K0
2 .

The mean decay length of K0
L is larger than the radius of the tracking system (cτ ≈ 15.5m)

of the H1 detector so that these particles can usually not be identified. However, the K0
S

(cτ ≈ 2.7cm) can be identified, if it decays into charged pions (in 64% of the cases) within
the detector’s central region (|η| < 1.3) with an efficiency of ≈ 40% [87].

Strange mesons can also be produced in standard DIS events, and in case of events with
high multiplicity it is also quite likely that strange particles are produced in the fragmen-
tation process. In instanton-induced events typically a large number of (charged) particles
is produced, such that the strangeness production is not much larger than in the case of
high multiplicity background events. In the case of at least 12 charged particles produced
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and requiring at least one K0
S in the final state, only about 40% more K0

S are expected in
instanton-induced events compared to standard DIS events [15, 84].

Both, the low efficiency for detecting strange particles and the expected high strangeness
production in high multiplicity normal DIS events, make a discrimination of instanton-
induced events based on an identification of strange mesons or baryons not very promising
and it was not pursued in this search.

Since chirality is conserved in perturbative QCD, detecting the violation of chirality in a
selected sample of DIS events would provide strong evidence for instanton-induced events.
However, measuring chirality can only be done on event samples by exploiting the angular
distribution of the decay particles using certain “self-analysing” decays of strange baryons.
An outlook on the prospects of such a search is given in [88].

Neglecting the increased strangeness production and chirality violation, the search will
be based on the typical kinematics of instanton-induced events and the expected high isotropy
of the instanton decay products in the rest-frame of the instantons.

6.2 Characteristic Instanton Variables

The discriminating variables used in this analysis are a mixture of variables which approx-
imately reconstruct the characteristic kinematical properties of the instanton subprocess, as
well as observables which characterise the instanton final state. Several of them have been
studied using Monte Carlo generated events without the detector simulation step [15, 84] to
identify those with the highest combined discriminating power. However, in these studies
the limited resolution and acceptance of the detector and the relatively low efficiency for de-
tecting strange particles was not taken into account. This makes it necessary to re-investigate
these proposed observables and also to partly redefine them such that they are less affected
by uncertainties introduced by the detector. In the following, first the reconstruction of the
kinematic variables of the instanton subprocess is described before the definition of all the
characteristic instanton-observables is given. The description of the distributions of these
observables in the data by the standard DIS Monte Carlo models is then studied. Finally,
the sensitivity of these observables to the two hadronization models of the QCDINS Monte
Carlo simulation is analysed.

6.2.1 Reconstruction of the I-Subprocess Kinematics and the I-Band

To define the reconstructed kinematical variables of the instanton subprocess and the observ-
ables characterising the final state of the I-subprocess, the following procedure was used:

1. Identify the scattered electron and calculate the photon four-momentum vector q by
exploiting (see section 1.5)

q = k− k′ . (6.1)

2. Make a list of all hadronic final state (FSCOMB-) objects (see section 5.4.2) and
Lorentz-boost all objects into the hadronic centre-of-mass system, defined by�q+�P = 0
(see figure 1.8). Only objects in the range −1.4 < ηlab < 2 are taken into account. This
restriction is justified by the distribution of the transverse energy flow per event and
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unit of pseudo-rapidity η shown in figure 6.3 for the data, the CDM and MEPS back-
ground simulations and the QCDINS simulation in the laboratory frame. Whereas
the MEPS model gives an excellent description of the data over the full η-range, the
description by CDM of the forward region starting at η � 1 is not very good. Here,
higher Et values are predicted by CDM than found in the data. However, also the
CDM model follows the shape of the data distribution introduced by the properties of
the detector. The upper cut on ηlab ensures the forward part of the LAr Calorimeter
is cut away, where the description by CDM is poor. Moreover, for larger ηlab in case
of the instanton Monte Carlo the transverse energy flow is probably not produced by
the I-band or current jet, but by soft partons emitted between the I-band and the proton
remnant. The simulations of these partons is anyhow doubtful, since it is not clear
if the concept of parton showers can easily be transported to I-events. In the region
η < 2 the energy flow associated with the I-band and current jet can be seen in the
distribution of QCDINS. The cut ηlab > −1.4 is located at the backward edge of the
LAr calorimeter.
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Figure 6.3: The transverse energy flow per event and per unit of η of the data, the CDM
and MEPS Monte Carlo background simulations in the laboratory frame. Cuts are
applied at η = −1.4, corresponding to θ = 152◦ and at η = 2 (θ = 15◦). In addition,
the prediction of the instanton simulation is shown.

3. Find the highest Et jet. The current jet is defined to be the jet with highest transverse
energy Et in the event. The CDF-CONE jet algorithm1 [89, 90] is used with a cone
radius of R = 0.5 and requiring a minimum transverse energy of the jet of Et,Jet ≥

1In a simplified way, the cone algorithm works as follows: First a distance measure is defined by r =√
(Δη)2 +(Δφ)2 in the η− φ-plane. All momentum vectors of the hadronic final state objects within a cone
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1GeV. The sum of the four-momenta of the objects identified by the jet algorithm as
belonging to the jet is defined to be the reconstructed four-momentum of the current
quark q′′rec. Using the identity q = q′′ +q′, the reconstructed four-momentum squared
of the quark entering into the I-subprocess is defined to be

Q′2
rec = −q′2rec := −(

q−q′′rec

)2
. (6.2)

Comparing the direction of the identified current jet with the direction of the current
quark for QCDINS simulated events, one finds that the current jet is correctly identified
in about 70% of the cases. Several different procedures of reconstructing Q′2 have been
studied, including variation of the parameters of the cone algorithm or even to identify
the band of hadrons produced by the I-transition first. A discussion on the ways to
reconstruct Q′2, the quality of the reconstruction of Q′2 and ways to reconstruct x′ is
presented in chapter 7. If no jet is found, Q′2

rec ≡ Q2, but the event is later neglected in
the search for instantons.

4. Remove the hadronic final state objects found by the jet algorithm in the previous step
from the list of all hadronic objects.

5. Reconstruct the instanton band. Again, several strategies were studied. The iterative
procedure described below was chosen due to its insensitivity to the remaining rela-
tively poor description of the energy flow by the CDM Monte Carlo in the forward
detector region (see figure 6.3). This has been explicitly checked by changing the ac-
ceptance cut in ηlab and studying the change of the observable distributions for the
two Monte Carlo simulations and the data. The band is defined to have a width of
±1.1 units in η centred around a mean η̄ which is defined iteratively by the following
procedure:

(a) Fill the transverse energy of all hadronic objects into a histogram in η ∈ [−5,5]
with bins of η = 1/3. η̄0 is given by the middle of the bin containing the highest
Et .

(b) Iterate the mean pseudo-rapidity η̄i

η̄i =
∑Et,hηh

∑Et,h
, (6.3)

where the sum is over all hadronic final state objects with transverse energy Et,h

in the band given by η ∈ η̄i−1 ±1.1, until

|η̄i − η̄i−1| < 0.01 . (6.4)

with radius R around a seed axis are summed up. The ET weighted mean of η and φ of the objects then becomes
the new jet-axis. The procedure is iterated until the jet-axis ceases to change. The jet is kept, if the transverse
energy exceeds a minimum E t,min. In this case, the same procedure is repeated for the remaining hadronic final
state objects.
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Figure 6.4: The distribution of the longitudinal momentum fraction ξ of the gluon momen-
tum with respect to the proton momentum which enters into the instanton subpro-
cess. The distribution generated by QCDINS is peaked at ξ ≈ 0.05 and has a mean
of ξ̄ ≈ 0.076.

6. Boost all hadronic final state objects within the instanton band region into the approx-
imated I-rest frame. Boosting into the rest-frame of the instanton is crucial to charac-
terise the final state of the instanton transition with shape variables, since the instanton
“decay” is expected to be isotropic only in its rest-frame. The boost is defined by (see
figure 1.8 for the definitions)

�q′rec + ξ̄�P = 0 , with ξ̄ = 0.076 . (6.5)

Here, ξ̄ is the mean of the ξ distribution, which is produced by the QCDINS Monte
Carlo generator, as shown in figure 6.4. The ξ distribution depends on the known struc-
ture functions of the proton as well as the kinematics of the perturbative I-subprocess
and is characteristic only for the instantons modelled by QCDINS.

Strategies to boost into the rest-frame of the band identified in the previous step were
also studied, but have the disadvantage of also forcing standard DIS events to be spher-
ical, thus degrading the separation power of the shape variables.

7. Calculate shape variables and the charged particle multiplicity in the I-rest frame. The
exact definition of these variables is given below, together with the definitions of the
variables describing the kinematic properties of the instanton subprocess.
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6.2.2 Definition of the Characteristic Instanton Variables

In the following, six variables are defined within the frames of reference described above.
The variables are:

1. The sphericity of the I-band, SphB, is defined in the instanton rest-frame by

Sph :=
3
2
(λ1 +λ2) , (6.6)

where λ1,2 are the two largest eigenvalues of the diagonalised sphericity tensor defined
by

Sαβ :=
∑i pα

i pβ
i

∑i |pi|2 , (6.7)

using the four-momenta pi of all hadronic objects associated with the I-band. The
calculation of SphB is performed by the LUSPHE routine of the JETSET [73] program
package.

2. The virtuality of the quark entering the I-subprocess, Q′2
rec, is defined as in the above

procedure (section 6.2.1).

3. The number of charged particles in the I-band, nB is defined as the number of charged
particle tracks as defined in section 5.3.5 within the region η ∈ η̄±1.1 of the instanton
band.

4. The transverse energy of the band, Et,B, is the scalar sum of the transverse energy of
all hadronic final state objects in the band region. It is calculated in the hCMS.

5. The isotropy variable, ΔB [91], which is calculated for all hadronic objects within the
I-band, is defined as

ΔB :=
Ein,B −Eout,B

Ein,B
(6.8)

with the help of

Ein,B := max
�i

∑
h∈Hadr. in

Band

∣∣∣�ph ·�i
∣∣∣ and Eout,B := min

�i
∑

h∈Hadr. in
Band

∣∣∣�ph ·�i
∣∣∣ , (6.9)

where the maxima and minima are found by trying out all orientations of the unit-
vectors�i and �ph are the momenta of the hadronic final state objects in the instanton
rest-frame. For pencil-like events (see figure 6.5), ΔB is close to 1, because there exists
an axis�i for which Eout, the sum of the projection on this axis of all momentum vectors
of the hadronic objects, is small, while there also exist a different axis perpendicular
to the one shown and parallel to the direction of the main axis of the event, where
Ein � Eout. For isotropic events no such axis exists and Ein ≈ Eout for all axes�i, such
that Δ ≈ 0.

6. The transverse energy of the jet, Et,Jet, is defined in the hadronic centre-of-mass frame
by adding up the four-vectors of all particles associated with the reconstructed current
jet.
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i
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Figure 6.5: This sketch shows the momenta depicted by arrows of particles emitted from a
single vertex for a pencil-like event (a) and an isotropic event in b). Also shown are the
axes�i which are used in the definition of the isotropy variables Ein and Eout as given in
the text.

6.2.3 Comparison of the Standard QCD Predictions with the Data

It has already been mentioned in the introduction of this chapter that half of the observables
will be used to create a possibly instanton-enriched subsample of events and that the other
half will be used to monitor the resulting sample. Therefore, the observables are studied here
in two groups.

The distributions of the observables SphB, Q′2
rec and nB for the data, for the two standard

DIS simulations and for the QCDINS Monte Carlo Generator are shown in figure 6.6a–c.
The same distributions in a logarithmic scale are depicted in figure 6.7a–c. The overall
description of the data by the CDM model is reasonably good; it describes the data within
10% except at very low and very high sphericity values, where a discrepancy of 20% is
observed. CDM simulated events have a larger fraction of highly spheric events than are
found in the data, while CDM undershoots the data in the region SphB < 0.2.

The MEPS Monte Carlo reproduces the data within 10–15%. However, at large mul-
tiplicities of the charged particles in the band, a discrepancy of up to 30% is found, since
MEPS undershoots the data, as can be seen in figure 6.7c.

The other observables Et,B, ΔB and Et,Jet are shown in figures 6.6d–f and 6.7d–f. Here,
the description of the data by the two standard DIS Monte Carlo models is slightly worse
than for the previous observables. The ΔB-distribution is described within 10–20% by both
Monte Carlo models. For both transverse energy distributions Et,B and Et,Jet, CDM and
MEPS behave differently. MEPS overshoots the data in the range of small Et,Jet < 2.5GeV
by 10%, while it has a softer tail towards higher Et,Jet < 10GeV, where it is below the data
by 20%. The tail of the distribution above 10GeV is well reproduced up to the largest
accessible values. The Et,B distribution is described by MEPS within 20%. CDM has a
transverse energy spectrum, which is too hard for large transverse momenta in Et,B as well as
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Figure 6.6: Distributions of the variables characteristic to instanton-induced events of the
data and the two standard DIS Monte Carlo models CDM and MEPS. Also shown is
the QCDINS model scaled by a factor of 500.
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Figure 6.7: Distributions of the data, the two standard DIS background models CDM and
MEPS, and the QCDINS Monte Carlo generator of the variables characteristic to
instanton-induced events in logarithmic scale.
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in Et,Jet. For low Et,Jet < 10GeV, CDM describes the data within 5–10%, but then exhibits an
increasingly too hard spectrum towards higher Et,Jet. This behaviour of CDM has also been
observed in two-jet and three-jet production in DIS at HERA [92, 93, 94]. In the high Et,B-
tail the discrepancy is even larger and for the highest accessible Et,B-values a discrepancy of
50% is seen. The overall description of the data by the MEPS Monte Carlo is better than the
description by CDM.

The instanton prediction is shown as a dash-dotted line in figure 6.6 scaled up by a factor
of 500 and in figure 6.7 unscaled but on a logarithmic scale. The instanton signal is about two
or three orders of magnitude smaller than the standard DIS background. The distributions
of the instanton-induced events are fairly distinct from the distributions of the standard DIS
background. The sphericity SphB is peaked towards higher (SphB ≈ 0.6) values, while the
background distributions show a plateau and peak at 0. The reconstructed virtuality of the
quark entering the instanton subprocess Q′2

rec peaks towards ≈ 120GeV2, reflecting the steep
rise of the instanton cross-section towards lower Q′2, which is cut-off at Q′2

min ≈ 113GeV2

due to the limits of instanton perturbation theory. Both, the transverse energy of the jet and
the band, peak towards higher values compared to the background (〈Et,B〉 ≈ 11GeV and〈
Et,jet

〉 ≈ 5GeV). The charged particle multiplicity as expected by the instanton model is
also larger and the isotropy variable ΔB is smaller compared to standard DIS events, due to
the higher isotropy.

6.2.4 Influence of the Hadronization Model on QCDINS Events

Since the QCDINS Monte Carlo by default uses a different hadronization model than the
standard DIS Monte Carlo generators, it is necessary to study what influence the hadroniza-
tion has on the predictions of QCDINS. Figure 6.8 shows the variation of the three observ-
ables nB, SphB and Q′2

rec when using two different hadronization models, the cluster frag-
mentation model as implemented in HERWIG and the Lund String model as implemented
by JETSET. In both cases, a simulation of the H1 detector was performed. As can be seen,
the differences are small compared to the reference Monte Carlo CDM, i.e. the characteris-
tics of the instanton process are not changed significantly. A detailed study on the effect of
hadronization on the final state of QCDINS generated events with similar results was done
in [15].

It needs to be noted, that it is not entirely clear, whether I-induced events actually hadro-
nize in the same way as normal DIS events, since the energy density is very high. In the
hadronic centre-of-mass frame, a transverse energy flow of up to 9GeV per unit of rapidity
is expected. This is about 4.5 times more than in standard DIS [85] (see also figure 6.3 which
shows the energy flow in the laboratory frame). In addition, a large number of partons (≈ 10)
is emitted from a small region of space-time of the size of the instanton [10].

It is not possible to test the other conceivable hadronization models. Possible candi-
dates would be models used to describe heavy ion collisions. However, they are not yet
available in the form of Monte Carlo simulation programs. Nevertheless, it is ensuring that
the hadronization corrections to the chosen variables are not big. Therefore, it seems to be
adequate to use a standard hadronization model.
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Figure 6.8: The change of three observables characteristic to instanton-induced events is
shown when changing the hadronization routine in QCDINS from the default cluster
fragmentation, as implemented in HERWIG to to the Lund string fragmentation as
implemented in JETSET. The three observables are the number of charged particles nB

in the I-band, the SphB and the reconstructed Q′2 of the process Q′2
rec. As a reference,

the CDM model is shown.

6.3 Search Strategy

In this section the strategy of the search for instanton-induced events is laid out and discussed
in more detail.

Six observables characteristic for instanton-induced events have been defined in sec-
tion 6.2. In the search three of these observables will be used to obtain a subsample of
events which exploit different characteristics of instanton-induced events. Q′2

rec, SphB and nB

are chosen, mainly because of the good description of the distributions of the data by the
Monte Carlo simulations of the background. The other three variables (Et,B, ΔB and Et,Jet)
will be used to control the selection.

Using only half of the characteristic observables to extract a sample of instanton-like
events, allows to use the other variables to monitor this sample. In addition, discrepancies
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are seen in the description of Et,B and Et,Jet by the standard DIS Monte Carlo simulations.
Moreover, the QCDINS prediction of both observables are also affected by unknown contri-
butions of non-planar diagrams. Two other aspects shall also be mentioned. First, a cut-based
method performs increasingly worse with a growing number of variables, as was pointed out
in chapter 3, since the efficiency of the signal events decreases drastically. The second aspect
is, that with a growing number of variables also the systematic uncertainty of the final result
increases. In the extreme case, this can alleviate any gain from a higher separation power
due to the increased number of variables entering the selection. This will be discussed in
more detail in chapter 8.

Two different methods are used to select instanton events: a cut-based method which uses
optimised cuts on the observables and a multivariate discriminant techniques as described in
section 3.4. The decision to employ two independent methods was taken, because a mul-
tivariate method is expected to allow a better discrimination of events, while on the other
hand multivariate methods are not yet widely used in high energy physics and therefore a
cross-check by a more traditional method is requested by many physicists. The results of
the method based on a combination of cuts is described in section 6.5. The search based
on a multivariate discriminant employing the range searching technique is described in sec-
tion 6.6.2.

The comparison of the standard DIS predictions with the data has shown, that the overall
description of the three cut variables by the MEPS Monte Carlo generator is better than the
description by the CDM model. Therefore, the MEPS simulation will be used to model the
background in the search using the discriminant. The resulting cuts will then be applied to
the CDM model and a comparison of the outcome will be done to the MEPS model.

Before the discrimination methods are employed, the systematic uncertainties of the ob-
servables used to create an instanton-enriched subsample of events are studied in the follow-
ing section.

6.4 Systematic Uncertainties

In addition to the statistical error due to the limited number of events that were recorded
or simulated, the search for instanton-induced events is also affected by systematic uncer-
tainties. Systematic uncertainties can be due to model uncertainties of the employed Monte
Carlo simulators, due to a bad description of the data by these model, or due to resolution
effects of the measurement in the detector and limitations in the knowledge of the detector
calibration. It is necessary to understand the effects of these uncertainties on the variables
employed in this search in order to find the observables that are least affected and to assign
a systematic error to the final result.

In the following, the effects of systematic uncertainties (to be discussed below) on the
variables, characteristic for instanton-induced events and used to create the instanton-en-
riched sample of events, are studied. The relative variations of the observables are shown
in figure 6.10 for the sphericity, figure 6.11 for the reconstructed Q′2

rec, and in figure 6.12
for the number of charged particles in the band. Relative variation means the ratio of the
MEPS Monte Carlo predictions where the properties of the hadronic final state objects and
the tracks of the MEPS Monte Carlo after the detector simulation have been adjusted, to the
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unchanged MEPS Monte Carlo simulation. In figure 6.13, the differences of the CDM and
MEPS Monte Carlo Models are shown.

The following sources of systematic uncertainties were taken into account:

a) Hadronic energy scale in the LAr calorimeter: The uncertainty of the measurement of
the hadronic energy scale in the LAr calorimeter is an important source for the sys-
tematic error. An estimate of the uncertainty that needs to be assigned can be obtained
from the energy and momentum balance of the events. Figure 6.9 shows the E− pz and
pt,had/pt,el-distribution of the MEPS Monte Carlo and the data (see also section 5.3.3).
The reconstruction of the energy by the LAr calorimeter was scaled by ±4% for the
MEPS Monte Carlo. In most cases, the data points are contained between the two
Monte Carlos, justifying the error of 4% that has been assigned to the LAr energy
measurement. This is also the value used in a study on two jet [92] and three jet
production in DIS [93].

Scaling the measurement of the hadronic energy has an impact of typically 5% on the
reconstructed Q′2, since this quantity is defined using the reconstructed current jet and
the hadronic objects in the I-band, both depending on hadronic objects defined with
the LAr-Calorimeter.
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Figure 6.9: Comparison of the E− pz and pt,had/pt,el distribution of the data with the MEPS
Monte Carlo, where the energy scale of the LAr calorimeter was changed by +4% (full
line) and −4% (dashed line).

b) SpaCal electron energy scale: An error of ±1% is assigned to the absolute energy mea-
surement of the scattered electron in the SpaCal calorimeter. The error was obtained
[95] by comparing the electron energy as measured in the calorimeter with the value
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that was obtained with the double angle method, which is insensitive to the calibra-
tion of the calorimeter or an incomplete measurement of the hadronic final state [81].
All three variables used in the search are affected by 1–5%, with the sphericity being
affected most, especially towards higher values.

c) Electron scattering angle: The scattering angle of the electron is varied by ±2mrad
[92]. Again, this quantity has an influence on the reconstructed kinematics of the
event, which induces a change of about ±3% in all three instanton variables.

d) Track momentum scale in the hadronic final state objects: The hadronic final state ob-
jects (FSCOMB-objects) used in this analysis are defined by track information as well
as energy measurements in the calorimeters. The momentum of these tracks is rescaled
by ±3% to account for systematics uncertainties [92], leading to a change of below 2%
in all three observables.

e) SpaCal hadronic energy scale: The SpaCal calorimeter not only measures the scattered
electron, but in some cases also hadrons produced in the collision. This influences
E − pz and the transverse energy of the particles found in the SpaCal. The hadronic
energy scale is known up to ±7% [97]. The effects on the observables are very small
and below 1%.

The following systematic uncertainties were assigned to the measurement of tracks, and
only affect nB:

f) Track momentum calibration: The energy and momentum of the tracks were varied by
±1% [96], leading to a change of nB of less than 3% for nB < 14 and 7% for larger nB.

g) Track azimuth angle: Changing the azimuth of the tracks by up to ±2mrad [96] changes
nB by less than 1%.

h) Track polar angle: By changing the polar angle, tracks may be moved out of the I-
band, and thus the number of tracks in the band is affected by changing θTrack by
±2mrad[96]. The induced uncertainty of nB is less than 2% and grows towards small
nB.

i) Track efficiency: The efficiency of finding a track well within the acceptance of the cen-
tral tracking system of the H1 detector is known to be larger than 95% for tracks with
pt < 250MeV and 98% for pt ≥ 250MeV [96]. Here, the full reconstruction inef-
ficiency is treated as systematic uncertainty. For small nB (nB < 2) this induces an
uncertainty of 4%, for larger nB the error is below 1%.

In addition to the above stated uncertainties, two further sources of systematic uncertain-
ties need to be taken into account:

Uncertainty of luminosity: The luminosity is only known up to 1.5% (see section 2.2.3).
To take this into account, an overall error of 1.5% was added quadratically to the
systematic uncertainty.
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Figure 6.10: Systematic change of the sphericity SphB due to the property stated in the
figures being changed up (full line) or down (dashed line). The relative change of the
MEPS Monte Carlo is shown, i.e. the ratio of the Monte Carlo prediction with the
changed reconstruction to the default prediction. The largest systematic uncertainties
are induced by the electron energy scale (b) and the electron scattering angle (c), where
variations of up to ≈ 5% are seen. The sphericity is not affected by changes of the
track reconstruction, since only hadronic final state objects enter into the definition
(for FSCOMB objects the track momentum scale is changed separately, shown in d)).
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Figure 6.11: Systematic change of Q′2
rec when the reconstruction of the property stated in

the figures is changed up (full line) or down (dashed line). The relative change of the
MEPS Monte Carlo is shown, i.e. the ratio of the Monte Carlo prediction with the
changed reconstruction to the default prediction. The largest systematic uncertainties
is induced by the electron energy scale (b) with variations around 5%. Q′2

rec is insen-
sitive to the track uncertainties, because in the definition only the hadronic final state
objects enter (for FSCOMB objects the track momentum scale is changed separately,
shown in d)).
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Figure 6.12: Systematic change of the multiplicity in the band nB when the reconstruction
of the property stated in the figures is changed up (full line) or down (dashed line).
The relative change of the MEPS Monte Carlo is shown, i.e. the ratio of the Monte
Carlo prediction with the changed reconstruction to the default prediction. The largest
systematic uncertainties are induced by the electron energy scale (b) with variations
around 5% and the track efficiency which induces an uncertainty of 7% in the lowest
bin.
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Error on F2: The structure function F2 of the proton which enters into the Monte Carlo
simulation is known in the kinematic range of this analysis approximately to 3%.
The Monte Carlo simulations originally produced with the CTEQ4 [69] parton den-
sity functions have been reweighted by the recent H1 F2 measurements [70]. This
error of 3%, too, was added in quadrature to the overall systematic error.

Another source of systematic uncertainties is the model dependency of the standard DIS
predictions. In figure 6.13 the relative variations of the predictions of the CDM and MEPS
model for the three cut-variables are shown. The difference in the predicted sphericity is
below 10% and the difference for Q′2

rec is below 10% for Q′2
rec < 200GeV2, but only below

20% for larger values of Q′2
rec. The relative difference in the predictions of the multiplicity

of the instanton band is below 10% for small and medium multiplicities nB ≤ 10, but rises
strongly towards very high multiplicities.

Since the model dependency is quite large, it will not be added to the total systematic
error. Instead all calculations will be done for both models individually and the results will
be compared.

6.5 Combinatorial Cuts Based Search

To create a sample of events with a reduced standard DIS background, cuts are applied
to the three variables SphB, Q′2

rec and nB. In order to find the optimal selection of cuts,
125 combinations of reasonable cuts are applied to the distributions of the standard DIS
and QCDINS models. The cuts tried are given by all combinations of the following cuts
(compare with figures 6.6a–c):

0.35,0.4, 0.45, 0.5, 0.55 < SphB

90, 95, 100, 105, 110 < Q′2
rec < 200GeV2

9, 10, 11, 12, 13 < nB

From all cut combinations, the cut scenario is chosen that leads to the best separation power
S = εINS/εsDIS (see section 3.1, in particular (3.2)), where εINS is the instanton signal effi-
ciency and εsDIS the standard DIS background efficiency, at a minimum instanton efficiency
of εINS ≈ 10%.

The best separation power S is obtained for SphB > 0.4, 95 < Q′2
rec < 200GeV2 and

nB > 11. This combination of cuts yields S = 125 for the MEPS model and S = 86 for
the CDM model representing the background. The instanton efficiency is εINS = 10.2%.
Thus, the background was suppressed by a factor of approximately 1000. It needs to be
stressed that this cut scenario was chosen not by looking at the data but only by optimising
the separation power for the I-signal model and two standard DIS background models.

6.5.1 Results of the Cut-Based Method

With the cuts stated above, 484 data events were found, while the CDM model predicts
443+29

−35 events and MEPS 304+21
−25 events. These numbers are summarised in table 6.1. The

errors on the Monte Carlo models include the statistical as well as the systematic error added
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Figure 6.13: The dependency of the three observables Q′2
rec, SphB and nB, which are cut in

order to select an instanton-enriched subsample of events, on the Monte Carlo models
CDM and MEPS. Shown is the ratio of the CDM prediction over the MEPS prediction.
Differences of about 20% and more are seen in the description of the high multiplicity
tail and of 20 to 30% for high Q′2

rec. The description of the sphericity differs by about
5–10% only.
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N εsDIS S = εINS/εsDIS

DATA 484
CDM 443+29

−35 0.118% 86
MEPS 304+21

−25 0.081% 125
QCDINS 81

Table 6.1: The table summarises the results of the cut-based method. Listed are the num-
bers of events in the data and the expected numbers of events of the Monte Carlo
simulations, the background efficiency εsDIS and the separation power S after the cuts
nB > 11, 95 < Q′2

rec < 200GeV and SphB > 0.4.

CDM MEPS
up down up down

(a) LAr hadronic energy scale ±4% -1.22% 2.55% 0.23% 2.81%
(b) SpaCal electron energy scale±1% 0.07% -0.33% 1.38% -0.35%
(c) Electron scattering angle ±2mrad -1.32% 2.64% -1.27% 2.13%
(d) Track momentum scale (FSCOMB)±3% 0.93% -0.75% -0.56% 3.02%
(e) SpaCal hadronic energy scale ±7% 0.00% 0.00% -0.39% 0.00%
(f) Track momentum scale ±3% 0.19% -3.14% 0.22% -3.74%
(g) Track azimuth angle±2 mrad -0.21% 0.37% -0.03% 0.18%
(h) Track polar angle ±2 mrad 0.84% -1.06% 0.94% -1.65%
(i) Track efficiency 95/98% -3.62% -4.28%
Luminosity uncertainty 1.5% 1.5% 1.5%
F2 uncertainty 3% 3.0% 3.0%
Total syst. uncertainty (absolute # events): 19.5 -27.6 16.5 21.4
Statistical error (absolute # events) 21.5 13.0
Total Error (absolute # events) 29 -35 21 -25

Table 6.2: The systematic errors of the cut-based discrimination method. “Up” and “down”
mean, that the respective error is calculated by scaling the stated property upwards
or downwards by the given percentage. The main contributions to the systematic un-
certainty come from the LAr hadronic energy scale, the electron scattering angle, the
track momentum scale and the track efficiency.
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in quadrature. The sources for the systematic uncertainties were described in the previous
section and the resulting uncertainties are listed in detail in table 6.2. The largest sources
of systematic uncertainties are the hadronic energy scale in the liquid argon calorimeter, the
electron scattering angle, the track momentum scale and the efficiency for track finding.

More events are found in the data than in either one of the background Monte Carlo sim-
ulations. While MEPS suggests a clear excess in the data, the prediction by the CDM model
is only slightly below the data. It is surprising that CDM comes closer in the description of
the data after the application of the instanton selection cuts, since it had more difficulties to
describe the data prior to any cuts. The two standard DIS Monte Carlo simulations disagree
considerably with each other, and the excess seen by the MEPS model is of the order of this
disagreement, so that no firm conclusions can be drawn. Table 6.1 also includes the expected
number of QCDINS generated events passing the cuts for a comparison.

In figure 6.14 the six observables are presented after applying all cuts. Shown are the
data, the two Monte Carlo simulations and the QCDINS prediction. The shape of the excess
of the data of the distributions of nB, Q′2

rec, SphB and ΔB are compatible with an instanton
signal, especially for the MEPS model. Since CDM is only slightly below the data, the
excess seen by the data over the CDM model is too small to be explained by the instanton
model, although the shape is compatible. While the shapes of the Et,Jet distributions neither
support nor reject the instanton hypothesis, the excess in the Et,B variable tends to lie towards
lower values than favoured by the instanton model. It should be noted, however, that these
two variables are most affected by contributions of non-planar diagrams (see section 1.5) and
shifts towards lower values are well possible [16].

Since this study, based on combinatorial cuts, neither rejects nor supports the instanton
hypothesis, a study based on a multivariate method using range searching will be applied in
the next section. The expected better discrimination between signal and background events
may help to make a clearer statement.

6.6 A Discriminant Search

The same data sample as in the cut-based search will now be studied with the multivariate
discriminant method based on range searching.

6.6.1 Definition of the Discriminant

To model the background and signal of the multivariate discriminant, only a fraction of the
Monte Carlo events is used, to have statistically independent training and validation events.
Of the 301722 weighted MEPS events, for which weights add up to a total of 1.754 ·106, 40%
were chosen at random as training events. 70% of the 165301 QCDINS generated events,
with a sum of weights of 131683, were chosen as training events for the signal. The reasons
to divide the sample of events in this way is first to have nearly equal amounts of events
in the two binary trees for the signal and the background, and second to have sufficiently
many events left in the signal region, where the performance of the method is measured and
differential distributions will be plotted. The CDM events were not used in the discriminator,
they were only used as control events, due to the limited statistics of only 163930 real events
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Figure 6.14: The observable distributions a) of the sphericity SphB, b) the reconstructed
virtuality Q′2

rec, c) the charged particle multiplicity in the band nB, d) the transverse
energy in the band Et,B, e) the isotropy variable ΔB and f)the transverse energy of
the current jet Et,jet after the cuts (SphB > 0.4, Q′2

rec < 200GeV2, nB > 11) to enrich
instanton-induced events. Data (filled circles), the two standard DIS background mod-
els CDM and MEPS (full and dashed line) and the prediction of the QCDINS model
(dash-dotted) are shown.
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with a sum of the weights of 834000. It was checked, however, that the results obtained do
not significantly change when the CDM model was used in the discriminant.

Several different box-sizes were studied, where also the relative length of the edges of
the box was varied. However, this did not change the resulting separation power by more
than about 10%. Nevertheless, the box with the best separation power was chosen.

The lengths of the edges of the box, in which events are counted around the event to be
classified, is 65GeV2 for Q′2

rec and 0.0875 for SphB. The nB distribution is special since only
integer values of nB occur. The possible values of the box-size in the nB-direction is thus
restricted. Not centring the box around the value nB of the event to be classified yielded the
best results. Since this distribution has a long tail with increasingly few events per bin, the
size of the box in nB is 6 with only 1 downward and 5 bins towards larger values of nB. That
is, events with numbers of charged particles nB ≥ nB,0 −1 and nB ≤ nB,0 +5 were counted,
with nB,0 the charged particles multiplicity in the I-band of the event to be classified. To limit
the statistical error of the discriminant, at least 20 signal and background events each were
required in the box, otherwise the event was classified as background. The induced error
on the separation power can be estimated to be about 10% using the above studied different
box-sizes.

6.6.2 Results of the Discriminant Search

The resulting discriminant is shown in figure 6.15. The shape normalised signal and back-
ground distributions are shown along with the H1 data. The data are well described by the
two Monte Carlo models except in the leftmost bin at D = 0, where a discrepancy of 12%
is seen in the CDM model. The data and background distributions peak towards D = 0,
while the QCDINS simulated distribution peaks towards D = 1. For D > 0.988 an instan-
ton efficiency of 10.0% is obtained, the same efficiency as for the I-enriched sample of the
combinatorial cut-based method.

The discriminant achieves a separation power of 126 in case of the MEPS model and
106 in the case of the CDM model at an instanton efficiency of 10%. While the increase in
separation power is more than 20% for the CDM model, only a small increase is obtained in
case of the MEPS model when compared to the result of the combinatorial cut method. Thus,
although only the MEPS model was used to model the background events in the discriminant,
the two background models do not disagree as much as in the case of the combinatorial cut
method.

Interestingly, calculating the separation power of the cuts of the combinatorial cut method
for the validation events only, with the CDM model S = 84 is achieved, and for the MEPS
model S = 118. It seems that picking the best cut scenario out of 125 will also pick a scenario
that profits slightly from statistical fluctuations. In fact, at least a 2σ deviation is expected
from the actual separation power of the cuts.

Applying the cut D > 0.988, 410 events are observed in the data, while 354+40
−26 are pre-

dicted by the CDM model and 299+25
−37 events are expected by the MEPS model (see ta-

ble 6.3). The Monte Carlo errors are obtained by adding the statistical and systematic uncer-
tainties added in quadrature. The sources of the systematic uncertainties are summarised in
table 6.4. The largest sources of systematic uncertainties are the hadronic energy scale of the
liquid argon calorimeter, the energy scale of the electron in the SpaCal calorimeter, and the
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Figure 6.15: The shape normalised discriminant D of the 1996 and 1997 H1 data along with
the standard DIS background models CDM and MEPS. The background models and
the data peak sharply towards D ≈ 0, while the QCDINS model peaks towards D ≈ 1.

N εsDIS S = εINS/εsDIS

DATA 410
CDM 354+40

−26 0.095% 106
MEPS 299+25

−37 0.080% 126
QCDINS 81

Table 6.3: The table summarises the results of the multivariate discriminant method based
on range searching. Listed are the numbers of events, the background efficiency εsDIS

and the separation power S for the cut D > 0.988.

track momentum scale and track finding efficiency. The obtained number of events after the
cut on D are compatible with the result obtained by the cut-based method.

A closer look at table 6.4 reveals that, e.g. for the track momentum uncertainty, the re-
sulting estimated error is very asymmetric. Figure 6.16 shows the influence of the systematic
uncertainties on the discriminant D. Large values of D are blown up by plotting D with a
scale according to − log10(1−D). As can be seen, the asymmetry seems to be a feature of
the discriminant.

6.6.3 Observable Distributions of the I-Enriched Sample

Comparing the systematic uncertainties of the discriminant method and the cut-based method,
one sees that the overall systematic uncertainty is larger for the discriminant method. In par-
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Figure 6.16: Systematic change of the discriminant D when the parameters stated in the
figures are changed up (full line) or down (dashed line). The relative change of the
MEPS Monte Carlo is shown. The largest systematic uncertainty is induced by the
electron energy scale (b) with variations around 5%, except for the rightmost bin where
a change of 15% is observed.
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ticular, the SpaCal energy scale which makes only a minor contribution to the systematic
uncertainty of the result of the cut method has a big influence on the result of the discrimi-
nant search. The reason for this behaviour is unclear. However, it should be noted that only
≈ 2/3 of all data events selected by the discriminant method are also selected by the cut-
based method. We will also see in the following section, that the selected events come from
different regions of the phase space.

All discriminating variables after a cut on D > 0.988 are shown in figure 6.17. One
advantage of the multivariate discriminator technique over the cut-based method is that the
full distribution of the three observables used to discriminate the instanton signal from the
background can be inspected. It is interesting to note, that the largest drops in the three
cut variable distributions are seen there, where the cut-based method placed the cuts. The
nB distribution also reveals that the excess of the data over the background Monte Carlos,
which seems to come only from the bin with 12 charged particles in the case of the cut-based
method, actually also extends towards lower values of nB.

The shape of the excess of the data in the nB, Q′2
rec and SphB distribution is similar to

the shape of the instanton contribution. While by definition of the discriminant the shape of
background and signal distribution have to be similar (unless the full potential of the method
is exploited), the shape of the excess of the data over the background Monte Carlo is not an
artifact of the method and therefore significant. For Et,B and Et,Jet the shape of the QCDINS
expectation does not fit in well in the gap between data and the CDM model, while the shape
of the MEPS model is compatible with the data. Since both observables are most affected
by the theoretical uncertainties due to non-planar diagrams, the shape can not rule out the

CDM MEPS
up down up down

(a) LAr hadronic energy scale ±4% 2.73% 4.60% 3.80% -1.42%
(b) SpaCal electron energy scale ±1% 4.98% 4.70% -6.29% -1.07%
(c) Electron scattering angle ±2mrad -1.32% 2.64% -1.27% 2.13%
(d) Track momentum scale (FSCOMB)±3% 2.78% 2.00% -0.55% 1.13%
(e) SpaCal hadronic energy scale ±7% 0.09% 0.09% 0.00% 0.00%
(f) Track momentum scale ±3% 0.09% -3.04% 0.20% -5.88%
(g) Track azimuth angle ±2 mrad -0.32% 0.08% -0.22% 0.20%
(h) Track polar angle ±2 mrad 0.80% -0.61% 0.61% -2.99%
(i) Track efficiency 95/98% -3.53% -4.05%
Luminosity uncertainty 1.5% 1.5% 1.5%
F2 uncertainty 3% 3.0% 3.0%
Total syst. uncertainty (absolute # events) 35.6 -18.4 15.7 -31.5
Statistical error (absolute # events) 17.9 18.9
Total Error (absolute # events) 39.9 -25.7 24.6 -36.8

Table 6.4: The systematic uncertainties of the multivariate discrimination method. The
main contributions to the systematic error come from LAr energy scale, the SpaCal
electron energy scale, the track momentum scale and the track efficiency.
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Figure 6.17: The observable distributions of a) the sphericity SphB, b) the virtuality Q′2
rec,

c) the multiplicity in the band nB, d) the transverse energy in the band Et,B, e) the
isotropy variable ΔB and f) the transverse energy of the current jet Et,jet after the cut
D > 0.988 to enrich instanton-induced events. Data (filled circles), the two standard
DIS background models CDM and MEPS (full and dashed line) and the prediction of
the QCDINS model (dash-dotted) are shown.
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Figure 6.18: In a) the distribution of the discriminant is shown for the data, and the MEPS,
CDM and QCDINS models. On the x-axis D is drawn with a scale according to
− log10(1−D). b) shows the ratio of the difference of data and the CDM or MEPS
model to the data including systematic and statistical uncertainties. Also shown is the
respective statistical error of the data and the ratio of expected events from QCDINS
to measured data events.

instanton hypothesis. The difference seen in the isotropy variable ΔB between the data and
the standard DIS Monte Carlo simulations is in case of the MEPS model compatible with the
instanton hypothesis.

6.6.4 A Close-Up of the Discriminant

The multivariate discrimination technique offers furthermore the possibility to study the
complete information from the region, where no instanton contribution is expected in the data
up to the instanton-enriched region, by inspecting the distribution of the resulting discrim-
inant. Figure 6.18a shows the absolutely normalised discriminant double logarithmically,
where on the x-axis a scale according to − log10(1−D) is used to make the D ≈ 1 region
visible. The overwhelming fraction of the standard DIS background events is concentrated
at D � 1. Towards larger values of D, the background falls by three orders of magnitude,
while the instanton distribution peaks at D ≈ 0.95 and falls off slowly towards higher D. In
the last three bins, which correspond to the cut value of D > 0.988, an instanton contribution
of 20% is expected.

The description of the data by the background Monte Carlo simulations is illustrated in
more detail in figure 6.18b, where the ratio of the difference of background and data to data
is shown. Here, the statistical and systematic uncertainties are shown as a band. Within the
errors, the MEPS Monte Carlo gives an excellent description of the data up to D < 0.95. With
increasing separation a growing excess of events is seen in the data. The largest discrepancy
of 60% is seen in the bin with largest D. The increasing excess of data is qualitatively similar
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Figure 6.19: The distributions of the discriminating instanton observables of the MEPS
Monte Carlo simulation plus the fitted fraction of I-induced events (full line) together
with the data. As a reference the MEPS (dashed line) and the default QCDINS (dash-
dotted line) predictions by themselves are also shown.

to the expected instanton contribution, which becomes important at large values of D. This
contribution is shown as the ratio of the expected instanton signal over the data (dotted line).
The CDM Monte Carlo describes the data only in the lowest bin of D where most of the
events are located. For medium values of D, CDM lies below the data but comes closer to it
with growing D. In the last three bins of D, CDM slightly overshoots the data, although this
excess is not significant taking the errors into account.

Within the given accuracy of the standard DIS background models, no firm conclusions
can be drawn. While both standard DIS simulations predict an increasing excess towards
high values of the discriminant and thereby high likelihoods for instanton-induced events, a
large discrepancy between the Monte Carlo simulations is seen.

A Fit of the Instanton Fraction

By fitting the shape of the ratio of the QCDINS expectations to the data to the ratio of the
difference of data and MEPS to data (see figure 6.18b), one can derive the possible instanton
contribution to the data. In this way, the knowledge of the characteristic final state only of
the QCDINS simulated events and the prediction of the MEPS Monte Carlo for the expected
standard DIS background are exploited. The fit results in a 1.6 times larger cross-section for
instanton-induced events than is expected by the QCDINS simulation. A similar fit using
the CDM prediction is not possible, since in this case a negative contribution of instanton-
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Figure 6.20: The r−z- and x−y-views of the H1 detector show one of the selected events of
the 1997 data sample. Also shown is Et versus the η−φ-plane in the laboratory frame
including the scattered electron. The kinematics of the DIS event are x = 2.5 · 10−3

and Q2 = 62GeV2 at y = 0.27. The following instanton characteristic variables have
been calculated: SphB = 0.41, nB = 15, Q′2

rec = 119GeV2 and Et,jet = 4.7GeV.

induced processes would be expected over a large range of the discriminant, which does
not make sense. Because of this discrepancy, also the fit using the MEPS model should be
regarded with great caution.

With the known expected instanton contribution to the MEPS modelled background, it
is possible to compare the predicted background plus the fitted signal contribution with the
data. Figure 6.19 shows the MEPS prediction with the addition of the 1.6-fold default pre-
diction of QCDINS as a full line together with the standard MEPS and QCDINS simulations
and the data. Both contributions together, the one from the MEPS model and the one from
the fitted QCDINS model, describe the data rather well. For all distributions this fit is com-
patible within statistical errors with the data. However, it needs to be stressed, that since
with the CDM model such a fit would not succeed and the CDM model cannot so far be
disqualified, no firm conclusions can be drawn.

6.6.5 Examples of Selected Events

An example of an event selected by the cut on the discriminant is shown in figure 6.20. If
interpreted as an instanton-induced event as modelled by the QCDINS generator it is quite a
typical event with relatively low Q′2

rec ≈ 119GeV2 and a high multiplicity of nB = 15. In the
Et versus the η−φ-map in the laboratory system2 a densely populated band is seen around

2In the lab-frame positive η is in the direction of the proton (forward direction).
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Figure 6.21: The r − z- and x− y-views of the H1 detector show another one of the se-
lected events of the 1997 data sample. Also shown is Et versus the η−φ-plane in the
laboratory frame including the scattered electron. The kinematics of the DIS event
are x = 1.1 · 10−3 and Q2 = 35GeV2 at y = 0.37. The following instanton charac-
teristic variables have been calculated: SphB = 0.56, nB = 12, Q′2

rec = 137GeV2 and
Et,jet = 8.2GeV.

η ≈ 2. The reconstructed current jet has a transverse energy of 4.7GeV.
A possible standard DIS background event is shown in figure 6.21. This event has a

higher Et,jet of 8.2GeV and while there exists a densely populated band of particles, three
or four jets with relatively high transverse momenta stick out, so that this event can also
be explained as a multi jet event in standard QCD. Since only about a quarter of the events
selected by the cut on the discriminant are expected to be instanton-induced, three quarters
of the events are actually standard DIS events.

6.7 Cross-Section Exclusion Limits

Since no evidence for instanton-induced events in deep-inelastic scattering has been found
in the H1 data given the large uncertainties of the standard DIS background, limits on
the instanton-induced cross-section are derived in this section. Because the hadronic final
state of instanton-induced events strongly depends on the centre-of-mass energy squared
W 2

I = Q′2(1− x′)/x′ available for the partons emerging from the instanton subprocess, the
topology of the events is crucially influenced by the minimal cut values, above which instan-
ton perturbation theory is believed to be valid and is used. In addition, the topology of the
hadronic final state depends on the assumed x′ and Q′2 distributions, which are under theo-
retical control only for large enough x′ and Q′2. To be independent of this theoretical input,
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the cross-section limits will be calculated in small ranges of these variables in section 6.7.2.
The result will be compared to recent lattice data in section 6.7.3. However, first the limit on
the cross-section for instanton-induced event in the fiducial region is calculated.

6.7.1 Cross-Section Limits in the Fiducial Region

A limit3 on the maximum number of allowed instanton-induced events n lim at 95% confi-
dence level (CL) is derived by first calculating the probability density function of finding
nobs observed events, if nbg background and ns = εsñs signal events are expected in the re-
gion selected by the cut. The probability density is then given according to Bayes theorem
by the Poisson distribution

P(nobs;µ = nbg +ns) =
e−(nbg+ns)(nbg +ns)nobs

nobs!
. (6.10)

Here, no uncertainties of the background and the efficiency of the signal have yet been taken
into account. To do this, the distribution is convoluted with the uncertainty of the background
and the signal efficiency, both modelled by Gaussians Gbg(x;µ = nbg,σbg) and Gs(x;µ =
ns = εsñs,σns = σεs ñs) to obtain the probability density g(ns) of finding ns instanton-induced
events in the fiducial region

g(ñs) = c
∫ ∞

0
dnbg

∫ ∞

0
dns P(nobs;nbg +ns)Gs(ns)Gbg(nbg) , (6.11)

where c is an appropriate normalisation constant.
The limit on the maximum number of signal events in the fiducial region can be then

derived by requiring the probability of finding more than nlim events to be 1-CL:∫ ∞

nlim

g(ñs)dñs
!= 1−CL (6.12)

The maximum number of allowed signal events nlim is obtained by solving (6.12) numeri-
cally using an algorithm from [99].

With the maximum possible number nlim of instanton-induced events in the sample after
the instanton-enriching cuts, the cross-section limit is given by

σlim =
nlim

L
, (6.13)

where L is the total integrated luminosity.
In the fiducial region x′ > 0.35 and Q′2 > 113GeV2, an instanton cross-section of 109pb

(47pb) can be excluded by the MEPS (CDM) model using the combinatorial cut method (see
table 6.5) at a confidence level of 95%. Applying the method to the multivariate discrimi-
nant, allows to exclude an instanton-induced cross-section of 80pb using the MEPS Monte
Carlo as a background model and 55pb using the CDM Monte Carlo. Both discrimination
techniques lead to similar results. The limits are not far from the predicted cross-section in
this region which is calculated to be approximately 43pb.

3The method used here, follows closely the ideas in [98].



98 CHAPTER 6. THE EXPERIMENTAL SEARCH

NDATA CDM MEPS Bg. Independent
NCDM σlim NMEPS σlim σlim

Combinatorial cuts 484 443+29
−35 47pb 304+21

−25 109pb 255pb
Discriminant method 410 354+40

−26 55pb 299+25
−37 80pb 221pb

Table 6.5: The table shows the limits derived on the instanton-induced cross-section in the
fiducial region at a confidence level (CL) of 95%. The background independent limit
was calculated by setting the expected background contribution to zero.

It has been said before, that it is questionable, whether the two DIS Monte Carlo models
are able to describe the standard DIS background in this extreme corner of the phase space,
where only about 0.1% of the events of the whole data sample of DIS events are expected.
It is therefore desirable to provide a cross-section limit independent of these Monte Carlo
predictions. This is achieved by deriving an upper limit where the standard DIS background
is set to zero. Whatever the “true” number of DIS background events in this region of phase
space is, which is selected only by exploiting the QCDINS predictions on the hadronic final
state, the number of instanton-induced events can certainly not be larger than the number of
events found in the data. By this, a very conservative limit can be extracted which only de-
pends on the topology of instanton-induced events as modelled by the QCDINS Monte Carlo.
At 95% confidence level, an instanton-induced cross-section of 255pb can be excluded by
the combinatorial cut-method and of 221pb by the discriminant method.

6.7.2 Instanton Model Independent Cross-Section Limits

To further reduce the influence on an assumption on the x′ and Q′2 distribution of the events, it
is necessary to become independent of the distribution of these variables. If the cross-section
limits are derived in small bins of x′ and Q′2, the dependence on the predicted behaviour of
these distributions vanishes, and the only theoretical input left is that the topology is correctly
described for fixed x′ and Q′2.

The limits are derived for 25 bins in x′ and Q′2, which form a grid of bins with equal
size in the x′ −Q′2-plane. The bins divide the range between x′ = 0.2 and x′ = 0.45 into
five equidistant bins and the range between Q′2 = 60GeV2 and Q′2 = 160GeV2 also in five
equidistant bins. For each bin separately, the combinatorial cut method is used to find the
best combination of cuts which gives the highest separation power at an instanton efficiency
of εINS � 10% for the type of instanton-induced event corresponding to the given kinematics.
The results are shown in figure 6.22 and the detailed numerical values are collected in Ap-
pendix B as table B.3. Like in the fiducial region, the CDM model predicts a larger number
of background events as compared to the MEPS model which leads to cross-section limits
which are in general a factor of two smaller. Because of the large disagreement between the
two standard DIS models, background model independent cross-section limits are extracted
by setting the number of background events to zero. This is shown as the filled area in fig-
ure 6.22. Depending on the kinematical region, cross-sections between 65pb and 1100pb
can be excluded.
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Figure 6.22: 95% confidence limits on the instanton-induced cross-section derived from the
H1 data in bins of x′ and Q′2.
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Figure 6.22 also shows the QCDINS calculations as a full line in the fiducial region and,
assuming all assumptions of the calculation are approximately valid, extrapolated toward
smaller x′ as a dashed line. The upper limits are above the predicted instanton cross-section
in the fiducial region x′ > 0.35 and Q′2 > 113GeV2, even when only the Monte Carlo model
with the smaller upper limits is taken into account. However, the data can exclude the steep
rise of the instanton cross-section towards lower values of x′ and Q′2, which is expected
from a naive extrapolation of instanton perturbation theory (dashed line). This is the first
experimental hint that the steep rise towards larger instanton sizes and smaller instanton
distances predicted by instanton perturbation theory has to be attenuated. A confrontation of
this observation with non-perturbative QCD simulations on a lattice will be presented in the
next section.

6.7.3 Confrontation With Lattice Data

The limits that have been derived above in bins of x′ and Q′2 can be transformed into the
ρ∗ −R/〈ρ〉-plane in order to confront them with lattice data. Remember, that ρ∗ is the ef-
fective instanton size which determines the integral in the instanton cross-section calculation
(1.38) and R is the instanton- anti-instanton distance. Since the variables x′ and Q′2 are
conjugate to R/〈ρ〉 and ρ∗ (see equation (1.41)), the limits can be directly mapped into the
ρ∗-R/〈ρ〉-plane. However, the transformation is numerically very demanding. Fortunately,
the QCDINS Monte Carlo generator calculates the mapping to the conjugated variables for
every event. Modifying the QCDINS program such that for every event the effective ρ∗
and R/〈ρ〉 values are made available, allows to map the bins in x′ and Q′2 to the conjugate
variables by sampling the bins with Monte Carlo generated events.

The result and the comparison with the lattice data of the UKQCD collaboration [13,
23] are shown in figure 6.23. Figures 6.23a and 6.23b show the instanton density in the
vacuum, as calculated on the lattice using a zero flavour approximation, depending on ρ and
R/〈ρ〉. Shown as curves are the same variables as obtained by the two-loop perturbative
QCD calculations [21]. By calculating the χ2 of the perturbative calculations to the lattice
data points, the limits of the validity of the I-perturbation theory ρ � 0.35fm and R/〈ρ〉 �
1.05 are derived [16]. Figure 6.23c is a zoom into the ρ-distribution to make the growing
discrepancy between the perturbative calculations and the lattice data visible. Towards larger
values of ρ, the perturbative calculation predicts a larger instanton density than is found in the
lattice calculation. This reflects the expectation that for larger instanton sizes the perturbation
theory is not reliable. The H1 data can exclude this rise as is shown in figure 6.23d, where
the HERA cross-section limits are shown for two bins of R/〈ρ〉, one just within the fiducial
region, and one just outside of it: The limits for 1.06 < R/〈ρ〉 < 1.12, which is in the
fiducial region of perturbation theory, are shown in dark gray together with the QCDINS
prediction, which is depicted as a full line. For ρ∗ > 0.36fm, which is outside of the fiducial
region, the data can exclude the predicted cross-section. However, in the fiducial region, i.e.
ρ < 0.35fm, the QCDINS prediction cannot be excluded. The cross-section is also shown in
the 0.99 < R/〈ρ∗〉 < 1.06 range, slightly below the fiducial range R/〈ρ〉 > 1.05. Here, the
large instanton cross-section can be excluded for ρ∗ > 0.34fm.
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6.8 Discussion and Summary

The main problem of the presented search for instanton-induced events in deep-inelastic
scattering is, that due to the small cross-section of the instanton-induced events a very high
background reduction of ≈ 1000 is necessary, so that after the instanton-enriching cuts only
about one per mill of the events are left. Although an increasingly good knowledge of the
hadronic final state of DIS events at HERA has been gathered in the past ten years, this
understanding is far away from being able to explain such a small fraction of the phase space.
The large differences of the two employed standard DIS models in the cut regions underline
this. It remains an open question, whether higher order effects not included in the present
simulations of the background could account for the excess of events seen in the data when
using the MEPS Monte Carlo model. This is not contradicted by the fact that CDM seems to
describe the data rather well without higher order effects, since the colour dipole model has
many adjustable parameters, which were tuned to the data and could already simulate these
higher order contributions.

While the large uncertainty of the background makes it impossible to find any clear
evidence for instanton-induced events in the given phase space, nevertheless limits on the
instanton-induced cross-section can be derived that are independent of the predictions of the
standard DIS background models and only depend on the hadronic final state of instanton-
induced events as described by the QCDINS Monte Carlo simulation. Assuming that in the
small region of phase space that is selected by the combinatorial cut method and the mul-
tivariate discriminant at most all events found in the data are instanton-induced events, an
upper limit for the instanton cross-section of 221pb can be excluded in the fiducial region of
perturbative QCD at a confidence level of 95%.

Another aspect of the search is the dependence on the x′ and Q′2 distribution, calculated
by instanton perturbation theory, for the simulation of instanton-induced events in DIS. To
reduce this dependence, events were simulated in small bins in the kinematic variables of the
instanton subprocess x′ and Q′2 and cross-section limits in these small bins calculated. These
cross-section limits depend only on the final state of the instanton-induced event and not on
the perturbative calculations of the x′ and Q′2 dependence, allowing to exclude instanton-
induced cross-sections between 60 and 1000pb, when using the MEPS model for the back-
ground.

One may also question, whether the hadronization of instanton-induced events can be de-
scribed by the same fragmentation algorithms used in standard DIS, since the energy density
of the instanton is much higher. While this might very well affect the expected multiplicities,
it is expected that the current jet and the sphericity of the events are not affected. Therefore,
at least some confidence in the robustness of the variables Q′2

rec and SphB appears justified.
The key to find evidence for instanton-induced events lies in understanding standard DIS

better. Hopefully, better Monte Carlo simulations will be available in some years. Possible
progress may result from the inclusion of higher order matrix elements matched to parton
showers. It may also be possible to find instanton-induced events at higher values of Q2,
where the understanding of the hadronic final state should be better, since low x effects and
effects due to higher order QCD processes are less pronounced. An outlook on the prospects
of such a search is given in chapter 8.
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Figure 6.23: In a) the instanton density distribution as a function of the instanton size ρ and
in b) the distribution in R/〈ρ〉 as simulated on a lattice by the UKQCD collaboration
[13, 23] are shown together with the 2-loop QCD-prediction [21]. In c) a zoom of
the region in ρ is shown, where the perturbative QCD-prediction and the lattice sim-
ulation start to diverge. Note that these three distributions refer to calculations of the
QCD vacuum. Finally, in d) the double differential cross-section limits of the H1 data,
assuming the DIS background is described by the MEPS model, are shown together
with the corresponding instanton cross-section as calculated by QCDINS in two bins
of R/〈ρ〉.



Chapter 7

Reconstruction of Instanton Kinematics

The importance of the kinematic variables Q′2 and x′ for the phenomenology of instanton
was already mentioned in chapter 1. These variables relate the instanton transitions in deep-
inelastic scattering to the instanton size ρ and the instanton anti-instanton distance distri-
bution R/〈ρ〉, which appear in calculations and simulations of the QCD vacuum. These
are the variables that are naturally introduced by non-Abelian field theories in space-time
coordinates.

In this chapter, the reconstruction of these crucial variables will be studied in more de-
tail. First, the reconstruction of the variables as used in the search for instantons presented
in the previous chapter is investigated. However, the reconstruction of the kinematics of the
instanton subprocess performed for the purpose of finding observables that have a high dis-
criminating power against standard DIS background events is not optimal as we will see in
the second section (section 7.2). Here, a more refined strategy to reconstruct the kinematics
will be presented, which will also use the range searching algorithm in an innovative way to
search for the correct current jet.

7.1 Reconstruction of x′ and Q′2

The reconstruction of Q′2 is straightforward and was already described in section 6.2.1. By
finding the current jet and determining its four-momentum, Q′2 is given by

Q′2
rec = −q′2rec := −(

q−q′′rec

)2
, (7.1)

where Q′2
rec is the reconstructed virtuality of the quark entering the instanton subprocess and

q′′rec the four-momentum of the current jet.
The problem is to find the correct jet and to reconstruct its four-momentum, under the

circumstance that the jet has a high probability to lie in the same region as the instanton
band. Therefore, the jet algorithm, which collects hadronic final state objects into a jet
(see section 6.2.1), will pick up more objects than actually belong to the jet and thus will
overestimate the jet energy. This problem has been intensively studied in [84] and was
solved by using a relatively small cone size for the CDF-CONE jet algorithm. The cone size
gives the maximum distance in the η− φ-plane an object is allowed to have with respect
to the jet-axis in order to be collected into the jet. The definition used for the current jet

103
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Figure 7.1: a) shows the quality of the reconstruction of x′ for all events (full line) and the
events selected by the cut on the discriminant D > 0.988 (dashed line). b) shows the
same for the reconstruction of Q′2, before and after a cut on the discriminant D.

in the experimental search described in the previous chapter, was to take the highest Et jet
in the hadronic CMS with a cone-radius of R = 0.5 as proposed in [84]. In section 7.2
another, improved method will be presented to find the current jet and to reconstruct its
four-momentum.

The reconstruction of x′ is not as easy as the reconstruction of Q′2. If one inserts into the
definition of x′

x′ :=
Q′2

2g ·q′ (7.2)

the term 2g · q′, which can be expressed in terms of Q′2 and the invariant instanton mass
squared W 2

I , which is given by definition

W 2
I := (g+q′)2 ≈−Q′2 +2g ·q′ , (7.3)

one obtains for x′:

x′ =
Q′2

W 2
I +Q′2 . (7.4)

Thus, reconstructing the virtuality of the current jet and the invariant mass of the objects
belonging to the instanton subprocess allows to reconstruct x ′.

The invariant mass of the instanton is given by the invariant mass of all particles belong-
ing to the instanton band. It is defined as a band of 2.2 units of pseudo-rapidity with a mean
η̄, which is given by the iterative procedure defined by (6.3) and (6.4).

Figure 7.1a shows the distribution of the relative error of the reconstruction of x′

ΔRelx
′ =

x′rec − x′gen

x′gen
(7.5)
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for the sample of all instanton-induced events generated by QCDINS. The generated events
have been processed with the H1 detector simulation and are the same as used in the previous
chapter. For the full set of events (shown as a dashed line) ΔRelx′ has a mean of 0.36 and an
RMS of 0.45, which is a very bad reconstruction. The relative error

ΔRelQ
′2 =

Q′2
rec −Q′2

gen

Q′2
gen

(7.6)

of the reconstruction of Q′2 is shown in figure 7.1b. Here, the reconstruction of Q′2 for the
full data set is much better than in the case of x′; the mean relative error is only 0.06 and the
RMS is given by 0.49.

Shown as full lines in figures 7.1a and 7.1b are the reconstruction of x′ and Q′2 after the
cut on the discriminant D > 0.988. In both cases the reconstruction improves:〈

ΔRelx
′〉 = 0.09 RMS(ΔRelx

′) = 0.29 (7.7)

and 〈
ΔRelQ

′2〉 = −0.02 RMS(ΔRelQ
′2) = 0.25 . (7.8)

However, the reconstruction of Q′2 is still better than the reconstruction of x′ since in addition
to finding and reconstructing the kinematics of the current jet also the correct reconstruction
of the instanton mass is necessary. Because in a detector particles can always escape, this is
a much more difficult task. The improvement due to the cut on D shows that only instanton-
like events have been selected by the discriminant, which share the expected kinematics of
instanton-induced events. For these events a reconstruction of x′ and Q′2 is therefore possible
with a sufficient resolution.

In the next section, an improved reconstruction of the current jet is investigated, from
which both kinematic variables of the instanton subprocess can possibly profit.

7.2 Improvements in Reconstruction

The key to reconstruct the kinematics of the instanton subprocess is to correctly identify
the current jet and measure its four-momentum. The correct identification of the jet and
its properties can be checked by studying Monte Carlo generated events with the simu-
lated response of the H1 detector as well as the information on the partons generated in
the instanton-induced deep-inelastic scattering. By matching the direction of the jet-axis in
pseudo-rapidity η and azimuth φ to the direction of the current quark, the correct jet can be
identified.

In figure 7.2 the information obtained by such a matching of the jet to the current quark
is shown. In figure 7.2a the reconstructed over the true transverse energy of the jet (taken to
be the transverse energy of the current quark)

Et,jet,rec
Et,q

is shown as a function of the pseudo-

rapidity of the reconstructed jet ηjet in the hCMS1. The distribution falls slowly towards
large values of ηjet until ηjet ≈ 2.7, where the slope becomes much steeper. This corresponds

1Since the pseudo-rapidity of the jet is matched to the pseudo-rapidity of the current quark, for simplicity
ηjet will be written for both in the following.
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Figure 7.2: a) shows the ratio of the reconstructed transverse energy Et,jet,rec of the jet to the
generated transverse energy Et,q of the current quark versus the pseudo-rapidity of the
jet in the hCMS. b) shows the correlation of Et,q and the pseudo-rapidity of the true jet
ηjet.

to the degraded acceptance of the detector in the very backward part of the liquid Argon
calorimeter. Here, the backward end-cap of the LAr calorimeter has no hadronic section and
the SpaCal is only two interaction lengths λ deep. Such an event, where the current jet seems
to punch through the LAr calorimeter is shown in figure 7.3. Also shown (in figure 7.2) are
two fitted lines to the ratio of the reconstructed transverse energy of the jet and the generated
transverse energy of the current quark

Et,jet,rec

Et,q
(ηjet) =

{
1.0−0.06ηjet ,ηjet < 2.7

4.7−1.4ηjet ,ηjet ≥ 2.7 .
(7.9)

The four-momentum of the current jet has to be rescaled (divided by the ratio) to obtain a
better measurement in the backward region.

Figure 7.2b shows that the transverse energy of the generated current quark is corre-
lated to the pseudo-rapidity of the quark in the hCMS. This correlation can be exploited by
calculating the transverse energy and pseudo-rapidity of all jets found in the event by the
jet-algorithm and take the most probable one according to the density of current quarks in
the Et,q −ηjet-plane as shown in figure 7.2b. Instead of parametrising the two-dimensional
distribution, the range searching algorithm is used. Only one binary tree is used to store the
Et,q and ηjet values of 45000 QCDINS generated events. Then, for all current jet candidates
of an event, the number of events found in the vicinity of the event in the Et,q −ηjet-plane
is calculated. The box used had edges of 0.2 units in rapidity and 1GeV in Et,q. Before
matching, the transverse energy of the jet is scaled by (7.9). The jet candidate with the most
matched current jets in its vicinity as predicted by the QCDINS Monte Carlo becomes the
current jet.

The improvement in the reconstruction of the jet only pays off slightly in the reconstruc-
tion of Q′2, as can be seen in figure 7.4, where the large tail towards larger ΔRelQ′2 can be
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Figure 7.3: A data event selected by the cut on the discriminant D > 0.988, where a jet
punches through the backward part of the liquid argon calorimeter. In such a case not
all the energy of the jet is measured.

Δrel (default) Δrel (default, D > 0.985) Δrel (improved jet selection)
x′ 0.36±0.45 −0.09±0.29 0.37±0.48
Q′2 0.006±0.49 −0.02±0.25 0.0±0.33

Table 7.1: Comparison of the reconstruction of x′ and Q′2 using the default method, the
default method with the selection cut on the discriminant D > 0.985 and the improved
jet selection scheme.

suppressed. The quality of the reconstruction of x′ does not change, since here the measure-
ment of all the particles in the instanton band are necessary which was not improved.

A comparison of the reconstruction of x′ and Q′2 is given in table 7.1. As can be seen,
only the cut on the discriminant is able to improve the reconstruction of x ′, while the re-
construction of Q′2 improves also by employing the improved jet-selection. A successful
reconstruction of x′ therefore remains a problem which has not yet been solved. The key
to this problem is the correct identification of all hadrons belonging to the instanton band,
which is more difficult than the measurement and identification of the particles belonging
to the jet. However, because x′ is related to the instanton anti-instanton distance R, which
is crucial to the properties of the instanton process, this task will need more attention in the
future.
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Figure 7.4: a) shows the reconstruction of x′ without (full line) and with (dashed line) the
improved jet-selection scheme. In figure b) the same is shown for the reconstruction
of Q′2. Only the Q′2 reconstruction improves when using the enhanced jet-selection
scheme: Without improved jet-selection: 〈ΔRelx′〉 = 0.36, RMS(ΔRelx′) = 0.45 and〈
ΔRelQ′2〉 = 0.06, RMS(ΔRelQ′2) = 0.48. With improved jet-selection: 〈ΔRelx′〉 =

0.37, RMS(ΔRelx′) = 0.49 and
〈
ΔRelQ′2〉 = 0.0, RMS(ΔRelQ′2) = 0.33. The improve-

ment in the reconstruction of Q′2 is mainly due to a smaller tail at higher ΔRelQ′2, since
the variance of a Gaussian fit in the range -1 to 1 only improves from 0.28 to 0.27.



Chapter 8

Outlook on Searching for Instantons at
High Q2

The experimental search, which was presented in the previous two chapters neglected a cut
on a minimum value of Q2 ≈ Q′2

min = 113GeV2, which was advocated [11, 16] to reduce the
theoretical uncertainties due to non-planar diagrams (see section 1.5). It was argued in [16]
that the variables chosen in the experimental search are unaffected by this additional cut.
However, to be able to reject or confirm the most recent cross-section prediction (1.45), it is
necessary to also include this cut. Unfortunately, the change to higher values of Q2 requires
an entirely new experimental analysis, since the electron is scattered in this kinematical
regime into the liquid Argon calorimeter of the H1 experiment and not into the SpaCal. This
entails different requirements for the triggering conditions, a different event selection and
the inclusion of the forward tracking system of the H1 detector, because of the boost of the
instanton final state into the forward region.

In this chapter an outlook1 on such a comprehensive search is given, where hadron level
Monte Carlo simulations will be used to study the instanton final state and the expected stan-
dard DIS background. Because the final states of instanton-induced processes and standard
DIS processes are expected to be more similar, more or different observables characteristic
for instanton processes will be necessary to increase the separation power. A comprehensive
search for such variables will be described in the first section of this chapter. The prospects
of an experimental search using the data so far collected with the H1 detector are studied in
section 8.2. The screening of suitable observables in the high Q2 regime will also serve as
a means to study the properties of the range searching method with a complex problem, and
comparisons will be made to the result obtained with a neural network (section 8.3). Finally,
section 8.2 summarises the prospects of a search for instantons at Q2 > 100GeV2 at HERA.

8.1 Screening of Suitable Variables

As a first step in this analysis for Q2 > 100GeV2, suitable variables have to be found, which
allow the discrimination of instanton-induced events from standard DIS background events.
Suitable means here that the variables should have a high separation power and result in a

1This work was first presented in [100].
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minimal model uncertainty of the instanton model as well as of the standard DIS background
Monte Carlo simulations. The uncertainty of the background was modelled by four differ-
ent Monte Carlo simulations. These are the ARIADNE generator (referred to as CDM in
the previous sections), the LEPTO generator implementing the MEPS model, the RAPGAP
Monte Carlo generator (which also implements the MEPS model and was therefore referred
to as MEPS in the previous sections) and finally HERWIG that also implements the MEPS
model2. All generators were used in versions tuned to describe representative hadronic fi-
nal state quantities in the range Q2 > 100GeV2 at HERA [94]. As the default background
model, which is used to define the discriminant, the ARIADNE model is employed, which
gives a good description of the H1 data at high Q2 [94].

As in the case of the detector-level study at low Q2, prior to defining instanton discrim-
inating variables, the kinematics of the instanton-induced events have to be reconstructed.
Again, first the current jet is reconstructed. It is defined to be the highest Et jet in the hCMS,
where the cone radius of the employed CONE algorithm is R = 0.5 and the minimum trans-
verse energy of the jet is Et,min = 1GeV. The band is defined by η̄± 1.1, where η̄ is the
Et weighted mean pseudo-rapidity of all hadronic final state particles not associated to the
current jet. In the forward region a cut at θ > 4◦ is applied on the hadronic final state objects
as well as the charged particle tracks to simulate a typical detector acceptance.

8.1.1 Definition of Observables

Using the above definitions of the current jet and the instanton band in the hadronic CMS,
instanton discriminating observables are defined. Q′2

rec, is defined as in section 6.2 and the
reconstructed x′ as in section 7. Also the transverse energy and the multiplicity of the band
Et,b and nb as well as the transverse energy of the jet Et,Jet are treated as discriminating
variables.

Several variables were used to study the shape of the hadronic final state. They are all
used in more than one frame of reference and for different selections of the hadronic final
state objects. The exact definitions for a particular choice can be found in section 6.2.2 and
shall not be repeated here. The definitions of the frames of reference and the selection of
hadronic objects will be given further down.

The sphericity Sph has also been used in the search at low Q2 and is defined in (6.6) and
(6.7).

The isotropy variables Ein and Eout as defined by (6.8). These variables, too were already
introduced in the experimental search, but only used to define the isotropy variable ΔB

(6.8) and not considered individually as discriminating observables. An interpretation
of these variables is given in figure 6.9.

The isotropy variable Δ was used already in the search at low Q2 and is defined in (6.8).
For an interpretation see figure 6.5.

The normalised Fox-Wolfram moments Hl0 have been introduced in [101] by G. Fox and
St. Wolfram. The Fox-Wolfram moments are defined with the help of the LEGENDRE-

2See chapter 4 for a description of the Monte Carlo generators and the appropriate references.
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polynomials Pl as

Hl :=
N

∑
i, j

|�pi||�p j|
E2

tot
Pl(cosφi j) , (8.1)

where the sum runs over all pairs (i, j) of hadronic final state objects with momenta
�pi, j. φi j is the angle between these objects and Etot the sum of the energies of the final
state objects.

In contrast to the variables Ein and Eout defined above, the Fox-Wolfram moments
are independent of an axis which makes the calculation easier. The moments have
values between 0 and 1 due to the normalisation of the LEGENDRE-polynomials and
the overall normalisation by Etot. If the sum of all outgoing momenta vanishes ∑�pi =
0, which requires that the event is entirely contained in the detector, it can be shown
that H0 = 1 [101]. For events where not all outgoing particles are measured, it is
recommended to use the ratio with the zeroth Fox-Wolfram moment:

Hl0 :=
Hl

H0
(8.2)

In the screening of observables the first four normalised Fox-Wolfram moments were
considered.

All of the above variables were calculated within several frames of reference for different
selections of hadronic final state objects:

• All particles in the hadronic CMS.

• All particles, except for the particles associated with the current jet in the hCMS within
a band with a width of 2.2 units of rapidity around η̄.

• All particles not associated with the current jet in their centre of mass system.

• All particles, except for the particles associated with the jet, within a band of 2.2 units
of rapidity around η̄. The calculation of the shape variables is performed in the centre-
of-mass system of these particles.

In addition to the event-shape variables and the reconstructed kinematic variables of the
instanton subprocess, other variables, which are readily available to a hadron-level study,
like the number of charged K± and neutral K0

s found in the band-region were studied. In
total more than 60 variables were defined and investigated.

8.1.2 Screening of the Variables

Of the variables defined above, 35 were chosen because of their potential to discriminate
against the background or due to physics considerations. The discriminants based on all
combinations of two of these variables were calculated. The discriminant was defined using
10000 events each of the background and signal. The size of the box, in which events were
counted around an event that is to be classified, was fixed by assigning to every observable
a typical scale — the range one would normally use to plot this variable — and by setting
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the box-size to be one tenth of this scale. As was shown in section 3.4.2, the box-size is
not critical to obtain a discrimination close to the optimum. This allowed an automatic
calculation of the 595 discriminants.

After comparing the average performance of the variables in the discriminants, twelve
variables were chosen to be studied further. The selection criteria for these variables were
their average separation power as well the requirement to have different variables, which
describe the characteristic shape and kinematics of instanton-induced events. For example,
an observable defined in more than one frame of reference was taken only once.
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Figure 8.1: The five discriminating variables at high Q2: The reconstructed virtuality
squared of the quark entering the instanton subprocess Q′2

rec, the sphericity Sphb, the
second Fox-Wolfram moment H02 and Eout,b of the instanton band (in the rest-system
of the band), and the number of charged kaons in the band #K±

b .

The selected variables were the transverse energy Et,Jet of the current jet and of the in-
stanton band Et,b in the hCMS and Q′2

rec, x′rec as defined in (7.4), the sphericity Sphb, the
isotropy variables Ein,b, Eout,b, Δb, the second Fox-Wolfram moment H20 defined in the rest
system of the instanton band, the charged particle multiplicity nb, and the charged kaon mul-
tiplicity #K±

b in the instanton band. As an additional shape-variable, the sphericity Sph of all
hadronic final state particles except the current jet in the hCMS was chosen. The last observ-
able is the instanton mass, which is given by the invariant mass of the sum of all hadronic
final state objects found in the instanton band.

To find the combination of variables with the highest separation power, and which is in
addition based on observables characterising different features of instanton-induced events,
all combinations of five of the variables were used to define discriminants employing the
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range searching method. The separation power of all
(12

5

)
= 792 combinations at a minimum

instanton efficiency of εins > 10% was calculated and the uncertainty in the background
modelling of the most promising combinations was studied further with the help of all four
standard DIS Monte Carlo generators.

The distributions of the instanton-induced events and standard DIS background events of
the selected combination of five discriminating variables is shown in figure 8.1. The selected
variables are the reconstructed virtuality of the quark entering the instanton subprocess Q′2

rec,
the sphericity Sphb, the second Fox-Wolfram moment H02, Ein,b of the band in its rest frame,
and finally the number of charged kaons in the band #K±

b . Figure 8.2 shows the resulting
discriminant. The instanton efficiency of εINS = 10% is achieved by a cut D > 0.985, which
provides a separation power of S = 126.
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Figure 8.2: The figure shows the shape normalised distributions of the discriminant defined
by the observables Q′2

rec, H02, Sphb, Ein,b and #K±
b as explained in the text. The shaded

area represents the uncertainty induced by the four standard DIS models ARIADNE,
LEPTO, HERWIG and RAPGAP. The full line shows the distribution of QCDINS
generated events.

It was also studied, whether any sixth variable could improve the separation power fur-
ther. The most promising candidate is the transverse energy of the jet, shown in figure 8.3a.
After a cut on the discriminant formed by the five chosen observables, the distribution of
the instanton signal is still different from the background models (figure 8.3b). However,
large discrepancies in the predictions of the background models are seen, which diminish
the significance of the discriminant.



114 CHAPTER 8. OUTLOOK ON SEARCHING FOR INSTANTONS AT HIGH Q2

0 2 4 6 8 10 12 14
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
0.22
0.24

0 2 4 6 8 10 12 14
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
0.22
0.24

 [GeV]t, JetE

t,
 J

et
1/

N
 d

n
/d

 E

DIS-Background

QCDINS

HERWIG, LEPTO)
(ARIADNE, RAPGAP,����

����
����

����
����
����

����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������

����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������

0 2 4 6 8 10 12 14
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0 2 4 6 8 10 12 14
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

 [GeV]t, JetE

t,
 J

et
1/

N
 d

n
/d

 E

����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������

����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������
����������������

a) b)

Figure 8.3: The distribution of Et,Jet shape normalised before instanton-enriching cuts in a)
and after the cut on the discriminant in b). The distribution of the background shows a
large model uncertainty.

8.2 Results

In this section, the prospects of a search in a kinematic region of Q2 > 100GeV2 will be
studied, taking into account the luminosity collected by the H1 experiment so far.

Figure 8.4a shows the discriminant as defined in the previous section for the standard
DIS background and for instanton-induced events. The plot is normalised to a luminos-
ity of 100pb−1 and indicates the region D > 0.9. The full line shows the QCDINS pre-
diction. Cutting at D > 0.985 an instanton efficiency of εINS = 10% is achieved, so that
178 instanton-induced event are expected in the cut-region. The hatched region shows the
model uncertainty given by the standard DIS models ARIADNE, LEPTO, RAPGAP and
HERWIG. Towards larger D, the predicted background contribution becomes smaller and
the relative uncertainty decreases. This behaviour is achieved by choosing variables for the
discriminant, which introduce only a minimum of model uncertainty of the background.
The dashed curve is the sum of the mean background and the instanton signal distribution.
Although the instanton-signal is located at a strongly decreasing part of the background
distribution, a bump in the discriminant is predicted in the distribution of data events, if
the predicted amount of instanton-induced events is found in the data. For D > 0.985 an
instanton-contribution of roughly 50% is expected.

In figure 8.4b the expected significance of a possible instanton-signal in the high Q2

regime is shown as a function of the cut value Dcut. The significance3 SI = nI/
√

nBG is
given as the number of the expected instanton-induced events (nI) over the square root of the
number of background events (nBG) in the cut region, which gives a measure of the statistical

3Other definitions of the significance exist, in particular one, which adds the number of signal events N I in
the square root to include the statistical error of the signal. For an overview and a comparison of the different
definitions of the significance, see e.g. [102].
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uncertainty of the background. The model dependency of the background is shown as the
hatched area. The highest significance is expected at values of D ≈ 0.9 where SI ≈ 15.
Such a high significance would allow a clear statement on observing evidence for instanton-
induced events. The large significance of more than three at a cut value of Dcut=0 can be
explained by the lack of a systematic uncertainty assigned to the limited detector resolution.
The expected instanton cross-section σINS of approximately 16pb is 0.5% of the neutral
current standard DIS cross-section of ≈ 3000pb in the selected kinematical region. Given
the luminosity of 100pb−1, more than a three sigma effect is expected. However, the H1
experiment only measures the luminosity within 1.5% (see section 2.2.3), so that without
any instanton-enriching cuts, no effect would be visible.
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Figure 8.4: a) shows the D > 0.9 region of the discriminant distributions of the background
(hatched region), the instanton-induced events (full line) and the sum of the mean
background and instanton events (dashed line). The plot is normalised to a luminosity
of 100pb−1. In b) the expected significance SI (see text) of a possible instanton-signal
is shown as a function of Dcut.

In chapter 7, the reconstruction of x′ and Q′2 has been studied extensively for the low Q2

detector-level QCDINS Monte Carlo. Figure 8.5 shows the reconstruction of the instanton
kinematics in the high Q2 case on hadron-level. As in the low Q2 case, the reconstruction
improves strongly if a cut on the discriminant is applied. Before the cut on D is applied,
the mean of the relative errors is 〈ΔRelx′〉 = (x′rec − x′gen)/x′gen = 0.34 and

〈
ΔRelQ′2〉 = 0.29,

with an RMS of 0.43 and 0.44. After the cut on D > 0.985, the relative error of the recon-
struction of x′ has a mean of 0.05 and an RMS of 0.20. The mean of the relative error of the
reconstruction of Q′2 is 0.13 and the RMS is 0.17.

The cut on the discriminant selects preferentially instanton-like events such that the as-
sumption in the reconstruction that the kinematics of the event is instanton-like is valid leads
to a good reconstruction of the kinematics. When comparing with the results form the previ-
ous chapter, it is necessary to point out that detector effects have not been simulated.
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Figure 8.5: The reconstruction of x′ (a) and Q′2 (b) strongly improves, if a cut on the dis-
criminant is applied. The relative errors of the reconstruction are shown as a full line
after the application of the cut and without the cut as a dashed line. With a cut D > 0.9,
the RMS of the reconstruction of x′ is 0.20 and 0.17 for Q′2.

8.3 Study of Discriminant and Comparison with Neural
Networks

The screening for appropriate observables with a high discrimination power for instanton-
induced events and standard DIS background events at high Q2, offers also the opportunity
to study the properties of the range searching algorithm and to compare the outcome with
artificial neural networks. Five variables is a large enough number and the distribution of the
events in variable space is complex enough for a comparison using a complex “real world”
example. Only hadron-level Monte Carlo simulations are used, for which a large number of
events can be generated in a short time. In addition, this large number of generated events
can also be used to study the dependency of the range searching algorithm on the number of
events in the binary trees.

In figure 8.6 the separation power of the discriminant is shown for an instanton efficiency
of at least εINS = 10% for 75, 150 and 300 thousand events in the binary trees and for different
relative box widths. Relative box width means that the size of all the edges of the box are a
fraction of the typical scales of the observable distributions as shown in figure 8.1. Towards
small and large box-sizes, the separation power falls off, but has a plateau of a width of about
half a magnitude, where the separation power does not change by more than 20%. The width
of the plateau grows with the number of events in the binary trees for the classification of the
events, because the larger number of events allows to use smaller box-sizes for classification,
while retaining a sufficiently large number of events in the box. At large box-sizes, the
separation power is independent of the number of events in the binary trees, because here,
the resolution of the box-size limits the separation.
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Figure 8.6: The separation power S at εINS = 10% for different box-sizes and different num-
bers of events in the binary trees. Increasing numbers of events allow to reduce the size
of the vicinity around an event leading to a larger maximum separation power.

For a comparison of the performance of the range searching algorithm to the performance
of an artificial neural network, the same neural network simulator as described in section 3.3
is used. The high number of available training events allows to use a very large neural
network. The network performing best is a single hidden layer network with five input
nodes corresponding to the five input variables, 100 hidden nodes and a single output node.
Different parameters of the back-propagation algorithm4 were tried and the best network
selected.

The average output errors of the neural network during the training phase, which needed
600 cycles for the network to stabilise are shown in figure 8.7a. The large number of training
cycles is made necessary by the size of the network. No sign of over-learning is visible, since
the training and validation curves do not diverge. Thus, the number of events available for
training is sufficient to adjust the large number of weights in the network. The background
rejection of the trained network versus the signal efficiency is shown in figure 8.7b.

The distribution of the output of the neural network for the instanton-induced and the
normal DIS background events is shown in figure 8.8 and looks similar to the distribution of
events obtained by the range searching method (figure 8.2). However, the separation power at
an instanton efficiency of 10% is only S = 116, which is smaller than in the case of the range
searching algorithm. For a sufficiently large number of events such an outcome is expected,
because a neural network only fits the phase space densities of the signal and background
events while the range searching algorithm directly measures it.

Another aspect of event classification to be mentioned concerns the time consumption
of the task. In the given example, the time to train the neural network using 300 thousand
training and 300 thousand validation events took approximately four hours on a normal PC

4The momentum parameter, which enhances convergence, and a parameter that controls the jitter of the
gradient vector to escape local minima were varied, see e.g. [54] for a detailed discussion on enhancements of
the back-propagation algorithm.
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Figure 8.7: In a) the change of the average output error of the neural network during training
is shown for the training and validation events. The training events are marked with
boxes, the validation events are marked by circles. In b) the achieved background
rejection is shown versus the signal efficiency.
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Figure 8.8: Output distributions of the best neural network for the normal DIS (dashed line)
and QCDINS generated events (full line). The distributions are shape normalised.

workstation computer5. The same was achieved by the range searching algorithm within 20
minutes.

8.4 Conclusions

The exploratory study on finding instanton-induced events with the cross-section predicted
by Ringwald and Schrempp in at HERA shows that such a discovery may be possible given
the accumulated luminosity of the ZEUS or H1 experiments. By choosing a good combi-

5A standard Pentium III type system at a speed of 800MHz and a memory of 512Mb.
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nation of observables, the model uncertainty of the expected background can be minimised,
while maintaining a high separation power of the discriminant. In a region where the instan-
ton efficiency is still 10%, a sample of events can be extracted, where 50% of the events are
expected to be instanton-induced.

Due to the large number of Monte Carlo generated events and a sufficiently high com-
plexity, the problem is also ideal to further study the properties of the range searching algo-
rithm for a “real world” problem. The algorithm is stable with respect to the box-size for
sufficiently high statistics. In general, a better separation can be achieved, if more events are
stored in the binary trees for classification purposes.

When compared to an artificial neural network, the performance of the range searching
algorithm is better, even for very large networks. In addition the computation time is more
than an order of magnitude lower, which allows to search for better observables.



Chapter 9

Conclusions and Outlook

This analysis presents for the first time a dedicated search for QCD instanton-induced pro-
cesses. For the search, data taken with the H1 detector at the HERA electron-proton collider
in the years 1996 and 1997 was used. The data corresponded to an integrated luminosity
of 21.1pb−1, and the kinematical range studied was limited by the Bjorken scaling vari-
ables x > 0.001, 0.1 < y < 0.6 and Q2 < 100GeV2, and the scattering angle of the electron
θe > 156◦. Three observables were used to separate the instanton-induced events from the
standard DIS background: the reconstructed virtuality of the quark entering the instanton
subprocess Q′2

rec, the sphericity SphB and the charged particle multiplicity nB of the hadronic
final state of the instanton subprocess. The separation between instanton signal and standard
DIS background events was done using two different discrimination methods, one based on
optimised cuts on the three observables and another which combined the observables into an
innovative multivariate discriminant by employing a range searching algorithm.

With either of the two methods, a typical background reduction by a factor of 1000 was
achieved, while 10% of the instanton-induced events were kept. After cutting on the three
observables, 484 events are observed in the data, while 443+29

−35 events are predicted by the
colour dipole model (CDM) simulation and 304+21

−25 by the more conventional leading-order
matrix elements matched to parton showers (MEPS) model. By cutting on the multivariate
discriminant, 410 events are observed in the data, while 354+40

−26 (299+25
−37) events are expected

by the CDM (MEPS) Monte Carlo. The results obtained by the two different discrimination
methods are compatible. In both cases, a significant excess is observed when estimating the
background with the MEPS model, while with the CDM model only a slight excess is seen.
Since the differences of the two standard DIS background models are of the order of the
excess seen by the MEPS model, no firm conclusions can be drawn.

The multivariate discriminant method allows to investigate the transition from the instan-
ton-free, background dominated region to the instanton-enriched region. The MEPS model
describes the data in the background region quite well. With increasing sensitivity to the
instanton process an increasingly large excess is seen in the data. The shape of the excess is
qualitatively comparable to the expected instanton signal. The colour dipole model does not
describe the data well in the background region but also sees a slight excess there, where the
sensitivity to the instanton process is highest. Altogether, despite some excess of events in
the instanton signal region, the uncertainties of the background are too high to draw a clear
conclusion. It must be noted, that the standard DIS models are known to have deficiencies
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and fail to describe various aspects of the hadronic final state of DIS data in the HERA
regime. A better understanding of the formation of the hadronic final state in general and in
the phase space relevant for instanton searches will be needed to make further progress.

Assuming all events seen in the data are instanton-induced, a cross-section limit of 221pb
at 95% confidence level can be derived in the fiducial region of instanton perturbation theory
x′ > 0.35 and Q′2 > 113GeV2. This limit is independent of the modelling of the standard
DIS background. It is about a factor of five above the cross-section predicted by Ringwald
and Schrempp. To be independent of the assumptions entering the calculation of the x′
and Q′2 distributions, limits are derived based only on the instanton final state topology
for fixed x′ and Q′2. These limits cannot exclude the predicted instanton cross-section in
the fiducial region, but exclude a steep rise of the cross-section towards decreasing x′, i.e.
towards large instanton sizes, as would be obtained by a naive extrapolation of instanton
perturbation theory.

Given today’s understanding of the limitations of current instanton perturbation theory,
it appears necessary to look for evidence for instanton-induced events in the region of high
Q2 (Q2 > 100GeV2). Here, a better understanding of the standard DIS background is ex-
pected. In an exploratory study, using hadron level Monte Carlo events but without simu-
lation of detector effects, suitable observables could be identified which allow a reduction
of the background by a factor of over 1200, while keeping 10% of the expected instanton-
induced events. In addition, the identified observables minimised the model uncertainties of
the background in the expected signal region. Assuming an integrated luminosity of 100pb−1

of collected data, a clear instanton signal was visible, despite the uncertainties of the back-
ground.

Another objective of the thesis was to study the classification of events using an inno-
vative method based on range searching. The method estimates the phase space density of
signal and background events by counting the number of Monte Carlo simulated events in a
small box. By employing a range searching algorithm, this can be done in a relatively short
time. It was shown that the method can be easily and automatically used due to the insen-
sitivity to the only free parameters of the algorithm, i.e. the size of the multi-dimensional
box in which for a given data event, Monte Carlo events are counted. This property makes
the method particularly suitable to screen large numbers of observables for those offering
the best separation power. By using high statistics samples of the background and signal
events, smaller box-sizes can be used leading to higher separation power of the discrimi-
nant. The performance of the method in terms of separation power is at least comparable to
the performance of artificial neural networks. The algorithm promises to be an interesting
classification method applicable also in other high energy physics analyses.

Instantons in QCD have a signature not present in perturbative QCD: they violate chi-
rality. This has so far not been exploited, although proving the existence of a violation of
chirality would offer unique evidence for the existence of instantons. An opportunity to find
evidence for chirality violation may be provided by the self-analysing decays of Λ baryons,
which allow to measure the chirality of the constituent strange quarks. Λ and Λ̄ baryons
would need to be identified, which are products of the hadronization of s and s̄ quarks from
the instanton subprocess. With the help of powerful discrimination techniques, which pro-
vide data samples with a high contribution of instanton-induced events, finding such evidence
for instantons could be within reach.



Appendix A

Implementation of the Range Searching
Algorithm

The implementation of the range searching algorithm listed below uses two binary trees to
store signal and background events in a pre-sorted way. It has a memory requirement of
4(d +5)n bytes on a 32 bit computer system, if n events with d observables are stored. Two
pointers are necessary to link the daughter nodes to the parent node, where the observables
and the weight of the event are stored. Two additional pointers, which are only used to
simplify the implementation, store links to the Vector and Point objects storing the event
data. As an example, the algorithm uses 240 megabyte of memory to store the 300000 signal
and background events as used in the search at high values of Q2 described in chapter 8.

The time consumption of the algorithm is roughly half an hour on an 800MHz Pentium
type system, if 300000 events are classified. Most of the time is spent to count the events in
the box, after the tree has already been descended to the region, where only candidates for
the events in the box are found and an explicit test is necessary. The test whether an event
is in the box is 2d times more time consuming than descending down the tree, because a
comparison with all 2d boundaries of the box is necessary. Interestingly, this entails that the
algorithm is nearly independent of the number of dimensions (the number of observables)
and the number of events stored in the binary trees, since always a certain number of events
is necessary in a box to have a sufficiently large statistics on which the classification is
based. In practice, therefore, the time to classify one event is more or less independent of
the dimension and the number of training events, but only depends on the required statistical
uncertainty. Neglecting the statistical error, the algorithm is faster for higher dimensions, if
the number of events is kept constant, because then fewer candidates for events in the box
need an explicit check.

In the following, the source code is documented, starting with the C++ header file con-
taining the definitions of the data structures:

// Definition of a point in the phase space
struct Point{
Vector *v; // A vector that can contain a point in

// the phase space
float weight; // The weight of the point/event
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};

// Definition of a rectangle in which to search
struct Rectangle{
Vector *lower; // lower left edge
Vector *upper; // upper right edge

};

// The definition of the class of the multi-dimensional Binary
// Range sorter
class BinaryRangeSorter{
private:
int numVars; // Dimensionality of the phase space

struct node{ // The node in the binary tree
struct Point *p;
struct node *l,*r; // left and right daughters

};

struct node *z, *head;
Point dummy;
bool insideRectangle(Point *p, Rectangle *range);
void destroyNode(struct node *node);

public:
float searchr(struct node *t, Rectangle *range, int d);
BinaryRangeSorter(int n=0);
~BinaryRangeSorter();
void insert(Point *p);
float search(Rectangle *r);

};

A part of the code; first the user callable routines:

// The constructor, n is the dimension of the problem
BinaryRangeSorter::BinaryRangeSorter(int n){
numVars=n;

// Initialize head with a zero left daughter and a right dummy
// daughter, the head is filled with the leftmost possible point
// This decreases effort later significantly
Vector *dp=new Vector(numVars);
dummy.weight=1.;dummy.p=dp;
for(int i=0;i<numVars;i++)

(*dp)(i)=-FLT_MIN;

z=new node();
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z->p=0;z->l=z;z->r=z;

head=new node();
head->p=&dummy;head->l=0;head->r=z;

}

void BinaryRangeSorter::insert(Point *p){
struct node *f=0,*t;
int d,td=0;

for(d=0,t=head; t!=z; d=(++d)%numVars){ // search where to insert node
td=(*(p->v))(d) < (*(t->p->v))(d);
f=t; // remember the current head
t=td? t->l : t->r;

}
t=new node; // create the new node,

// l,r pointing to tail z
t->p=p;t->l=z;t->r=z;
if(td)

f->l=t;
else

f->r=t;
}

float BinaryRangeSorter::search(Rectangle *range){
return searchr(head->r, range, 1);

}

The following code is the actual implementation of the algorithm:

bool BinaryRangeSorter::insideRectangle(Point *p,
Rectangle *range){

bool result=true;

for(int i=0; i< numVars; i++){
result = result && (*(range->lower))(i) < (*(p->v))(i);
result = result && (*(p->v))(i) <= (*(range->upper))(i);

}
return result;

}

float BinaryRangeSorter::searchr(struct node *t,
Rectangle *range, int d){

float count=0.;
bool tl, tr;

if(t==z) return 0; // Are we at an outer leaf?

tl=(*(range->lower))(d) < (*(t->p->v))(d); // Should we descend left?
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tr=(*(t->p->v))(d) <= (*(range->upper))(d); // or right?

// Sum up all points in the rectangle
if(tl) count += searchr(t->l, range, (d+1)%numVars);
if(insideRectangle(t->p, range)) count +=t->p->weight;
if(tr) count += searchr(t->r, range, (d+1)%numVars);
return count;

}



Appendix B

Exclusions Limits

N εsDIS S = εINS/εsDIS σlim

DATA 484
CDM 443+29

−35 0.118% 86 47pb
MEPS 304+21

−25 0.081% 125 109pb
BG-Independent BG=0 255pb

Table B.1: The table summarises the results of the cut-based method including the
instanton-induced cross-section limits at 95% confidence level.

N εsDIS S = εINS/εsDIS σlim

DATA 410
CDM 354+40

−26 0.095% 106 55pb
MEPS 299+25

−37 0.080% 126 80pb
BG-Independent BG=0 221pb

Table B.2: The table summarises the results of the multivariate discriminant method based
on range searching including the instanton-induced cross-section limits at 95% confi-
dence level.
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60 < Q′2 < 80GeV2

.2 < x′ < .25 .25 < x′ < .3 .3 < x′ < .35 .35 < x′ < .4 .4 < x′ < .45
NData 868 1230 1569 1669 2320
NCDM 828+49

−88 1196+71
−117 1525+89

−138 1784+113
−167 2411+160

−211
σlim,CDM 75pb 85pb 107pb 56pb 88pb
NMEPS 656+36

−65 1031+56
−110 1350+69

−132 1533+75
−160 2105+102

−196
σlim,MEPS 142pb 151pb 183pb 156pb 204pb
σlim,BG=0 447pb 598pb 807pb 842pb 1125pb

80 < Q′2 < 100GeV2

.2 < x′ < .25 .25 < x′ < .3 .3 < x′ < .35 .35 < x′ < .4 .4 < x′ < .45
NData 534 715 808 1093 1312
NCDM 520+38

−61 704+44
−84 769+51

−85 1041+62
−95 1272+68

−111
σlim,CDM 47pb 60pb 75pb 87pb 92pb
NMEPS 409+29

−38 518+40
−43 607+37

−52 860+52
−77 1070+53

−98
σlim,MEPS 85pb 125pb 136pb 164pb 181pb
σlim,BG=0 280pb 377pb 443pb 589pb 721pb

100 < Q′2 < 120GeV2

.2 < x′ < .25 .25 < x′ < .3 .3 < x′ < .35 .35 < x′ < .4 .4 < x′ < .45
NData 334 381 576 757 847
NCDM 286+22

−28 355+33
−36 543+36

−49 710+48
−63 812+50

−77
σlim,CDM 44pb 41pb 54pb 63pb 67pb
NMEPS 203.9+15

−19 261+21
−23 381+23

−32 505+35
−39 605+35

−53
σlim,MEPS 81pb 82pb 130pb 148pb 153pb
σlim,BG=0 183pb 221pb 337pb 393pb 451pb

120 < Q′2 < 140GeV2

.2 < x′ < .25 .25 < x′ < .3 .3 < x′ < .35 .35 < x′ < .4 .4 < x′ < .45
NData 172 244 366 521 550
NCDM 167+15

−22 216+17
−28 331+24

−28 466+30
−38 516+30

−43
σlim,CDM 21pb 35pb 40pb 52pb 48pb
NMEPS 118+11

−14 157+12
−16 240+16

−21 322+24
−27 354+21

−30
σlim,MEPS 40pb 59pb 82pb 115pb 122pb
σlim,BG=0 100pb 140pb 205pb 267pb 300pb

140 < Q′2 < 160GeV2

.2 < x′ < .25 .25 < x′ < .3 .3 < x′ < .35 .35 < x′ < .4 .4 < x′ < .45
NData 111 161 230 295 393
NCDM 121+13

−14 159+14.8
−18 211+20

−25 274+25
−28 360+25

−32
σlim,CDM 11pb 18pb 29pb 31pb 40pb
NMEPS 69+16

−8 115+9
−12 158+11

−17 197+13
−18 246+16

−20
σlim,MEPS 31pb 34pb 50pb 60pb 89pb
σlim,BG=0 66pb 90pb 128 149pb 207pb

Table B.3: The table shows limits at a confidence level of 95% of the instanton-induced
cross-section in 25 bins in x′ and Q′2 derived under different assumptions concerning
the standard DIS background.
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