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Abstract

Inelastic charmonium production has been an active area of theoretical and experi-
mental interest over the past decade. Experimental results for charmonium production
at the Tevatron collider disagreed with the predictions of the existing model (known
as the Colour Singlet model) by more than order of magnitude. This stimulated the
development of a new model (known as the Colour Octet model) which included addi-
tional production mechanisms. Despite explaining the Tevatron results, doubts about
the universality of the new model remain and it needs to be tested in different physics

processes.

An analysis of the inelastic photoproduction of .J/¢) mesons in electron-proton colli-
sions at the HERA collider is presented in this thesis. The data was recorded using
the H1 detector and correspond to an integrated luminosity of 20.81 pb™'. Measure-
ments of the cross-sections and differential cross-sections in the inelasticity variable, z,
and transverse momentum of the .J/i¢ squared, pf, Jjyr are presented in two kinematic
regions. Previous preliminary results are confirmed, the kinematic range covered is
extended, and comparisons with the predictions of both the old and new models are

made.
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Chapter 1

Introduction

The field of Particle Physics is the study of matter at its most fundamental level. The
goal is a full understanding of the basic constituents of matter and their interactions.
The Standard Model of particle physics has proved remarkably successful in this for
over two decades. It successfully explains all the fundamental interactions, with the
exception of gravity, and has passed the tests posed by numerous experiments. Only a
few minor deviations from the expectations have been found, all at the level of a few

standard deviations or less.

It was therefore somewhat surprising that the production of Charmonium in hadronic
interactions proved difficult to incorporate into the theory. Charmonium is a bound
state of charm and anti-charm quarks and, at first glance, would appear to pose no
significant difficulties due to the heavy mass of the charm quark. However, the cross-

section for the production of Charmonium at large transverse momentum, in proton-



antiproton collisions at the Tevatron collider, was found to be more than an order of
magnitude greater than predictions. The predictions were based on the Colour Singlet

model which was previously thought to describe Charmonium production successfully.

A new theoretical approach, within the Standard Model, was proposed by Bodwin,
Braaten and Lepage. This placed the theory of Charmonium production on a more
solid basis and used a new factorisation formalism based on non-relativistic Quantum
Chromodynamics (NRQCD), an effective field theory formalisation of Quantum Chro-
modynamics (QCD) in which the quarks are treated non-relativistically. In contrast to
the Colour Singlet model, this approach includes colour octet mechanisms and so has

become known as the Colour Octet model.

The Colour Octet model successfully explains the Tevatron data and can be applied to
Charmonium production in many different processes. One such process is the inelastic
photoproduction of J/1) mesons in electron-proton collisions at the HERA collider. The
Colour Octet model contains several free non-perturbative parameters which are the
matrix elements describing the transition of a charm-anticharm pair to the bound state
of the .J/¢ mesons. These cannot be calculated at present but can be extracted from
the experimental data. Therefore, the measurement of Charmonium production cross-
sections in several different processes would provide a crucial test of the universality of

the Colour Octet model.

This thesis presents a study of the inelastic photoproduction of J/v¢ mesons at the
electron-proton collider, HERA. The analysis is split into two regions, defined in terms

of the inelasticity variable z, which is the fraction of the photon energy transfered to the



J/1 in the proton rest frame. The medium-z analysis covers the region 0.3 < z < 0.9,
which has mostly been investigated previously. This thesis investigates this region in
more detail, with more data, and over a larger WW,, range than previously. The low-z
analysis covers the range 0.07 < z < 0.45, a region for which no results existed when
this thesis was started. Since the work on which this thesis is based was started, one

set of preliminary results has become available in this region [1].

The structure of this thesis is as follows: An overview of the general theoretical back-
ground is given in chapter 2. This includes a detailed description of the Colour Singlet
and Colour Octet models, and a discussion on the current experimental and theoretical

situation.

Chapter 3 presents a description of the HERA accelerator and the H1 detector. The

major detector components and the trigger system are presented in detail.

The procedure for selecting and identifying .J/1’s produced inelastically in photopro-
duction events is presented in chapter 4. The .J/1’s are identified via the muonic decay
J/1 — ptp~. Hence a detailed description of the procedure for identifying muons is

presented. Additionally, the crucial process of triggering is discussed.

The reconstruction of the event properties and kinematics is presented in detail in
chapter 5. Reconstruction is of vital importance because the measurement is made as
a function of and in regions defined by the event kinematics. Furthermore, a discussion

of the choice of kinematic regions for the measurements is presented.

Chapter 6 presents a crucial step of the analysis - the correction of the data. This is



a necessary step in order to convert raw numbers into an accurate measurement. A
discussion of the measurement of the various efficiencies and acceptances is presented.
The measurements are made using both data events and Monte Carlo simulations of the
events. Monte Carlo methods are used to correct the data and the determination of the
various correction factors necessary in order to make the Monte Carlo simulations agree
with the data is described. Finally systematic effects are discussed and the systematic

errors evaluated.

The results of the medium-z analysis are presented in chapter 7, with the results of the
low-z analysis presented in chapter 8. The results are compared with predictions from
the Colour Octet model at leading-order, and the Colour Singlet model at leading-order

and next-to-leading order.

The final chapter summarises the results and conclusions of the thesis.



Chapter 2

Theoretical Background

The use of scattering experiments to probe the structure of matter has a long history.
Since Rutherford’s famous experiment [2], in which the measurement of the angular
distribution of « particles scattered off gold atoms led to the discovery of the atomic
nucleus, probes of ever higher energy have been used to investigate the structure of
matter in ever greater detail, yielding new insights with each new experiment. In
particular, electron-proton scattering has led to important new insights. For example,
the first direct experimental evidence for sub-structure within the proton was provided
by electron-proton deep inelastic scattering at SLAC [3]. The HERA experiment has
taken electron-proton scattering into new kinematic regions, probing the structure of
matter down to distances as small as ~ 10~'® m. This chapter will give a brief overview
of the general theoretical background to physics at HERA, followed by a more detailed

description of the theoretical background for inelastic .J/1) production at HERA.



2.1 The Standard Model

The Standard Model of particle physics was developed in the last half of the twentieth
century. It is a set of gauge theories, based on Quantum Field Theory, which suc-
cessfully describe all the known elementary particles and their interactions (excluding
gravity) within a single theoretical framework. The known elementary particles are
split into three groups: Quarks, Leptons and Gauge Bosons. There are six flavours
of quarks (up, down, strange, charm, bottom and top), six leptons (electron, electron
neutrino, muon, muon neutrino, tau and tau neutrino) and five gauge bosons (photon,
W#, Z° and the gluon). The quarks and leptons can be grouped together into three
generations, each a heavier version of the previous, and each containing two quarks
(e.g. up and down) and two leptons (e.g. electron and electron neutrino). The interac-
tions included in the Standard Model are the electromagnetic, weak and strong forces.
The electromagnetic and weak interactions unify at high energy and are described by a
gauge theory known as the Electroweak Theory [4]. The strong interaction is described
by a gauge theory known as Quantum Chromodynamics (QCD) [5]. The forces are me-
diated by the exchange of virtual Gauge Bosons. For the electromagnetic interaction
the exchanged gauge boson is the photon (7), in the weak interaction it is the W= or

Z° and in the strong interaction it is the gluon (g).

The quark structure of matter was revealed via two sources of experimental information:
Hadron Spectroscopy and Deep Inelastic Scattering. Many strongly interacting parti-
cles, known as hadrons, were discovered and their masses and quantum numbers could

be grouped in a spectroscopic manner. The structure of hadron spectroscopy can be



explained by invoking substructure in the form of quarks [6]. Deep Inelastic Scattering
at SLAC unambiguously revealed substructure within the proton [3]. The experimen-
tal results were consistent with the proton containing point-like objects. These were
called partons. It was subsequently shown that the quarks and the partons are the
same object. Within the Standard Model, hadrons are modelled as either a bound
three quark (ggq) state (baryons) or a bound quark-antiquark (¢g) state (mesons).
The Quark-Parton Model (QPM) [7, 8] views the quarks as non-interacting spin-1/2
particles. Within QCD, the quarks interact and they cannot be seen in isolation be-
cause they carry colour charge, leading to strong inter-quark forces. QCD describes the
colour force (i.e. the force between particles carrying colour charge) which increases
with the distance of separation of two colour charged objects but decreases to zero as
the separation decreases to zero. These extremes are known as colour confinement and
asymptotic freedom respectively. The process by which quarks ejected from a hadron

form bound states of observable particles is known as Hadronisation.

In the Standard Model, the proton is viewed as containing three valance quarks within
a sea of gluons, quarks and antiquarks. The sea arises due to the exchange of gluons
between the valance quarks, which can fluctuate into ¢g pairs of any species (sea
quarks). Therefore, there is a distribution of all quark flavours and of gluons within

the proton.



2.2 Deep Inelastic Scattering

The Deep Inelastic Scattering (DIS) process ep — e(v)X, where X is anything, can
be considered as taking place in two stages. Firstly, there is an elastic scattering
between the electron and a parton! from within the proton. Secondly there is the
hadronisation of the struck parton and the proton remnant, which occurs as a result of
colour confinement. The DIS process involves an electroweak interaction between the
electron and the struck parton. If the exchanged boson is neutral (i.e. a vy or a Z°),
the interaction is known as a Neutral Current (NC) interaction. If it is charged (i.e.
a W=), it is known as a Charged Current (CC) interaction. The DIS cross-sections
depend on the electron-parton elastic scattering cross-sections and the partonic content

of the proton, which is expressed in terms of structure functions.

2.2.1 HERA Kinematics

A schematic diagram of a deep inelastic electron-proton (e-p) interaction is shown in
figure 2.1. The incoming electron emits a gauge boson (either a v, Z° or W#) which
then interacts with a parton from within the proton to produce the hadronic final state.
The interaction ep — e(r)X can be described by two independent Lorentz invariant

scalars (Q? and x. ? is given by

Q*=—¢=—(k—k), (2.1)

Lparton will be used to refer to a constituent of the proton, i.e. a quark or gluon.



v.Z°W (q)

Figure 2.1: Schematic diagram for deep inelastic scattering. The particle types and
their 4-momenta are indicated.

where k£ and k' are the 4-momenta of the incoming electron and outgoing electron (or
neutrino in CC interactions) respectively, and ¢ is the 4-momentum of the exchanged
gauge boson. Note that the exchanged gauge boson is virtual and so ¢? is negative. x
is given by

QQ
2P.q°

T (2.2)

where P is the 4-momentum of the incoming proton. In the Quark-Parton Model
(QPM) [7, 8], x is Bjorken-z, the fraction of the proton’s momentum carried by the

struck parton. Another Bjorken scaling variable is y, given by

(2.3)

<

I
9|
P?'. )

In the proton rest frame, y is the fraction of the incoming electron’s energy transferred

to the hadronic final state and so is often known as the inelasticity variable. At HERA,



the particle masses are small compared with the beam energies and can therefore be

neglected. Neglecting masses, these three variables are related by
Q? = sxy, (2.4)
where s is the centre-of-mass energy squared of the interaction, given by
s=(k+ P)? ~ 4E,E,, (2.5)

where F, and E, are the electron and proton beam energies respectively, and the
proton and electron masses have been neglected. Therefore, for fixed /s, only two of
2, @ and y are independent. The interaction can also be viewed as being between
the exchanged gauge boson and the proton. The centre-of-mass energy, W,,, of this

interaction is given by

w5, = (P +0q)*
21 2
=Q*(--1)+m

xr

p

=ys — Q° +m), (2.6)

where m,, is the mass of the proton.

A useful variable is rapidity, n, which is a measure of the polar angle of a particle. It

is defined as

1 E+pr
=21 2.
" 2n<E_m>, (2.7)
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where E is the energy of the particle, and p; is the longitudinal component of the
particle’s momentum. Rapidity is particularly useful because it only changes by a
constant when undergoing a Lorentz boost along the interaction axis. Therefore, the

difference between the rapidity of two particles is a Lorentz invariant quantity.

2.2.2 Deep Inelastic Scattering Cross Section

The Born cross-section for the interaction shown in figure 2.1 can be expressed in
terms of a propagator term and two structure functions, Fy(x, Q%) and Fy(x, Q*). The
structure functions describe the partonic structure of the proton. For the neutral
current process, the Born cross-section is given by

d*c B A

drdQ?  zQ*

Ve, Q1) + (1 y) e, @), (28)

where o = €?/4rw is the fine structure constant. In the Quark-Parton Model the
structure functions are functions of z only, an effect first predicted by Bjorken and
now known as Bjorken scaling [9]. They are also related by the Callan-Gross relation
F, = 2z F; [10], which is a direct consequence of the QPM assuming the proton con-
sists of point-like non-interacting massless spin-1/2 particles. These features (Bjorken
scaling and agreement with the Callan-Gross relation) were observed in early e-p ex-
periments [3] and provided the crucial evidence for the existence of point-like particles

within the proton.

Quantum Chromodynamics (QCD), the gauge theory of the strong interaction, de-

11
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Figure 2.2: Kinematic region covered by the HERA experiments (H1, ZEUS and HER-
MES) and previous fized target experiments. The line y = 1 represents the kinematic
limit for H1 and ZEUS. The plot illustrates how HERA has extended the kinematic
region covered by two orders of magnitude in x and Q?, compared with previous fized
target experiments.

scribes how the partons interact. QCD predicts a slow evolution of the structure
functions with @2, an effect which is known as scaling violations, and the violation
of the Callan-Gross relation. The violation of the Callan-Gross relation requires the
introduction of the longitudinal structure function Fy(z, Q?), given by F = Fy — 2z F}.
The Born cross section can then be re-written as

d’o B 2ra’

dedQ?  zQ*

(14 (1= ) Byl QF) — y2Fu (2, Q%) (2.9)

The evolution of the structure functions with Q? is parameterised in QCD by the

12
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Figure 2.3: Proton structure function Fy(z,Q?) as measured by H1 [12] and the fized
target muon-proton scattering experiments NMC [13] and BCDMS [14]. The curves
are fits to the H1 data (solid lines) and the H1 and BCDMS data (dashed lines). Figure
is taken from [12].

evolution equations of Dokshitzer, Gribov, Lipatov, Altarelli and Parisi (DGLAP) [11].

Using the DGLAP equations, the structure function can be evolved to any value of x

and Q? once the x dependence at one fixed value of Q? has been measured.

The centre-of-mass energy at HERA is an order of magnitude greater than previous
fixed target experiments and this has opened up new kinematic regions of deep inelastic
scattering. Figure 2.2 compares the Q% vs. x regions accessible to previous experiments
and those accessible to the H1 and ZEUS experiments at HERA. HERA has extended
the range covered by two orders of magnitude in Q* and z. The structure function

Fy(z,Q?%) has therefore been measured over a wide range of z and Q? by the H1

13



experiment. Figure 2.3 shows a sample of such measurements, in the region of relatively
large = [12], and compares the results with previous measurements from fixed target
muon-proton scattering experiments [13, 14]. The figure shows that Bjorken scaling is
valid for x ~ 0.1, and that scaling violations occur away from x ~ 0.1. F,(x, Q?) rises
as x decreases, which can be attributed to the increasing gluon density as x decreases.
The fits shown were performed using the QCD evolution mentioned previously, showing

that the HERA data confirms the validity of QCD over a huge kinematic range.

2.2.3 Physics Processes at HERA

There are several different types of physics processes that can occur and are studied at
HERA. Each has different characteristics which can be used to identify them and each
can give a useful insight into proton structure and features of QCD. This section will

give a brief overview of some of these processes.

High-(Q)? Deep Inelastic Scattering

As mentioned above, DIS events are classified into two types; Neutral Current (ep —
eX) and Charged Current (ep — vX). The signature for a high-Q?* neutral current
(NC) event is an electron scattered through a large angle, whilst the signature for
a high-Q? charged current (CC) event is missing transverse momentum due to the
undetected neutrino (v). The exchanged particle in a neutral current interaction is
either a photon (y) or a Z°. Equations 2.8 and 2.9 are for photon exchange, and the

propagator term has a 1/Q* dependence as the photon is massless. The Z°, however, is

14
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Figure 2.4: The cross section do/dQ* for NC and CC scattering in electron-proton
and positron-proton collisions. The plot shows the HI1 measurements and theoretical
predictions.

massive, hence for Z° exchange, the propagator term has a 1/(Q* + M%)? dependence,
where M is the mass of the Z°. The exchanged particle in a charged current interaction
is the W* which is massive, and hence the propagator term has a 1/(Q? + M32,)?
dependence, where My, is the mass of the W*. The CC events are therefore suppressed
relative to NC events by a factor of order

~ <Q2 46—22]\/[5[,)2 (2.10)

Hence the CC cross-section is small compared to the NC cross-section until Q* ~ M32,.

This has been confirmed experimentally [15], as shown in figure 2.4.
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Diffraction

The simplest form of diffractive event is one in which the exchanged virtual photon
converts to a real particle with the same quantum numbers, J*¢ = 177, as the photon
(e.g. a J/1 or p meson, or a real photon) and the proton remains intact. (e.g. ep —
eJ/¢p). In general, diffractive events are of the form ep — eXY, where X and YV
are two separate hadronic systems with a large gap in the rapidity distribution, of the
particles in the event, between the two systems. One system (Y") originates from the
proton (in the simplest form mentioned above, it is the proton) and the second (X)
from the exchanged particle (in the simplest form, it could be a J/1), p or a photon for

example).

The gap in the event’s rapidity distribution indicates that there is little or no interac-
tion between the two hadronic systems X and Y, and so they develop independently.
Therefore, there must have been no net colour flow from the proton to the hadronic
system X. Hence, a diffractive event is interpreted as the result of the exchange of a
colour singlet object with the quantum numbers of the vacuum. This is commonly
identified as the Pomeron. HERA data has led to a much improved understanding of

the Pomeron and its partonic structure [16].

Photoproduction

The interaction of a real photon with the proton is known as photoproduction. That

is, photoproduction interactions occur at low Q? (Q? < O(1 GeV?)), and the total
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Figure 2.5: Schematic diagram of (a) direct and (b) resolved boson-gluon fusion.

photoproduction cross-section is large due to the 1/Q* term in the cross-section (see
equations 2.8 and 2.9). A photoproduction interaction can be interpreted as a photon-

proton (-p) interaction.

At HERA, photoproduction events where there is a hard scale (e.g. a high p; jet or a
heavy quark) are dominated by the Boson-Gluon Fusion (BGF) interaction. @Q* and z
are related by equation 2.4, hence low % implies that the event occurs at low z as well.
The gluon content of the proton rises rapidly as x decreases [12], and hence the low z
interactions are dominated by gluons. The photon can interact with the gluon in one
of the two ways illustrated by figure 2.5. In (a) ‘direct’ photoproduction, the photon
interacts with the gluon directly to produce the hadronic final state. In (b) ‘resolved’
photoproduction, the photon fluctuates into a hadronic state (e.g. a ¢¢ pair) and the
gluon interacts with a parton from within the photon. Both types of interactions have

been studied at HERA and have produced new insights into QCD, proton structure
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Figure 2.6: Gluon density of the proton obtained from D* meson production in DIS and
photoproduction interactions [18]. The results are compared to the results from a QCD
analysis of Fy(x,Q?) measurements [19] (light shaded band) and the CTEQ4F3 [20]
parameterisation. The factorisation scale was p? = 25 GeVZ.

and photon structure.

Heavy Flavour Production

Heavy flavour physics refers to the study of the production of the heavier quark flavours
(i.e. ¢, b and t). Heavy flavour production provides a useful testing ground for QCD
because the heavy quark mass sets the scale for the perturbative expansion of QCD
calculations in terms of the strong coupling constant, a;(m,), thus making calculations
reliable. At HERA, this has been restricted mainly to the study of charm, with first

results on bottom production recently published [17]. Charm quarks have a mass of
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m. ~ 1.3 GeV and are therefore produced in large numbers at HERA. The study of
bottom production is limited by low statistics due to its high mass (m, ~ 4.2 GeV).

The top quark is not accessible at HERA energies due to its large mass (m; ~ 174 GeV).

Charm quarks can be produced, in c¢¢ pairs, in all the processes described above. The cé
pair then either bind to form a meson such as a J/1, which is known as hidden charm
production, or form separate charmed hadrons, known as open charm production. The
dominant production method for charm is boson-gluon fusion. Hence, by studying
charm production, the gluon content of the proton can be accessed directly. H1 has
performed such a measurement by studying D* production, and extracted the gluon
content of the proton [18]. The result is shown in figure 2.6, where it is compared
with an extraction from measurements of Fy(z,@?) [19] and the parameterisation of
the CTEQ4F3 parton density functions [20]. The results confirm the validity of the
boson-gluon fusion picture and illustrate the consistency of gluon density extractions

from this and other techniques.

Beyond the Standard Model

The HERA experiments investigate new regions of phase space and so it is wise to
search for new phenomena or particles which would indicate the discovery of new
physics. These searches have been performed and, although no new physics processes
have been detected, many limits have been placed on new physics. For example,
a search for quark sub-structure has revealed none with the present statistics, and

placed an upper limit on the size of the light quarks of R, < 1.7 x 107'® m at 95%
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confidence limit [21]. The most significant signal of possible new physics has been the
observed excess, over standard model predictions, of events with a single isolated muon
and missing transverse momentum [22]. It will be interesting to see what the HERA

experiments observe after the forthcoming luminosity upgrade (see section 3.10).

2.3 J/1 Production at HERA

2.3.1 Charmonium

The J/1 particle was discovered independently by two separate experiments during
1974, in what is now known as the 'November Revolution’ of particle physics. A narrow

resonance in the invariant mass spectrum of e*e™ pairs, produced in the interaction

p + Be — et e X,

was discovered at me+.- ~ 3.1 GeV by Aubert et. al. at Brookhaven [23]. At the same

time, a resonance in the cross section for the interaction

e" + e — Hadrons,

was discovered at a centre-of-mass energy of /s ~ 3.1 GeV by Augustin et. al. at
SLAC [24]. The SLAC experiment subsequently discovered a second resonance at

/s ~ 3.7 GeV [25]. This marked the discovery of the charmonium family of particles,
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and the fourth quark flavour - charm.

The particle discovered with a mass ~ 3.1 GeV was named the ‘J’ particle by the
Brookhaven experiment and the ‘¢)” particle by the SLAC experiment. It is now known
as the J/1 particle, and has been identified as the lightest vector meson in the charmo-
nium family. Charmonium particles are bound states of a charm (¢) and an anti-charm
(¢) quark. The quantum numbers of the J/¢ can be determined from the production
mechanism. As .J/1’s are produced in large numbers in eTe™ annihilations, it can be
concluded that the J/v has the same quantum numbers as the photon i.e. JF¢ =1"".
The second resonance is now recognised as the first radial excitation of the J/1, the
1(2S). Since the November Revolution, the detailed spectrum of charmonium states

has been revealed.

The mass of the J/1 particle is now known much more accurately. The current world
average is [26]:

myy = 3.09687 £ 0.00004 GeV.

An unusual property of the .J/v is its extremely narrow decay width of [26]:

Fj/w = 87+ 5 keV.

This is unusual because it is several orders of magnitude smaller than other typical
hadronic decay widths. The narrow width indicates that the .J/¢) must have a long
lifetime and the ‘easiest’ decay channels must be heavily suppressed or forbidden. The

most obvious decay channel would be into two charmed mesons (D mesons). However,
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the lightest D meson (the D°) has a mass of mpo = 1.865 GeV and therefore this decay

is forbidden due to energy conservation.

Any J/1 decay involving the strong interaction must involve the charm and anti-charm
quarks annihilating. This produces disconnected quark lines, which suppresses the
decay according to the OZI rule [27]. Furthermore, any hadronic decay must involve

at least three gluons due to the conservation of colour charge and C-parity.

Due to the above reasons, the electromagnetic decay channels of the .J/1 have signif-
icant branching ratios. The current world average for the branching ratios into ete™

and ptp~ is [26]:

BR(J/¢ — ete™) = 5.93+0.10%

BR(J/Y — p ™) = 5.8840.10%

The narrow width and significant leptonic branching ratios make the .J/1 a very con-

venient experimental signal for the production of charm quarks in particle collisions.

2.3.2 Production Processes at HERA

Six papers have been published on the production of J/v and (2S) mesons by the
H1 collaboration [28]-[33]. The .J/v¢ can be produced in both deep inelastic scattering
(Q* 2 1 GeV?) and photoproduction (Q* ~ 0 GeV?) events. In both cases, the .J/1
can be produced in both a diffractive and an inelastic way. In diffractive production,

the hadronic final state contains just the J/v, in addition to the proton which either
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remains intact (elastic), or dissociates into a low mass state (proton dissociation). In
inelastic production, the hadronic final state typically contains many other particles
accompanying the J/1, and the proton dissociates into a high mass state. Inelas-
tic production is described in the next section in the context of photoproduction, a

description which is also valid for production in DIS events.

A useful variable for discriminating between the various production methods is the
Lorentz invariant inelasticity variable z. This is defined in a similar manner to the
Bjorken scaling variable y and is defined as

P
zZ= P2

2.11
e, (211)

where p;/y is the 4-momentum of the J/1). In the proton rest frame, z is the fraction of
the photon energy transferred to the .J/¢. Whilst there is some overlap, the different
production mechanisms are dominant in different regions of z. Diffractive production
where the proton remains intact occurs at z = 1 by definition. Diffractive production
with proton dissociation dominates at z 2 0.95 and inelastic production dominates at
2z < 0.9. The details of the transition from diffractive to inelastic production is not

well understood at present.

2.4 Theory of Inelastic Photoproduction of J/1’s

This section presents the recent developments in and the current theoretical under-

standing of the inelastic photoproduction of J/¢’s. The description will follow a
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roughly historical order, beginning with the Colour Singlet (CS) model, then results
on charmonium production at the Tevatron will be presented, the Colour Octet (CO)
model will then be described, and finally recent experimental and theoretical develop-

ments are discussed.

2.4.1 Colour Singlet Model

The first model to make quantitative predictions for charmonium production in many
physical interactions was the Colour Singlet model. Credit for the development of
the model is difficult to ascribe as many physicists were involved in early work on
it. The first use of the model in the photoproduction of charmonium was by Berger
and Jones [34]. Other early uses included the analysis of the decay Z° — ¢¢ + v by
Guberina et. al. [35], and inclusive charmonium production in eTe™ annihilation by
Keung and by Kuhn and Schneider [36]. For a review of the application of the Colour

Singlet model see [37].

Within the Colour Singlet model the production of the charmonium particle is fac-
torised into two stages: the production of a ¢€ pair in a colour singlet state (i.e. a state
with no net colour) and with the same quantum numbers as the charmonium, and the
transition of the c¢ pair into the bound charmonium state. The amplitude for the first
stage is given by a matrix element which describes the production of a ¢ pair in a
short distance process of range ~ 1/m,.. The matrix element can be calculated reliably
in perturbative QCD. The second stage contains all the non-perturbative dynamics in-

volved in the formation of the bound state factorised into a single long distance factor.
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In this formalism, the production cross section for the process yp — J/¢X can be
written as [38]

do(J/+ X) = do(cc(1,*Sy) + X)|Ry4(0)], (2.12)

where do(cé(1,2S;) + X) is the cross-section for the production of a final state which
includes a cc pair in a colour singlet state (denoted by 1, a colour octet state would
be denoted by 8) and with the same quantum numbers as the J/1¢ (in spectroscopic
notation **'L; = 3S;). This short distance part of the cross-section can be calcu-
lated using a perturbative expansion in terms of as(m.). The long distance part is
approximated by |R;/,(0)|?, where R, (0) is the radial wavefunction of the .J/1 at
the origin. R/, (0) can be determined from the electronic decay width of the J/v, I,

given at leading order by

_ 40
Lee =T(J/tp) —eTe™) ~ W|RJW(0)|2. (2.13)

Equation 2.12 can be generalised and used to describe the inclusive production of
any charmonium meson in any physical interaction. The short distance part becomes
do(ce(1,25* L) + X) where S, L and J are the quantum numbers of the charmonium
meson. The long distance part is related to the L’th derivative of the radial wavefunc-

tion at the origin of the charmonium meson.

The Colour Singlet model has enormous predictive power. The cross-section can be
calculated for any high energy physics process in terms of one non-perturbative param-

eter for each orbital angular momentum multiplet in the charmonium family, provided
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Figure 2.7: Leading order diagram for the production of a J/v¢ meson via boson-gluon
fuston in the Colour Singlet model.

the cross-section for c¢ production can be calculated. Moreover, this parameter can be
determined from charmonium decays (see equation 2.13, for example). Despite this, it
is only a model. There is no theorem that guarantees the factorisation used above is
valid, and it is incomplete since it ignores colour octet c¢ states which could form a

bound state via soft gluon emission.

The Colour Singlet model has been successfully applied to J/¢ production at HERA
in the range 0.45 < 2z < 0.9. The leading order process, shown in figure 2.7, is
vg — J/1g, which is at O(aa?). The final state gluon is required in order to produce
a c¢ pair with the same quantum numbers as the J/1v. Additionally, the gluon must
have relatively high p, (a “hard” gluon) in order to ensure the applicability of the
perturbative expansion. This restricts the kinematic regions in which calculations are
reliable to z < 0.9 [34]. Figure 2.8 shows results from HERA [39, 40] which are

successfully described by a next-to-leading order calculation [41].
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Figure 2.8: Differential cross-section do/dz for the inelastic photoproduction of J/v
mesons at HERA [39, 40]. The line is the result of a newt-to-leading order Colour
Singlet model calculation [41]. The dashed lines are leading order Colour Octet model
calculations with various additional affects [42].

2.4.2 Tevatron Results on Charmonium Production

Despite the enormous predictive power of the Colour Singlet model, it has several
known problems. The most obvious problem is the presence of infra-red divergences
in the cross-sections for the production of P-wave charmonium states [38|. Similar
divergences in the decay rates were known about as early as 1976. Barbieri et. al. [43]
discovered that the decay rate for x.; — ¢¢g depends logarithmically on the minimum
energy of the gluon. This problem was avoided phenomologically by imposing an ad

hoc cut-off on the gluon energy, although this was without any real justification. Ex-
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Figure 2.9: Data and theoretical predictions for (a) J/v and (b) ¥ (2S) production in
pp collisions at \/s = 1.8 TeV. The data are from the CDF collaboration [46, 47]. The
theoretical predictions and plots are taken from [53].

perimentally, the UA1 collaboration had found discrepancies between measurements
and the predictions of the Colour Singlet model in pj collisions at /s = 630 GeV [44].
The Colour Singlet model was finally shown to be incomplete when results on charmo-
nium production where obtained at the Tevatron (which studies proton (p)-antiproton

(p) collisions at /s = 1.8 TeV) which were completely incompatible with the Colour

Singlet model.
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The CDF and DO collaborations have studied .J/v¢ and ¢(2S) production at the Teva-
tron in detail [45]-[52]. The production processes include indirect charmonium pro-
duction via the production and decay of B-mesons, as well as “prompt” production.
In “prompt” production, the contribution from b-quark decays has been excluded by
requiring that the charmonium was produced at the primary event vertex. It is in
“prompt” production where the failure of the Colour Singlet model is most prominent,
as shown in figure 2.9. The figure shows the results from the CDF collaboration on
prompt (a) J/1 and (b) ¥(2S) production [46, 47], and the Colour Singlet model pre-
diction (dotted line) [53]. The Colour Singlet model predicts cross-sections which are
a factor of up to ~ 50 too small for J/¢’s and (2S)’s produced with large trans-
verse momentum (p;). Prior to these observations, J/v production at large p, was
expected to be dominated by B-hadron decay with some contribution from y. and
Xe2 decay [38]. Indeed, this assumption was used by CDF to extract a value for the
b-quark production cross section from their data on J/1 and y. production [45], which
was subsequently shown to be too large by about a factor of 2 when more data became
available [54]. The data from the Tevatron therefore required a new model in order to

understand charmonium production.

2.4.3 Colour Octet Model

A model which successfully explains the results from the Tevatron, and solves many of
the known problems of the Colour Singlet model, has been developed since 1992 and is

known as the Colour Octet model. The first steps in the development of the model were
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made by Bodwin, Braaten and Lepage [55]. They realised that the infra-red divergences
in the decay rate for y.; — ¢qg arise when the final state gluon is soft (low p;). They
found that by allowing initial state gluon radiation, so that the initial c¢ pair are in a
colour octet state, a second term is added to the decay amplitude which successfully
describes the contribution to the decay rate causing the divergence. A similar solution
was found for the production rate [56]. This approach was subsequently generalised by
Bodwin, Braaten and Lepage [57] into a full theoretical framework for the calculation
of the inclusive annihilation and production of heavy quarkonium. The theory is now
known as the Colour Octet model, because it includes intermediate states where the
cc is in a colour octet configuration (i.e. a state with net colour) in contrast to the
Colour Singlet model which does not. For a thorough review of the Colour Octet model,

reference [58] is recommended.

An important feature of the Colour Octet model developed by Bodwin, Braaten and
Lepage is the use of the velocity scaling rules of non-relativistic QCD (NRQCD) [59].
NRQCD is an effective field theory formulation of QCD in which the heavy quark
and anti-quark are treated non-relativistically. In the case of charmonium, potential
model calculations indicate that the relative quark-antiquark velocity squared within
the bound state is v? ~ 1/3 (in bottomonium v? ~ 1/10) [38]. Therefore, a perturbative
expansion of the calculation in powers of v? could also be possible, in addition to the

already possible expansion in terms of a,(m.).

Within the Colour Octet model, the inclusive cross section for producing a charmonium
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state H has the form
do(H+X) = ) _do(ce(n) + X)(O)), (2.14)

where do(cé(n) + X) is the inclusive cross section for the production of a c¢ pair in a
colour and angular momentum state n, and (OX) is a matrix element related to the
probability for a c¢ pair in a state n to form the charmonium state H. Thus, the cross
section factorises into short and long distance parts in an analogous manner to the
Colour Singlet model. The short distance part is do(cé(n) + X), which is calculable
perturbatively as an expansion in a,(m.), and the long distance part is (Of) which
describes the non-peturbative evolution of the c¢¢ pair into the bound charmonium
state. The sum is over all the possible colour and angular momentum states n of the
cc pair. Hence the model explicitly includes c¢ pairs produced in a colour octet state,
as well as those in a colour singlet state. Note that the only dependence on the final

state is in (OX), whilst the only dependence on the production method resides in the

short distance part.

Equation 2.14 contains a sum over an infinite number of intermediate states n. Hence
its application would appear to be difficult as this would mean an infinite number of
non-perturbative terms (OX). However, the higher angular momentum states involve
higher powers of v? in the matrix element and so are correspondingly suppressed.
The velocity scaling rules of NRQCD thus reduce the number of terms needed to a
manageable level. The scaling of the matrix element (OX(**1L;)) with v? can be

determined from the number of electric dipole and magnetic dipole moments required
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to transform the meson H to a state |cc(n, *T'Ly) + gluons). There is an overall factor

of ,U3+2L

, with an additional factor of v? for each electric dipole transition and v* for
each magnetic dipole transition. Therefore, the relative importance of each state n in
the factorisation formula given by equation 2.14 is determined by two factors: the order
in v? of the matrix element (OX) and the order in ay(m,.) of the parton cross section
do(cé(n) + X). Hence the charmonium cross-section can be calculated with arbitrary

precision using a double expansion in terms of ay(m.) and v?. Figure 2.9 illustrates

the success of the Colour Octet model in explaining the Tevatron results [53].

2.4.4 Colour Octet Model Matrix Elements

The Colour Octet model is undoubtably successful in explaining the Tevatron results.
However this requires fitting the model to the experimental data. This is because the
matrix elements, (OX), cannot be calculated in QCD due to their non-perturbative
nature. The non-perturbative matrix elements must therefore be determined either
experimentally or from lattice QCD calculations [60]2. If the factorisation used in
equation 2.14 is correct, the matrix elements are universal i.e. they are independent
of the production mechanism. Therefore, their measurement using several different
mechanisms for charmonium production, will be a crucial test of the theory. For a
recent, more detailed review of the extraction of the matrix elements, see [62]. The

conclusions reached in [62] are identical to those presented here.

2No results are yet available for the production matrix elements from lattice QCD calculations due
to theoretical problems [61].
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This section will only consider the matrix elements for .J/1 production. The following
notation will be used: (O;/¥(*+1L;)) is the matrix element for the formation of a
J/1 from a cc pair in a colour state n (1 for colour singlet, 8 for colour octet) and an
angular momentum state 25t!'Lj, where standard spectroscopic notation is used. The
matrix elements are extracted from fits to experimental data on .J/v¢ production, with
the following constraint; the heavy quark spin symmetry present in NRQCD requires

that the J dependent matrix elements satisfy the relation
(O (Py) = (23 + (05" (°Po)). (2.15)

The matrix element (Ol]/d’(?’Sl)) is equivalent to the long distance part of the cross-
section in the Colour Singlet model and so can be determined independently as it is

related to the electronic decay width of the J/i¢ (see equation 2.13). A QCD im-

proved [63] relation is

2

8rale 16 Ots(mJ/w) J/Y 3
Tpe= ——¢(1— ——= I , 2.1
9m3, ( R )<OL (51) (210

where e, = 2/3 is the fractional charge of the charm quark.

Several authors have extracted matrix elements by fitting the model to the Tevatron
data. Despite the constraints, the best that can be achieved is relationships between
some of the matrix elements. The matrix elements important for .J/1¢ production at
the Tevatron are <(9i’/1/’(3sl)), <(9§"/¢(3sl)), (Og/w(lsg)), and (Og/w(3P0)) [53] which

are defined in [57]. It turns out that, due to the parton production cross sections
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do(cé(n) + X) having similar p, dependences, the p; distribution of the cross section

at low p, is sensitive only to a combination of <0§"/¢(1SO)> and (ng(?’Po)), given by

M = (O (80) + (031 (P, (2.17)

C

whilst (Og/w@Sl)) is dominant at large p; [53]. By choosing a suitable value for k (3 is
chosen in [64], 3.5 in [53], for example), the Tevatron data can be fitted with just two

free phenomenological parameters, (Og/w@Sl)) and M,;]/w.

There are several theoretical uncertainties connected with the extraction: the choice
of parton density function (PDF) for the proton, the intrinsic transverse momentum
(k;) of the partons, the mass of the charm quark and the choice of factorisation scale.
Mizukoshi [65] is one of several authors who have extracted the matrix elements using
several different PDF’s, namely MRS(R2) [66], CTEQ 4L [20] and GRV 94 LO [67].
His values for <(’)§J/w(381)) and M,;]/w (with £ = 3) are shown in table 2.1. As can be

seen, the choice of PDF’s leads to an uncertainty of approximately a factor of two.

This is supported by other studies, see [53] for example.

The effect of the intrinsic transverse momentum (k;) of the partons on the extracted
matrix elements has been studied by several authors. In an initial fit to the data, where

intrinsic k; was ignored, Cho and Leibovich [64] extracted the values
(OY(8))) = (6.6+£2.1) x 107 GeV® and (2.18)

MY = (664 15) x 1073 GeV?, 2.19
k
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Author | PDF L ©o7es)) | M |k
Mizukoshi CTEQ 4L 0.54+0.12 | 2284055 | 3
[65] GRV(1994)LO 057+0.12 | 2.07+053 | 3
MRS(R2) 0.70+0.17 | 4854095 | 3
Beneke and CTEQ 4L [20] 1.06+0.14 | 4.38+1.15 | 3.5
Kramer GRV(19949)LO [67] | 1.12+£0.14 | 390+t 1.14 | 35
53] MRS(R2) [66] 1.40+0.22 | 1094207 | 35
| Cho and Leibovich [64] |  MRSDO[70] | 0.66+021 | 66+15 | 3
Braaten, Kniehl MRST98(LO) [74] | 0.44 £ 0.07 8.7+£0.9 3.4
and Lee [71] CTEQ 5L [75] 0.49 £ 0.07 6.6 £0.7 3.4
| Kniehl and Kramer [72] | CTEQ 4M [20] | 0.273£0.045 | 0.572+0.184 | 3.54
Cano-Coloma and CTEQ2L [76] 0.33 £ 0.05 1.444+0.21 3
Sanchis-Lozano MRSDO 0.214+0.05 | 1.32+021 | 3
68] GRV(1994)HO [67] | 0.34+£0.04 | 0.60£0.12 | 3
Sanchis-Lozano CTEQ2L 0.96+0.15 | 1.32+0.21 | 3
73] MRSDO 0.68+0.16 | 1.32+0.21 | 3
GRV(1994)HO 092+0.11 | 0.454+0.09 | 3

Table 2.1: Values of <O§J/w(381)> and M,;]/w in units of 1072 GeV?® estracted from the
Tevatron data by vartous authors.

for k = 3. However, it was subsequently shown that the intrinsic k; of the partons can
have a large effect on the extracted matrix elements [68]. Using the Monte Carlo pro-
gram PYTHIA [69] to simulate intrinsic k; in the partons, Cho and Leibovich obtained
the values

(07/Y(331)) = (2.1+0.5) x 107% GeV? and (2.20)

MY = (13.2+2.1) x 107 GeV?, (2.21)

where k = 3 and the MRSDO [70] PDF was used in each case. Hence, neglecting the
intrinsic k; of the partons can lead to a significant overestimation of the colour octet

matrix elements.

Many authors have extracted the matrix elements from the Tevatron data using var-
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ious PDF’s and theoretical assumptions, such as the choice of charm quark mass. A
summary of several of these results is given in table 2.1. As can be seen, there is no
consistent picture emerging. The extracted values are sensitive to the PDF and the-
oretical assumptions used. Hence they can at present only be considered accurate to

order of magnitude.

There are results from other experiments which can be used to constrain the matrix
elements further. For example, from fixed target hadroproduction, the relation
7
(OFY(180)) + —(0"(*Py)) = 3 x 1072 GeV®. (2.22)
8 m2 8

2
c

has been obtained by Beneke and Rothstein [77]. From the B-meson decay B — J/¢ X,

Beneke et. al. [78] obtained the constraint

(O (50)) + 2507 (Py)) < 2.8 x 1072 GeV?. (2.23)

=3 2
me

A very clean extraction of the matrix elements could be obtained from the LEP exper-
iments using the decay Z — J/¢ X, which would remove the uncertainty arising from
the choice of PDF, for example. However, this has only been performed so far for a
combination of the matrix elements for several different charmonium states, weighted
by branching ratios [79]. This is due to the experimental limitations of low statistics

and an inability to separate feed-down from y.’s and 1(2S)’s.

HERA data can also be used to extract the matrix elements. Unfortunately, results

for J/v photoproduction only exist in a region most sensitive to the colour singlet
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Figure 2.10: Parameter space for the matriz elements ((’)éj/w (*S1)) and M,;I/w, fork =3,
extracted using HERA or Tevatron data. The bounds on the extracted values are at 68%
confidence limit (solid lines) and at 95% confidence limit (dashed lines). The plot is
from [65].

matrix element, <(’)£ / ?(35,)), and the matrix elements most sensitive to higher order
corrections at the Tevatron [80]. As can be seen in figure 2.8, the Colour Singlet model
can describe the HERA data. The Colour Octet model calculation [42] predicts a rise as
z — 1 which is not observed in the data. However, this is the region in which the model
begins to break down as it corresponds to the transition from inelastic to diffractive
production which is poorly understood. Hence, it cannot yet be concluded that the
HERA data implies the non-universality of the matrix elements. Additionally, attempts

to extract the matrix elements from the HERA data alone produces large errors. This is

illustrated by figure 2.10, which shows the matrix elements extracted by Mizukoshi [65]
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Figure 2.11: Diagrams for (a) direct and (b) resolved photoproduction of J/¢’s at
HERA.

from both HERA and Tevatron data independently and their associated uncertainty.
The two experiments appear to require different matrix elements. However the figure
also illustrates both the large uncertainty arising from the use of the HERA data and
the theoretical uncertainties arising from the choice of value for the charm quark mass
and from higher order corrections. Extending the HERA results into new kinematic

regions, such as the low-z region, would reduce the uncertainty on extractions from the

HERA data.

2.4.5 Inelastic J/v¢¥ Production

The inelastic photoproduction of .J/¢’s at HERA proceeds through one of two processes
mentioned previously: direct or resolved boson-gluon fusion. The two processes are

illustrated by figure 2.11. In direct boson-gluon fusion, the incoming electron emits
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a photon which interacts with a parton (usually a gluon) from within the proton to
produce the J/v. In resolved events, the photon fluctuates into a hadronic state and
a parton from within the ‘photon’ interacts with a parton from within the proton.
Direct photoproduction dominates at high z (z 2 0.4) whilst resolved photoproduction

dominates at low z (z < 0.3), as shown by figure 2.12(a).

The HERA J/v production cross-section is dominated by the same matrix elements as
for the Tevatron, i.e. (0;"%(3S1)), (O3/Y(331)), (03" (*Sy)), and (OF'* (*Py)). Beneke,
Kramer and Vanttinen [78] have studied the inelastic photoproduction of .J/1’s within
the Colour Octet model. At the parton level, they considered the direct photon mech-

anisms

Y+ g9 — c + g

v+ q/¢ — ¢+ q/q

where the ¢¢ subsequently forms a J/t¢ and the processes are at order O(aa?). They

also included the resolved photon mechanisms

g+g9g — c + g
g+ q/qd — cc+ q/q

g+ q — c +g

where one initial parton originates from the photon and one from the proton, and the

c¢ subsequently forms a J/t. The processes are at O(a?).
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For the matrix elements, two scenarios were compared in order to estimate the theoreti-
cal uncertainty. In both cases, (Oi/w(?’Sl)) was set to 116 x 1072 GeV? and (Oé/w(381)>
to 1.06 x 10-2 GeV?, the latter coming from a fit to the Tevatron data at large p; [53].
The two scenarios differed in the method for extracting the components of M,‘C] I
one scenario, <O§J/w(3P0)> was set to 0 with <0§=’/w(1so)> set to 3.0 x 1072 GeV®. In the
second scenario, <(9§W(1SO)> was set to 0 with (Og/w(lso»/mg set to 1.0 x 1072 GeV?.
These values were obtained using constraints extracted from the Tevatron data [53],
fixed target data [77] and B-meson decays, and the authors used the GRV LO [67, 81]
PDEF’s for both the proton and the photon. The results of their study are shown in

figure 2.12.

2.5 Summary and Status

Charmonium production remains an active area of both theoretical and experimental
interest. Despite the success of the Colour Singlet model in explaining the HERA
data, it has been found to be completely inconsistent with results from the Tevatron.
A new theoretical model has been developed, based on NRQCD, which is more refined
and general, and is known as the Colour Octet model. This model is able to explain
the large J/1 and ¥(2S) production cross-sections observed at the Tevatron and solves
known theoretical problems of the Colour Singlet model. Despite this, the Colour Octet
model has problems when applied to the HERA data. Using matrix elements extracted
from the Tevatron data, it predicts a rapid rise in the cross-section as z — 1 which is

not observed in the data. Furthermore, the matrix elements extracted from the HERA
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Figure 2.12: Colour Singlet (CS) and Colour Octet (CO)
section at HERA, arising from direct and resolved photon interactions, as a function
of (a) z and (b) prysy. The shaded area represents the uncertainty arising from a

variation of the colour octet matrix elements. The calculations are for a photon-proton
compared in (a) to HERA data [30, 40].

centre-of-mass energy of 100 GeV and are
The calculations and plots are from [78].
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Figure 2.13: The polarisation of prompt (a) J/¢ and (b) (2S) mesons, produced in
pp collisions at /s = 1.8 TeV, as measured by the CDF collaboration [50]. The shaded
bands represent Colour Octet model predictions for (a) J/v [71] and (b) (2S) [53, 71]
polarisation.

data disagree with those extracted from the Tevatron data. However, due to the large
uncertainty in the extraction from the HERA data and theoretical uncertainties (e.g.
higher order corrections, the charm quark mass), no conclusion about the universality

of the matrix elements can yet be drawn.

Recently there have been both experimental and theoretical developments which com-
plicate the picture further. The CDF collaboration has measured the polarisation of
charmonium produced in pp collisions at /s = 1.8 TeV [50]. The results, shown in

figure 2.13, disagree with the predictions of the Colour Octet model [53, 71] at large
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pi. A recent theoretical development has been a study of the hadroproduction of x.;’s
within the k; factorisation approach by Hagler et. al. [82]. This takes into account the
intrinsic transverse momentum of the colliding partons in a new way and is found to
give good agreement with data. The authors have also recently extended this approach
to study the direct hadroproduction of J/¢’s at the Tevatron [83]. Their results in-
dicated a reduced contribution due to the ((’)g/w@Sl)) matrix element and a reduced
polarisation. The extension of this approach to cover all charmonium production could

be interesting.

2.6 Event Simulation

In order to correct the data for the effects of the experimental cuts, detector resolution
etc., Monte Carlo simulated events are used. The Monte Carlo generators simulate a
particular physics process and deliver the four-momenta of all particles produced with
lifetimes longer than ~ 8 ns. The particles are then passed through a GEANT [84]
based application which tracks the particles through a simulation of the detector and
simulates effects such as secondary particle production and shower development. All
aspects of the H1 detector (see chapter 3) are simulated in full, including the trigger
system. The output produced is very similar to that for a real data event, and this is
then passed through the full reconstruction and analysis software. Two Monte Carlo

generators are used in this analysis: EPJPSI and DIFFVM.

The Monte Carlo generator EPJPSI [85] is used to simulate the events under study
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here. EPJPSI is able to simulate .J/1) production in a variety of processes in yp, ep, up,
pp, and pp collisions. It is used here for the simulation of direct and resolved photo-
production events separately. The resolved events are generated according to a leading
order Colour Singlet model calculation, whilst the direct events are generated using
a calculation involving both Colour Singlet and Colour Octet contributions at lead-
ing order. Relativistic corrections are included for the Colour Singlet terms [86]. The
hadronisation is performed using the LUND string fragmentation in JETSET [69]. The

events were generated using the MRS(Ap) PDF’s [87] as implemented in PDFLIB [88].

The DIFFVM Monte Carlo generator [89] is used to simulate J/1’s and (2S)’s pro-
duced in diffractive interactions. This is a contribution to the background to the
inelastic .J/1 signal. The DIFFVM programme simulates diffractive vector meson pro-
duction within the framework of Regge Theory [90] and the Vector Dominance Model
(VDM) [91]. Both elastic and proton dissociative diffractive vector meson production

can be simulated.

44



Chapter 3

The H1 Experiment

3.1 Introduction

The H1 detector is one of four multipurpose detectors which use the HERA accelerator.
It is designed to investigate all aspects of e-p scattering. This chapter will describe
the HERA accelerator and the H1 detector. The first section will give an overview
of the HERA accelerator, then an overview of the H1 detector will be given, with the
individual parts subsequently described in more detail. For a more detailed description

of the H1 detector, see [92].
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Figure 3.1: Layout of HERA and its pre-accelerators.

3.2 The HERA Accelerator

The Hadron Electron Ring Anlage (HERA) collider at DESY is the world’s first
electron!-proton (e-p) collider. There are two independent storage rings and several
pre-accelerators, the layout of which is shown in figure 3.1. One of the storage rings ac-
celerates and stores 820 GeV protons?, whilst the other accelerates and stores 27.5 GeV

electrons.

The beams are collided at two interaction points, at each of which is situated a mul-
tipurpose detector (H1 and ZEUS), each designed to study electron-proton collisions.

The collisions are at a total centre-of-mass energy of /s ~ 300 GeV. This is an order of

'HERA can, and has, run with either electrons or positrons. From here onwards the leptons in the
beam will be referred to as electrons.

2In 1998 the proton beam energy was increased to 920 GeV. However, this analysis only uses data
taken with a proton beam energy of 820 GeV, so this energy will be used throughout.
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Figure 3.2: Luminosity delivered by HERA and collected by H1 1992-2000.

magnitude greater than the energies achieved at previous fixed target e-p experiments.
Two further detectors each make use of one of the beams. The HERMES detector
makes use of a longitudinally polarised electron beam which collides with a polarised
gaseous target. The HERA-B detector studies the interaction of protons with a fixed

wire target.

The electron and proton beams are stored in up to 220 bunches, which are arranged
such that a bunch from each beam crosses the interaction points every 96 ns. Each filled
bunch contains ~ 10! particles. Several bunches are left empty so that the correspond-
ing bunch from the other beam does not undergo collisions. These ‘pilot bunches’ are
used to study beam induced backgrounds, such as beam-gas interactions. As a result,

there are typically ~ 175 pairs of interacting bunches per fill of the accelerator.
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Figure 3.2 shows the luminosity delivered by HERA and recorded by H1 for each year
since HERA started running in 1992. The figure illustrates the improving performance,
over time, of the HERA machine as an increased amount of luminosity is delivered each

year.

3.3 Overview of the H1 Detector

3.3.1 Requirements

The unique HERA environment imposes certain demands which the detector must fulfil
in order to extract the maximum physics information. All previous collider facilities
have collided either particle-antiparticle pairs, or two identical particles, of equal energy
in the lab frame?. This has led to the use of detectors which are symmetric about the
interaction point. HERA collides different particles which are at different energies, so
that the centre of mass frame is boosted with respect to the lab frame. This requires

a detector design which is correspondingly asymmetric.

The kinematic quantities z, y, and Q% of the event (see section 2.2.1) can be re-
constructed from the scattered electron alone, so high efficiency for the detection of
electrons, and high precision and resolution for the measurement of its energy and scat-
tering angle, is essential. This should extend over as full an angular range as possible

so that measurements can be made over the full kinematic region accessible at HERA.

3Historically, fixed target experiments have also had asymmetric designs and, more recently, ex-
periments such as BaBar have used beams of different energies.
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Tracking detectors with a high resolution and hermicity are essential. The design
should enable track multiplicities in jets with high particle densities to be measured,
allow particle identification through energy loss, and allow charged particle momen-
tum measurements to be made. The later measurement requires that the trackers are
located within a magnetic field, so that the momentum can be deduced from the track

curvature.

The calorimeters must have a high granularity so that the angular energy distribution
of the final state can be reconstructed. It must also have a good hermicity so that
imbalances in transverse momentum can be detected, as this is a signature for charged

current events (see section 2.2.3) and for possible new physics.

Muon detectors covering the full angular range are also essential. Muons are often
produced via the decay of heavy flavour particles. They could also be a signature for

new or exotic particles.

The asymmetric beam energies at HERA mean that the centre of mass of the e-p events
has a large boost in the forward (or proton) direction. As a result, extra detectors,

with enhanced granularity and depth, are needed in this region.

An efficient fast trigger system is needed to distinguish real e-p events from a very
high background, and to select the physics events of most interest. The sources of
background include interactions between the beam and residual gas within the acceler-
ator (beam-gas interactions), interactions between the beam and the accelerator walls

(beam-wall interactions), and cosmic rays. The particles in the beams are in bunches
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which cross every 96 ns. The response times of the individual detectors, however, can
be much longer. Therefore, the trigger system must be able to identify interesting
events every 96 ns, and store the event information until enough is available for a

trigger decision.

3.3.2 The H1 Detector

The layout of the H1 detector is shown in figure 3.3. The nominal interaction point is
at the centre of the H1 detector. Located around the interaction point are the tracking
detectors, the central and forward |3 | trackers. Within the central tracker, but not
shown, are the central and backward silicon trackers. Surrounding the trackers are the
calorimeters. The Liquid Argon (LAr) calorimeter is segmented into electromagnetic
and hadronic sections. The Plug calorimeter is located close to the beam
pipe, in the forward direction, in order to detect hadronic energy at low scattering
angles. In the backward direction is the SPACAL calorimeter . The calorimeters
and trackers are surrounded by a superconducting solenoid magnet @, which produces
a field of 1.2 Tesla. The iron return yoke of the magnet is instrumented and used to
detect muons. This is complemented by the forward muon detector , which detects
muons in the forward direction. Several detectors are located close to the beam pipe
but away from the interaction region and are not shown. Electron and photon taggers
are located close to the beam pipe in the backward (or electron) direction. These
are used for luminosity measurements and detecting electrons scattered through very

small angles. In the forward direction are the proton remnant tagger, forward neutron
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Figure 3.3: The H1 Detector.
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Figure 3.4: Side view of the H1 tracking system.

calorimeter and the forward proton spectrometer. These are used for identifying intact

protons and neutrons scattered through low angles, and dissociated protons.

H1 uses a right handed coordinate system with the positive z-direction being defined
as the forward or proton beam direction. The origin is at the nominal interaction
point, with the y-axis vertically upwards. In spherical coordinates, the polar angle 6
is defined as the angle relative to the positive z-axis. The azimuthal angle, ¢, is the

angle around the z-axis, with ¢ = 0° along the y-axis.

3.4 Tracking

The layout of the H1 tracking system is shown in figure 3.4. The tracking system

can be divided into four main components; the Central Tracking Detector (CTD), the
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Figure 3.5: Cross-section of the Central Tracker in the r — ¢ plane.

Forward Tracking Detector (FTD), the Backward Drift Chambers (BDC), and the

Silicon Trackers. These are described below.

3.4.1 The Central Tracking Detector (CTD)

The CTD consists of two large concentric drift chambers called the Central Jet Cham-
bers (CJC1 and CJC2), two multiwire proportional chambers (CIP and COP), and two
thin drift chambers (CIZ and COZ). The CTD covers the angular range 15° < 6 < 165°.

Figure 3.5 shows a cross-sectional view of the CTD in the r — ¢ plane.

The Central Jet Chambers (CJC1 and CJC2) are drift chambers with sense wires
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strung parallel to the beam direction and drift cells which are inclined at 30° to the
radial direction, as shown in figure 3.5. CJC1 consists of 30 drift cells containing 24
sense wires in each. CJC2 has 60 drift cells, each containing 32 sense wires. This
provides a good measurement of the r — ¢ coordinate, with a resolution of 170 pm.
The z coordinate can be measured using charge division as the sense wires are read
out at both ends. However, this method gives only a moderate resolution of 22 mm.

The transverse momentum resolution is o, /p; = 0.01/GeV.

Sandwiching CJC1 are two thin ‘z-chambers’ (CIZ and COZ). These are drift chambers
consisting of 4 layers of sense wire strung perpendicular to the beam direction. These

two detectors provide a measurement of the z coordinate with a resolution of 260 pm.

Two multiwire proportional chambers, the CIP and COP, are mounted inside the
CIZ and outside the COZ respectively. They both consist of pad cathodes which are
segmented in z and ¢. The CIP is segmented 60-fold in z and 16-fold in ¢, whilst the
COP is segmented 18-fold in z and 16-fold in ¢. Their main purpose is to provide fast
trigger information concerning the origin of any tracks within the event. Hits in the
CIP and COP are linked and extrapolated back to possible z vertex positions. The
requirement that the z coordinate of the event vertex lies in the nominal interaction
region is a powerful way to reject background. The timing of these detectors is much

better than the HERA bunch crossing time of 96 ns.
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3.4.2 The Forward Tracking Detector (FTD)

Due to the higher track multiplicity in the forward direction, and the fact that high
momentum charged particles produced at low angles (6 < 30°) are only weakly bent by
the magnetic field, extra tracking detectors are needed in this region. The F'TD is used
to provide tracking information in the angular range 5° < 6 < 30°. It consists of three
supermodules, each containing three planar drift chambers, a multiwire proportional
chamber, a passive transition radiator and a radial drift chamber. Each supermodule
is aligned parallel to the x — y plane. The planar chambers consist of 32 cells with 4
sense wires strung in parallel. The wires in each layer are rotated by 60° with respect
to the previous layer. They are used to give an z,y space point measurement with a
resolution of order 170 pym. The radial chambers are segmented into 48 sectors in ¢,
with each sector containing 12 sense wires. They are used for measurements in the r — ¢
plane and have a resolution of order 200 ym. The multiwire proportional chambers are

used, in conjunction with the CIP and COP (see section 3.4.1), for triggering.

3.4.3 Backward Drift Chambers (BDC)

The Backward Drift Chambers (BDC) [93] are used for the accurate measurement
of the scattering angle of electrons. The BDC consists of four double layers of drift
chambers of octagonal shape. The four planes are rotated by 11.5° in ¢ with respect
to the adjacent planes. Hits in the BDC are extrapolated to the electromagnetic part

of the SPACAL (see section 3.5.2) in order to see if they can be associated with an
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energy cluster. The resolution of this impact point is 1 mm, yielding a € resolution for

the scattering angle of the electrons of 1 mrad.

3.4.4 Silicon Trackers

Two silicon trackers have recently been added to the H1 detector; these are the Central
Silicon Tracker (CST) [94] and the Backward Silicon Tracker (BST) [95]. They were
installed in 1996 in order to enhance the resolution of track parameters in the central
and backward directions, to make separation of the primary and secondary vertices
possible, and to improve the measurement of the track of electrons in low Q? DIS
events. Secondary vertices arise when a relatively long lived particle produced at the

primary vertex subsequently decays into two or more particles.

The CST consists of two layers of silicon strip detectors mounted cylindrically around
the beampipe. It is centred at the nominal interaction point and covers the polar
angular range 30° < 6 < 150°. The BST consists of 8 planes of silicon detector
discs, each disc containing 16 wedge shaped wafers. The BST covers the polar angular

range 162° < 6 < 176°.

3.5 Calorimetry

The calorimeters are used to measure the energy of both charged and neutral particles.

The layout of the H1 calorimetry system is shown in figure 3.6. There are three main
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Figure 3.6: Layout of the H1 calorimetry system.

components: the Liquid Argon (LAr), SPACAL and Plug. The iron return yoke of the
magnet is also instrumented to provide a measurement of any particles which manage

to ‘punch through’ the main calorimeters.

3.5.1 Liquid Argon Calorimeter (LAr)

The LAr calorimeter [96] comprises two parts: an electromagnetic (EMC) and a
hadronic (HAC) part. It covers the polar angular range 4° < 6 < 153°. Both sec-
tions use liquid argon as the sampling material. The calorimeter is divided into 8
wheels in z (see figure 3.7), each wheel is then subdivided azimuthally into 8 ¢ octants.

All but two wheels contain both electromagnetic and hadronic sections.
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Figure 3.7: Layout of the LAr Calorimeter.

Closest to the interaction point is the EMC, which contains alternate layers of a 2.4 mm
thick lead absorption plate and a 2.35 mm layer of LAr. The depth of the EMC varies
between 20 and 30 radiation lengths, x,, with 6. All wheels contain an electromagnetic

section except the outer forward (OF) wheel due to its position (see figure 3.7).

The EMC is almost completely surrounded by the HAC. The exception is the backward
region (the BBE wheel, see figure 3.7), where the hadronic section is absent due to the
need to accommodate feed lines for the liquid argon cryostat. As a result, the EMC
has a slightly larger angular acceptance than the HAC. The HAC has layers of 16mm
thick stainless steel absorber alternating with 5mm sampling layers of LAr. It has a

depth of 5 to 8 radiation lengths, A\, with the greatest depth in the forward direction.

The energy resolution for electrons in the EMC is o(E)/E ~ 0.12/v/E @ 0.01 (where
E is in GeV), and for hadrons it is ¢(E)/E ~ 0.50/vE @ 0.02 from both the EMC

and HAC. The overall energy scale is known to 3% and 4% respectively.
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3.5.2 SPACAL

The SPAghetti CALorimeter (SPACAL)* was designed to provide calorimetry in the
backward region. Its primary task is the efficient identification of electrons and an accu-
rate measurement of the electron’s energy. It also provides a measurement of hadronic
energy deposited in the backward region. The angular coverage of the SPACAL is
153° < 0 < 177.5°. This means that electrons from DIS events with Q* as low as

1 GeV? are accessible in the SPACAL.

As with the LAr, the SPACAL is split into an electromagnetic and hadronic section.
It has a more compact design than the LAr due to a more restricted space. The design
incorporates a higher granularity than the LAr in order to make accurate measure-
ments of the electrons scattering angle in the low Q? region. Both sections consist of
scintillating fibres embedded in lead with the readout via photomultiplier tubes. The
resolution has been studied using test beams at CERN. The electromagnetic section
has a resolution of o(FE)/FE ~ 7.1%/vVE ® 1% [97], whilst the hadronic section has a
resolution of o(E)/E ~ 56% /v E®3% for pions and o(E)/E ~ 12.5%/vVE®3.8% for

electrons [98].

“The SPACAL was installed in 1995 to replace the Backward Electromagnetic Calorimeter
(BEMC). As no data taken before 1995 is used here, only the SPACAL will be described. For a
description of the BEMC see [92], for example.
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3.5.3 The Plug Calorimeter

The Plug calorimeter closes a gap in acceptance between the beam pipe (0 = 0.3°)
and the LAr calorimeter (6 = 3°). It is relatively crude and consists of 9 layers of

copper absorber and 8 layers of silicon sampler. The energy resolution of the Plug

is o(E)/E ~ 150%/E.

3.6 Muon Detection

Two detectors are used by H1 primarily for the detection of muons. Firstly the iron
return yoke of the magnet is instrumented and used to detect muons over almost the
full angular range. Secondly, the forward muon detector is used as an independent
measurement of muons in the forward direction. In addition, the LAr calorimeter can

be used for the identification of muons through their ionization loss.

3.6.1 Instrumented Iron

Surrounding the superconducting solenoid and the major detector components of H1
is the iron return yoke of the magnet. This is instrumented with limited streamer
tubes (LSTs). The primary purpose of this is muon detection. However, it has added
value as a ‘tail-catcher’ calorimeter to detect any remnants of the particle showers that

penetrate through the calorimeters.

The instrumented iron, or central muon detector (CMD), provides an angular coverage
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Figure 3.8: The division of the instrumented iron into sections. The Barrel region is
subdivided into four sections, each endcap into two sections.

of 5° < 6 < 175°, and is split into three sections; the central barrel, the forward endcap
(0 < 35°) and backward endcap (0 2 130°). Figure 3.8 shows the division of the
instrumented iron. The central barrel consists of four sections; FUBa, FLBa, BUBa,
and BLBa. The endcaps are each divided into inner (FIEC, BIEC) and outer (FOEC,
BOEC) regions. There are 16 layers of LSTs in each section, placed in slots between
layers of iron. Five of the layers of LSTs are equipped with strip electrodes to give
a position measurement. The remaining 11 are equipped with pad electrodes which

provide coarse energy measurements.

Figure 3.9 shows the internal structure of the LSTs. They have a single sense wire in
the middle of each tube, running along the length of the tube. In the endcaps they are
oriented in the z-direction, whilst in the barrel they run parallel to the z-axis. The
position resolution is determined by the chamber geometry. Using the sense wires, a
position resolution of order 4 mm in the direction perpendicular to the wire is achieved.

A resolution of order 10 mm in the co-ordinate parallel to the wire is achieved using
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Figure 3.9: Internal Structure of the Limited Streamer Tubes.

3.6.2 Forward Muon Detector (FMD)

The forward muon detector (FMD) [99] is located outside the iron return yoke of
the magnet (see figure 3.3), and is used to detect and measure the momentum of

muons produced with high momentum in the highly active forward region. The angular

coverage of the FMD is 3° < 6 < 17°.

The detector consists of 6 double layers of drift chambers and a toroidal magnet. Three
of the double layers of drift chambers are located before and three after the toroid. In
each set of three double layers, two have wires strung around the beam pipe, to measure

0, and one double layer has wires strung radially, to measure ¢. Figure 3.10 shows the

layout of the FMD.

62



///\\\\’\7?

\

Figure 3.10: Layout of the Forward Muon Detector. The left figure shows the overall
layout. The right figure shows the relative positioning of drift chambers in each double
layer.

The toroidal magnet has an inner radius of 0.65m and an outer radius of 2.90 m. It has
a length of 1.2 m, and a field which varies with radius from 1.75 T at the inner radius,
to 1.5 T at the outer radius. From the curvature of the muon track due to the toroid,
a momentum measurement, is possible. This places an upper limit of 100 GeV on the
muon momentum measurement due to the accuracy with which the curvature of the
muon track can be measured. Muons with momentum below 5 GeV will be detected,
but their momentum cannot be measured, as they will lose an average of 3 GeV of
energy in the main body of the detector (FTD, LAr calorimeter and Instrumented
Iron), and 1.5 GeV in the toroid. Muons with momentum below 3 GeV will not be

detected by the FMD.
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3.7 Forward Detectors

In order to identify diffractive events (see section 2.2.3), several detector components in
the forward direction are used. These are; the forward part of the LAr calorimeter (see
section 3.5), the Forward Muon Detector (see section 3.6.2) and the Proton Remnant
Tagger (PRT). The PRT is situated around the beam pipe, 24m from the interaction
region, in the forward direction. It consists of 7 layers of scintillator pairs, each shielded

with lead. The angular acceptance of the PRT is 0.06° < 6 < 0.17°.

3.8 Luminosity System

The H1 Luminosity System [100] has several important uses. It provides a fast online
luminosity measurement, information which is used by the HERA accelerator operators
who steer the beam so that the luminosity can be maximised. It provides an accurate
absolute luminosity measurement after offline corrections have been made. The com-
ponents can also be used for tagging specific physics events by detecting particles close
to the beam pipe, e.g. electrons from photoproduction events, or photons from events

with initial state radiation (ISR).

The luminosity system is located close to the beam pipe in the electron, or backward
direction. It consists of an Electron Tagger (ET), located 33 m from the interaction
point, and a Photon Detector (PD), at 103 m from the interaction point. The luminos-
ity is determined by measuring the rate of the Bethe-Heitler process ep — epy [101].

This has a large, calculable cross-section. The online measurement is made by requir-
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ing an e — 7 coincidence in the ET and PD. The main source of background is from
electrons interacting with residual gas in the beam pipe in the bremsstrahlung process
eA — eAvy. However, this contribution can be subtracted by using the electron pilot

bunches to measure the rate of these events in the absence of Bethe-Heitler events.

3.9 Triggering

Within the HERA machine, an electron and/or a proton bunch crosses the H1 interac-
tion point every 96 ns. This fact, combined with a very high background rate, makes
a fast efficient trigger essential. The problem is compounded by the large number of
channels to be read out (~ 270 000) and the long response times of some of the detec-
tor components compared to the bunch crossing time. For example, the drift time in
the FMD can be up to ~ 1.2 us. If the trigger had to wait for all the information to
become available before making a decision, the detector would be unused, or ‘dead’,
for a very large fraction of the running time. In order to solve this problem, H1 uses a

pipelined multi-level trigger system, as described below.

There are five levels to the H1 trigger system. Each must be passed in turn for an
event to be recorded. The first four levels® are performed on-line, whilst the fifth level
(L5) is performed off-line during the event reconstruction. The decision time and rates

of the trigger levels used on-line are summarised in table 3.1.

Most detector components provide one or more trigger elements. These provide logical

5Level 3 has not yet been implemented, but will be used after the forthcoming upgrade.
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Trigger Level | Time after Event | Typical Output Rate
L1 2.3us 1 kHz
L2 20ps 100-200 Hz
L4 ~ 100ms 5 Hz

Table 3.1: Decision time and typical output rate of the three trigger levels used on-line
by HI.

statements as to whether particular detector conditions have occurred (e.g. trigger
element 36 indicates when there is a pair of hits in the first layer of the FMD). There
are currently 192 trigger elements in total. The main trigger elements used in this

analysis are described in more detail in section 3.9.1.

The output from each trigger element is sent to the central trigger [102] for each bunch
crossing, where they are then combined into 128 logical combinations, known as sub-
triggers, which form the first level of the trigger (L1). Each sub-trigger contains a
mixture of criteria. Some criteria are designed to reject backgrounds, whilst others are
designed to select particular physics channels. If any sub-trigger condition is fulfilled,
then the detector read-out is stopped and the event information is sent to the second

level (L2).

Due to the relatively long response time of some detector components, an L1 decision
is made ~ 2.3 us, or 24 bunch crossings, after the event has taken place. In order to
avoid the problem of the detector being dead for the following 24 bunch crossings, the

detector information is stored in memory, or pipelined, until an L1 decision is made.

Some of the sub-triggers are used purely for monitoring the backgrounds. These sub-

triggers often have a much higher rate than the physics sub-triggers, and so it is nec-
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essary to only read out a fraction of these events. In order to reduce the trigger rate
to an acceptable level, a process known as pre-scaling is applied in H1. This process
applies a programmable factor to each sub-trigger that determines what fraction of the
events from that sub-trigger are recorded. For example, giving a sub-trigger a pre-scale
factor of 100 means that only every 100" event that satisfies the sub-trigger conditions

is kept.

The pre-scale factors are chosen such that the physics output is optimised. As the
background conditions and rates of individual triggers vary over time, four sets of pre-
scale factors, each optimised for different conditions and rates and known as a trigger
phase, are used. For example, phase 1 is optimised for use soon after data taking
begins, when trigger rates and backgrounds are high, whereas phase 4 is used when

both rates and backgrounds are low®.

Once a decision to keep the event has been made at L1, the detectors dead time begins.
This lasts until all the detector information has been readout and passed to level 4 (L4),
or the event is rejected by L2. The dead time therefore depends on how long L2 takes to
make a decision (~ 20 us), and how long it takes to transmit the full event information

to L4, which in turn depends on the rate at which L4 can process the events.

L2 is divided into two sections: a topological trigger (L2TT) [103] and a neural network
trigger (L2NN) [104]. They receive more detailed information than is made available

to L1 and are mainly used to process those physics triggers which are susceptible to

6In 1998 this procedure was upgraded so that pre-scale factors could be automatically adjusted
online to take account of the current conditions and optimise the physics output. This new procedure
is know as Autoprescale.
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high backgrounds. This is necessary if large pre-scales are to be avoided for interesting
channels. If L2 decides to reject the event, the L1 readout is immediately re-started. If
L2 decides to keep the event, the full event information is sent to the L4 trigger. Once

L4 has all the information, the L1 readout is re-started.

The L4 trigger consists of a farm of microprocessors which perform a limited recon-
struction of the event. Firstly, L4 uses the reconstructed event to verify the L1 decision
was correct. For example, if an L1 trigger looks for three central tracks, L4 checks that
three central tracks were reconstructed. At least one L1 sub-trigger must fire, with
that decision verified by 1.4, for the event to be accepted. The reconstructed event is
then analysed to see if there was a Hard Scale process involved, e.g. a high momentum
particle, a high-Q? event or a high energy jet. If a hard scale is found, the event is
kept. If no hard scale is found in the event, a set of finders are applied to the event
until one accepts the event. The finders are designed to select physics events of partic-
ular interest. Additionally, background finders are applied in order to reject obvious
background events. If the event fails all the finders a Q? dependent downscaling factor
is applied to the event. This procedure is very similar to the L1 pre-scaling scheme
and a weight is given to any event selected at this stage (the weight is 1 if the event
is accepted by any of the L4 finders or due to a hard scale being found in the event).
L4 can process up to 30 events at the same time, at an input rate of ~ 40 Hz. After

passing L4, the events are written to tape, at a maximum rate of ~ 10 Hz.

The fifth level of the trigger system (L5) is performed off-line. It involves a full re-

construction of the event and the classification of the event according to which type of
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physics event it is. Any event not falling into any of the predefined physics classes is

rejected.

3.9.1 L1 Trigger Elements

Almost every detector component in H1 contributes to at least one of the trigger
elements which are used by the L1 trigger. A brief description of the principle of

operation of the main triggers relevant to this analysis is given below.

z-vertex trigger

The z-vertex trigger [105] uses information from the central proportional chambers
(CIP and COP) and the first proportional chamber in the FTD (the FPC) to provide a
fast, rough estimate of the z-coordinate of the event vertex. It does this by connecting
all possible combinations of 4 or more hits in the chambers to form rays. The rays are
then extrapolated back to the origin along the z-axis. A 16-bin histogram of where
these rays are projected to intercept the z-axis is produced and a set of trigger elements

uses this histogram to send information to the L1 trigger.

DCRo¢ trigger

Information from the central drift chambers (CJC1 and CJC2) is used by the DCR¢
trigger to give track based trigger information. Hits from 16 out of the 56 wire layers of

CJC1 and CJC2 are used. The hit patterns are compared to about 10,000 pre-defined
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masks, which are designed to mimic the hit patterns left by tracks originating at the
interaction point. Possible tracks are classified into ‘low’ (450 < p, < 800 MeV) or
‘high’ (p; 2 800 MeV) momentum candidates separately for both negative and positive

tracks. Trigger elements based on this information are then used by the L1 trigger.

Muon trigger

The muon trigger [92] uses information from 5 out of the 16 layers of the instrumented
iron (a separate trigger uses information from the FMD, see [106]). The detector is
divided into 64 modules. In the endcaps, a coincidence of hits on 3 out of 5 layers in
a module is required to form an acceptable trigger. In the barrel region, 2 out of the

4 inner layers are required.

3.10 HERA Upgrade program

The HERA machine is currently undergoing a major upgrade program. The aim of
this is to increase the luminosity by a factor of five and to provide a longitudinally
polarised electron beam [107]. In order to make the best use of the new data taking

conditions, H1 will is also being upgraded.

The tracking detectors in the forward region will be significantly enhanced. A new
Forward Silicon Tracker (FST), covering the angular region 8° < 6 < 16°, will be
installed [108]. The FTD will be upgraded by installing three additional planer cham-

bers [109]. This will enhance the efficiency and precision of track measurements in the
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forward region.

The z resolution of the CTD will be improved by replacing the CIZ and two planes of
the CIP with five layers of cylindrical multiwire proportional chamber [110]. Several
components will be serviced in order to repair performance degradation which has
occurred over time. For example, the Plug calorimeter will be improved by using

copper absorber plates sandwiched between plastic scintillators [111].

Due to the increased luminosity, the input rate to the trigger system will be higher.
Therefore, there are several projects to improve the trigger system. There will be
a new L1 jet trigger attached to the calorimeters [112]. The DCR¢ trigger will be
replaced by a new Fast Track Trigger (FTT). The FTT will operate on all levels of the
trigger system and will lower the p; threshold for triggering on tracks from 300 MeV
to 100 MeV [113]. Finally, levels 4 and 5 of the trigger will be merged into a single

system [114].
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Chapter 4

Selection of Inelastic J /1 Mesons

This chapter will discuss the data selection used for the analysis. The analysis is split
into two different kinematic regions: low-z and medium-z (the choice of regions will be
discussed in chapter 5). The selection for each region is broadly the same, but there
are differences related to the different signal-to-background ratios, kinematic region
and event characteristics, which will be indicated where appropriate. The .J/v’s are
identified via their decay into a pair of muons, hence much of this chapter will focus

on how the muons are used for triggering and how they are identified.

4.1 Triggering

The selection of a suitable set of triggers is crucial. In an ideal situation, a set of
independent triggers would be used: firstly to select the data, and secondly to provide

independent checks on the efficiency of the triggers used to record the data. This is
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not possible in this analysis, however, due to several complicating factors. The events
occur at a low rate relative to the background. Therefore, high thresholds are needed
in order to keep the trigger rate at an acceptable level. Unfortunately, this reduces
the efficiency of the trigger. The analysis also suffers from relatively low statistics
(for example, the diffractive .J/1¢ analysis has over a factor of two more events [33]).
Therefore, in order to obtain as many events as possible, a combination of triggers is
used. The situation is further complicated because the triggers are not independent:
they all identify possible .J/1 events via the event topology and the decay to muons,

making the efficiency determination in data more tricky.

4.1.1 L1 Trigger

In the medium-z analysis, the choice of suitable sub-triggers differs between two run'

periods. The first period consists of the 1996 data taking period, and the first part
of the 1997 data taking period (up to run 193432). The second period is all the data
taken after that during 1997. This change was made because a new sub-trigger suitable

for this analysis became available during the 1997 data taking period.

Two sub-triggers, s19 and s22, are used throughout, whilst one, s15, is used in the
second period only. The definition of the sub-triggers, in terms of the trigger elements,
is given in table 4.1, with the trigger elements defined in table 4.2. Events which satisfy

any of the chosen sub-triggers are selected for further analysis.

LA run is a term used to describe a unit of data taking in which the conditions are stable. A run
lasts typically 30 minutes.

73



Sub-trigger L1 Definition
s15 (Mu_Bar||Mu_ECQ)&&DCRPh_Thig&&zVtx_sig
s19 Mu_Bar&&DCRPh_CNH&&zVtx_sig_1
s22 Mu_ECQ&&DCRPh_CNH& & zVtx_sig_1
$56 (SPCLe_IET>1||SPCLe_IET_Cen_2)&&DCRPh_Ta&&Mu_Any

Table 4.1: Definition of the L1 sub-triggers in terms of the trigger elements.

Trigger Element Definition
Mu_Any at least one muon in the CMD
Mu_Bar at least one muon in the barrel of the CMD
Mu_ECQ at least one muon in the outer endcaps of the CMD
DCRPh_CNH DCRPh_Tc&&DCRPh_TNeg& &DCRPh_THig
DCRPh_Ta at least one track candidate
DCRPh_Tc at least three track candidates
DCRPh_TNeg at least one negative track candidate
DCRPh_THig at least one p; > 800 MeV track candidate
zVtx_sig significant vertex candidate
zVtx_sig_1 significant vertex candidate (more restrictive)
SPCLe_IET>1 > 2GeV of em energy in the outer region of the SPACAL
SPCLe_IET Cen_2 | > 2GeV of em energy in the inner region of the SPACAL

Table 4.2: Definition of the trigger elements.

For the low-z analysis, a slightly different trigger mix is used. Again, the data is split
into two periods due to an extra sub-trigger becoming available during 1997 (from run
179855). s19 and s22 are used throughout, with s56 used in addition during the second
period. The sub-triggers are defined in detail in table 4.1. Events accepted by any of

the chosen sub-triggers are selected for further analysis.

The L1 sub-triggers are designed to select events with the following characteristics:

s15 An inclusive muon trigger which will fire for the combination of a muon in the

barrel or outer endcaps of the CMD, a high momentum track and a reconstructed
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vertex.

s19 An inclusive muon trigger which will fire for the combination of a muon in the
barrel region of the CMD, at least 3 tracks (including at least one with high

momentum and at least one negative track) and a reconstructed vertex.

s22 An inclusive muon trigger which will fire for the combination of a muon in the
endcaps of the CMD, at least 3 tracks (including at least one with high momentum

and at least one negative track) and a reconstructed vertex.

s56 An inclusive muon trigger which will fire for the combination of a muon in the
CMD, at least one track and at least 2 GeV of electromagnetic activity in the

SPACAL.

4.1.2 L2 Neural Network Trigger

In order to increase the efficiency of the trigger for .J/1 events, a new sub-trigger (s15)
with less stringent track and vertex criteria was commissioned during the 1997 data
taking period. In order to keep the rate of this trigger to an acceptable level and to
avoid large pre-scales, a fast neural network was designed to provide a trigger decision
for s15 at L2. The neural network uses more detailed information from the trackers,
calorimeters and CMD than is available at L1. It was trained using J/1 events selected
by s19 and s22 during the 1995 and 1996 data taking periods, and background events
from a special run during 1996. Its main advantage is an improved ability to reject

background, thus enabling the L1 conditions to be relaxed and the efficiency improved.
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For a more detailed description see [115].

4.1.3 L4 Trigger

There are several stages which the event must pass if it is to be accepted by the
fourth level of the trigger system. A fast reconstruction of the event is performed
and this information is used to analyse the event in more detail. The L1 decision is
verified for each sub-trigger to ensure it was correct, otherwise the sub-trigger is reset.
Furthermore, at least one of the selected L1 sub-triggers must fire, with that decision

verified by L4, for the event to be accepted.

If the event passes the trigger verification, it is analysed to see if there is a Hard Scale
process involved (see section 3.9). If a Hard Scale is found, the event is kept. If not,
and the event is not rejected by the background finders, the physics finders are applied
to the event. The finder relevant to this analysis is the High Mass finder. This loops
over all tracks in the event and reconstructs the invariant mass of all pair combinations
of tracks. If a pair with an invariant mass greater than 2 GeV is found, the event is
kept. If the event has failed the finders, the L4 downscaling scheme is applied. For

photoproduction events the weight is often large, typically about 40.
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1996 1997 Total
| Ldt delivered by HERA (pb ') 14.5 33.4 47.8
J Ldt collected by H1 (pb™!) 9.9 28.2 38.1
J Ldt after run + HV selection (pb™ ') 6.8 15.5 22.3
Satellite Correction 7.3% 6.5%
T Ldt for analysis (pb 1) 63+01| 145+02| 2081 £0.33

Table 4.3: Summary of the integrated luminosity available from the 1996 and 1997 data
taking periods.

4.2 Run Selection and Luminosity Determination

Data recorded during 1996 and 1997 have been selected for this analysis. In order to
obtain a reliable measurement of all the event quantities, it is required that the major
detector components used in this analysis all have their high voltage switched on, and
are included in the readout, in order for an event to be considered. The components
are the LAr calorimeter, SPACAL, CTD, FTD, and the CMD. Furthermore, only runs
where the trigger was in phase 2-4 are used. The phase 1 setup is excluded as it has high
pre-scales for photoproduction triggers. This is because it is used at the beginning of
data taking when detector components are being switched on (in particular the trackers

are ramping up) and the data taking conditions are therefore unstable.

The integrated luminosity available for analysis from the selected run period corre-
sponds to 20.81 £ 0.33 pb~!. This is obtained from the total luminosity collected by
H1 in the selected run period after correcting for several losses. The cut on the position
of the z coordinate of the event vertex, zyu, of |2y — Znom| < 40 cm (see section 4.4),
where 2,0, is the z coordinate of the nominal interaction point, means that corrections

for satellite bunches (i.e. early or late bunches), and any remaining events occurring
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outside of the selected vertex region, must be applied as these are included in the on-
line luminosity measurement. The measurement must also be corrected for losses due
to the high voltage of detector components not being on. The luminosity determination

is summarised in table 4.3 for each year, and in total.

4.3 Muon Identification

The identification of a pair of unlike sign muons is a crucial part of this analysis
and is the first stage of the off-line selection. The detectors which are used for the
identification of muons in this analysis are the CMD and the LAr Calorimeter, both in
conjunction with the CTD. The CTD is also used to obtain measurements of the muon
properties from the muon tracks. The FMD is not used in this analysis due the limited
number of extra events gained compared to the difficulties in making measurements in
the highly active forward region. Additionally, the FMD must be used in conjunction

with the FTD, from which measurements are not as reliable as those from the CTD.

4.3.1 Track Selection

In order to be considered as a muon candidate, a track is required. The track allows a
good measurement of the muon momentum and angle, and is extrapolated into other
detectors which are used for the identification. The muons produced in the decay of
J/1’s typically have a momentum of ~ 2 GeV. This is a momentum for which the

performance of the trackers is best, allowing fairly loose track selection cuts.
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Only tracks in the CTD are considered here due to the poor performance and simulation
of the FTD. Tracks are required to be constrained to the primary event vertex and leave
at least 10 hits in the jet chambers (CJC1 and CJC2). Additionally, the tracks are
required to start in the inner chamber (CJC1) and be at least 10 cm in length for
0 < 150°. The latter requirement is relaxed to 5 cm for 6 > 150° due to the detector

geometry.

4.3.2 Muon Identification in the CMD

Track segments in the CMD are linked to tracks in the CTD. In the barrel region of
the CMD, at least two hits are required to form a track. In the endcaps, at least
three (six) are required in the backward (forward) region. The differences are due to
different background conditions and the different amounts and composition of material
the muon must traverse in the various regions. A probability that the track segment in
the CMD and the track in the CTD originate from the same muon is then calculated.
The calculation is performed by extrapolating tracks from the CTD into the CMD
and vice versa. The extrapolated tracks are then compared to the real tracks and a
probability that the two tracks should be linked calculated. For a detailed description
of this calculation, see [116]. Candidate combinations with a probability greater than
0.01% are accepted as muon candidates. Where the CMD track segment can be linked

to more than one CTD track, the track with the highest link probability is used.
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4.3.3 Muon Identification in the LAr Calorimeter

Muons with a momentum p 2 1.5 GeV penetrate through the calorimeters and reach
the CMD. In order to identify lower momentum muons, and increase the overall iden-

tification efficiency, the LAr calorimeter is used.

Muons traversing the LAr calorimeter are minimum ionising particles. This is in con-
trast to other particles, such as electrons and pions, which cause showers of particles.
The energy deposits left by muons, therefore, have different characteristics which can

be exploited to identify muons. The procedure is as follows:

Tracks from the CTD are extrapolated to the LAr and two concentric cylinders are
formed around these extrapolated tracks. The inner cylinder has a radius of 15cm,
chosen such that the muons deposit almost all of their energy within it, whilst the
outer cylinder has a radius of 30cm, so that hadronic showers are contained within it.
Four estimators are then calculated based on the energy deposits and their location

within these cylinders. They are:

1. The summed energy in the electromagnetic part of the calorimeter, within the

inner cylinder, Exyc.

2. The total energy within the outer cylinder, Fyap.

3. The maximum distance of any energy deposit above the noise threshold, within

the inner cylinder, from the entrance point of the track, Ly;ax.

4. The sum of the distances from the entrance point of all the energy deposits above
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the noise threshold within the inner cylinder, Ly ap.

The exact cut values for these estimators are given a strong angular dependence, to
allow for the detector geometry, and an additional weak momentum dependence is
imposed. They are chosen such that Epy e and Eyap are small (to reject backgrounds
from electrons and pions), and Ly a4y and Lyap are large (so that the particle has
penetrated deeply into the calorimeter). A weighted sum of the deviations of the
estimators from the cut values is calculated and, from this sum, a quality is assigned

to the muon candidate:

not a muon (Quality=0),

poor (Quality=1),

medium (Quality=2),

good (Quality=3).

For a more detailed discussion of the procedure for the identification of muons in the

LAr calorimeter, see [116].
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4.3.4 Muon Selection

The event selection in the analysis requires two unlike sign muons:

e A muon identified in the CMD

e A second muon identified in the CMD or in the LAr with quality > 2.

The criteria for the first muon is stricter so that trigger efficiencies can be extracted
reliably. All the L1 sub-triggers used in this analysis contain a muon trigger element
which require at least one muon in the CMD. Hence for one of the sub-triggers to fire
because of the presence of a J/v in the event, a muon must have been detected in the
CMD. The cut on the LAr quality is chosen so that the probability for a pion to be

misidentified as a muon is less than 5% [116].

The angular coverage of the CTD restricts the polar angle of each muon, 6, to the
range 20° < ¢, < 160°. The backward region (6, > 160°) is excluded due to the lack
of adequate tracking information, whilst the forward region (6, < 20°) is excluded due
to the higher backgrounds and complications arising from the need to use a different
set of detector components in order to identify and measure the properties of any
muons produced in this region. The polar angle requirement is further tightened to
20° < 60, < 140° in the low-z analysis. This is in order to increase the signal-to-
background ratio by removing a region which suffers from excessive ‘punch-through’
background. This region corresponds to the BBE wheel of the LAr calorimeter (see

figure 3.7) which does not contain a hadronic section. Hence there is less material
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Figure 4.1: The acceptance of the data selection, excluding triggers, as a function
of the muon momentum. The acceptance is measured using a corrected Monte Carlo
simulation.

between the interaction point and the CMD in this region and so other particles,
such as pions, could ‘punch-through’ more easily and be detected by the CMD. It

can, however, be safely included in the medium-z analysis as there is a much greater

signal-to-background ratio.

The momentum of each muon, p,, must be greater than 800 MeV. This is to ensure a
reasonable efficiency for the identification of the muons. This is illustrated by figure 4.1,
where the acceptance of the total selection chain (excluding the triggers) of the medium-
z analysis is plotted as a function of the muon momentum, measured using the positive
and negative muons separately. The acceptance is determined using Monte Carlo
simulation with all the correction factors used in this analysis applied (see chapter 6),

and is the fraction of the events generated that are selected after applying every criteria
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used in this analysis except the triggers. This can clearly be seen to rise sharply from
zero at p, ~ 400 MeV. The momentum cut is chosen such that the acceptance is above
10%. The acceptance dips slightly at p,, ~ 1.5 GeV. This corresponds to a region where
the LAr muon identification efficiency is falling and the CMD efficiency is rising sharply
(see section 6.2). The asymmetry between positive and negatively charged muons is
due to the detector geometry. The CJC wires are inclined at 30° to the radial direction
(see section 3.4.1). As the magnetic field curves positive and negative charged particles
in opposite directions, this inclination results in a higher efficiency for the identification

of tracks from negatively charged particles.

4.4 Final Event Selection

Events which pass the full trigger scheme, are from the selected run range, and contain
a pair of unlike sign muons (selected according to the criteria given in section 4.3.4)
are considered further. A cut on the invariant mass of the muon pair, m,,, is made
of 2.9 < my,, < 3.3. The selected events are considered to contain a J/1v candidate.

Further selection criteria are used to select J/1’s produced in the desired way.

To select photoproduction events, a cut is made on any electromagnetic energy cluster
(i.e. a region in the electromagnetic section of the calorimeters with energy deposited
in) found in the event (excluding the electron taggers) in order to ensure the electron
has not been detected in the main body of the detector. An event is considered to be a

photoproduction event if no cluster is found with an energy greater than 5(8) GeV in
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the medium(low)-z analysis. The requirement is looser in the low-z analysis due to the
possibility that the resolved photon remnant leaves energy deposits in the SPACAL. An
inelastic J/1) event will produce a final state which contains other particles along with
the J/1. Therefore, it is required that the event contains at least three tracks. A cut of
|2ute — Znom| < 40 cm is applied in order to reduce the background from events which are
not e-p collisions. Finally, events are selected only if they are in the kinematic region
of interest. The choice of kinematic region will be described in section 5.3. Checks to

ensure the selected data and simulation are correct are performed in chapter 6.
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Chapter 5

Event Reconstruction

This chapter will describe the methods used in order to reconstruct the event properties,
in particular the properties of the .J/¢ and the kinematic variables used to describe
the event. Finally a discussion on the choice of kinematic region for the measurement

is presented.

5.1 Reconstruction of the properties of the J/v

The properties of the J/1 are reconstructed solely from its decay muons. From these,
the mass of the J/¢ candidate, and the momentum vector it is produced with are
reconstructed. The CTD is used to measure the momentum vector of each muon, and
from this information the invariant mass of the muon pair, m,,, is calculated. The
transverse momentum of the J/1v, p; ;/, will be used extensively in this analysis. It is

simply the vector sum of the p;’s of the muon pair.
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5.2 Reconstruction of the Event Kinematics

There are several methods available for the reconstruction of the event kinematics at
HERA. They include: the electron, double angle, 3, eX, and the Jacquet-Blondel
methods [117, 118]. The choice of method used depends on the type of event and the
information available. In photoproduction events the electron is scattered through a
very small angle and so will be undetected within the main body of the detector. All
of the reconstruction methods require a detected electron with the exception of the
Jacquet-Blondel method [118], which makes use of information from the hadronic final

state only. For a description of the other methods, see [117] for example.

5.2.1 The Jacquet-Blondel Reconstruction Method

Using the Jacquet-Blondel method [118], y is reconstructed using the expression

Zhad.fin.state (El - pz,z)
27, !

Yip = (5.1)

where E; and p,; are the energy and z-component of the momentum of the i-th particle
in the event, and E, is the initial energy of the electron. The sum is over all particles
produced in the event with the exception of the scattered electron, i.e. the hadronic
final state. E; and p,; are determined by combining CTD tracks and calorimeter

clusters. Any clusters not assigned to a track are assumed to be due to neutral particles
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(e.g. m° or 4’s) and are treated accordingly. W, can then be obtained from y using

1
Wi, = (P+o? =@ —1)+m

= ys—Q2+mf,

12

vs, (5.2)

because (* is small and the proton mass, m,, can be neglected.

In J/v analyses, the inelasticity variable z is a useful discriminatory variable (see

section 2.3.2). This can be reconstructed using

(E - pz)J/l/)

2E.y
= Zi:ul,ua (EZ B pz,i) (5.3)
Zhad.f’in.state(E’i - pz,z) ’

where the numerator is a sum over the .J/v¢ decay products only, and the denominator

is a sum over all the hadronic final state (including the .J/1)).

5.2.2 Comparison between Generated and Reconstructed Kine-

matics

The accuracy and resolution of the technique used to reconstruct the kinematic vari-
ables can be tested using Monte Carlo simulations. Events are generated with known

kinematics (ygen, Q2

Zens Zgen €tc), passed through a full detector simulation, and finally

a full event reconstruction is performed. The reconstructed quantities (Yree, Q%es Zrec
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etc) are then compared with the generated quantities in order to examine the accuracy

and resolution of the reconstruction method.

The important kinematical variables for this analysis are W,,, z, and pf_ L The recon-
struction of W,, is obtained directly from the reconstruction of y using equation 5.2,
and the reconstruction of z depends on the y reconstruction via equation 5.3. Hence it
is critical to have an accurate and reliable reconstruction method for three variables:
y, z, and pf. I The Jacquet-Blondel reconstruction method has been studied using
Monte Carlo simulations. Two different types of events have been used. Both are
events with inelastic .J/1¢ photoproduction, one with the photon interacting directly,
the other with a resolved photon interaction (see section 2.4.5). The results of this

study are presented and discussed below.

y reconstruction

Figure 5.1 shows the results of the study into the accuracy and resolution of the y
reconstruction. The figure shows histograms of (Y,ec — Ygen)/Ygen for (a) direct Monte
Carlo events and (b) resolved Monte Carlo events. Gaussian functions have been fitted
to each histogram in the region pu£2x RM S, where pu is the mean and RM S is the root
mean square of the histogram. A constant has been added to the fitted functions to
account for the few events where the a J/1) decay muon has been incorrectly identified.
The Gaussians give a good description of the distributions for the region fitted. The
mean of the Gaussians is (2.37 £ 0.25) x 1072 for direct events, and (—0.96 & 0.40) x

102 for resolved events, showing that there is no significant systematic shift in the
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Figure 5.1: The accuracy and resolution of the y reconstruction, using the Jacquet-
Blondel method, as measured using (a) direct and (b) resolved Monte Carlo events.
The mean and width of the fitted Gaussian is also shown.

reconstruction. The width of the Gaussians is (8.81 + 0.30) x 1072 for direct events,
and 0.170 £ 0.008 for resolved events, giving an estimate for the resolution of the
reconstruction method. The resolution is not as good for the resolved events due to
the presence of the photon remnant in the backward region. Particles in this region will
have larger values of F —p,, and hence will have a large influence on the reconstruction
of the kinematics. Additionally, some of the particles will be lost down the beampipe

and this will upset the calculation using the Jacquet-Blondel method.

The results presented here are for events generated over the full kinematic range studied
in the analysis. The study was repeated in each W,, bin used in the analysis and the
W,, resolution was always smaller than the bin width. No significant systematic shift

was observed in any bin.
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Figure 5.2: The accuracy and resolution of the z reconstruction as measured using (a)
direct and (b) resolved Monte Carlo events. The mean and width of the fitted Gaussian
s also shown.

z reconstruction

The z reconstruction depends on the y reconstruction through equation 5.3, and the
measurement of the J/1¢ decay products. Hence the study into the y reconstruction
presented in the previous section already gives confidence in the accuracy of the z

reconstruction. However it is still important to study it independently.

The results of the 2z reconstruction study is summarised by figure 5.2. The figure shows
histograms of (2,¢c— 2gen )/ Zgen for (a) direct Monte Carlo events and (b) resolved Monte
Carlo events. The analysis of the results is identical to that described in the previous
section. The mean of the fitted Gaussians is (—1.89 & 0.22) x 1072 for direct events,

and (—0.06 4 0.44) x 1072 for resolved events, showing that there is no significant
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systematic shift in the reconstruction of z. The widths are (8.60 + 0.25) x 1072 and
0.149 4+ 0.005 for direct and resolved events respectively. The resolution for resolved
events is not as good as that for direct events due to the poorer resolution for the
reconstruction of y. A bias can be observed in the histogram for resolved events, with
more events where z,.. is overestimated than underestimated. This is due to the fact
that the number of events increases as z — 0. As z — 0, less of the photons energy
is transferred to the J/1) and more is carried by the photon remnant. There will be
more particles undetected in the beampipe in the backward direction, causing y to be
underestimated and hence z to be overestimated. The corresponding asymmetry for

the y reconstruction can be seen in figure 5.1, although it is not as noticeable.

The study was repeated in each individual bin in z used in the analysis. The resolution
was always smaller than the bin width. No significant systematic shift was observed in

any bin.

2 .
Piay reconstruction

The reconstruction of pf_ 1/ depends solely on the measurement of the properties of
the J/¢ decay products. Hence it is unaffected by undetected particles in the rest of
the final state, unlike the y and z reconstruction. The results of the study into the
pf.J/w reconstruction are presented in figure 5.3, with the upper plot being a histogram
of (D} rec = Pigen)/Pigen for direct events and the lower plot is for resolved events.
The histograms are analysed using the method described above. The means of the

fitted Gaussians are (9.50 £ 1.00) x 1072 and (4.98 +0.94) x 1073, and the widths are
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Figure 5.3: The accuracy and resolution of the th-J/w reconstruction as measured using
(a) direct and (b) resolved Monte Carlo events. The mean and width of the fitted
Gaussian is also shown.

(4.2240.10) x 1072 and (4.09£0.09) x 1072 for direct and resolved events respectively.
No significant systematic shift in the reconstruction is observed. The resolutions for
direct and resolved events are similar because the measurement depends solely on the
J/1 decay products and so should be independent of the production method of the

J/1. The small differences that are observed are due to the different kinematics with

which the .J/v is produced.

The study was repeated in each pflj/w bin used in the analysis, and the resolution was
always smaller than the bin width. No significant systematic shift was observed in any

bin.
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Figure 5.4: Geometrical acceptance as a function of W., for the medium and low-z
analyses. The low-z acceptance is only for the region 0.07 < z < 0.3. The acceptance is
determined using Monte Carlo simulation and contains all relevant correction factors.

5.3 Selection of Kinematic Region

The choice of kinematic region in which the measurement is to be made is an important
stage of the analysis. For this analysis, it is defined in terms of four kinematic variables:
the photon virtuality %, the photon-proton centre-of-mass energy W,,, the J/i’s

transverse momentum squared pf Jj and the inelasticity variable z.

The simplest choice is the ? range. Photoproduction events are events where the
exchanged photon is real, i.e. Q% = 0 GeV?. However, due to the angular acceptance
of the SPACAL, in practice the best that can be achieved is to restrict events to the
range Q%> < 1 GeV?, which is approximately the threshold above which the electron

reaches the SPACAL.

94



© 04 F
S0.35 E@ Medi lysi
2035 £
B E edium z analysis 4¢> «#—
0 03 F 0 s
0.25 £
O E
< = ‘p‘ 4*
02
= & e
0.15 F -
01 [ - ‘i‘
E e
0.05 F o -0
E ! ! ! ! S dhd
0 — :
0 50 100 150 200 250 300
W"!’P <Gev)

o
o

ance

pta
IS4 o
N w
T
|
g
——
——
——
|
g

Acce
o
o
T
-
.
Ty

o
5 ©
& =
T T
>
>
>
»>—
»
!
! q
) »
"
T
»
>

o

Figure 5.5: Acceptance of the selection (excluding triggers) as a function of W,, for the
medium and low-z analyses. The low-z acceptance is only for the region 0.07 < z < 0.3.
The acceptance is determined using Monte Carlo simulation and contains all relevant
correction factors.

The analysis is split into two kinematic regions in z. This is because the W,, acceptance
function varies as a function of z. This is illustrated by figures 5.4 and 5.5. Figure 5.4
shows the geometrical acceptance (the fraction of events where the J/1¢ decay muons
are within the selected angular region), as a function of W, for the two analyses, whilst
figure 5.5 shows the acceptance excluding triggers for the two analyses. The analysis
is split into the medium (0.3 < z < 0.9) and low (0.07 < z < 0.45) z regions. The
two regions overlap so that consistency checks between the two analyses are possible.
The choice of kinematic region in W,, and pf’ 1/ is discussed separately below for each

analysis.
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low-z acceptance is only for the region 0.07 < z < 0.3. The acceptance is determined
using Monte Carlo simulation and contains all relevant correction factors.

Medium-z Analysis

The p? s/ Tegion is chosen to be p; s > 1 GeV?2. This is partly based on theoretical
grounds in order to suppress the background from diffractive events [78]. Additionally,
the acceptance falls as pfj/w — 0 GeV?, as can be seen in figure 5.6. Restricting the

thJ/d) range to pf}l}/w > 1 GeV? excludes a region where the acceptance is below ~ 5%.

The major limitation on the accessible W, region is the polar angle restriction on the
decay muons. This is illustrated by figure 5.4, which shows the geometrical acceptance
as a function of W,,. Requiring that the geometrical acceptance is above ~ 20% gives
a W, range of 40 < W,, < 220 GeV. This restriction is slightly modified when the

total acceptance excluding triggers, shown in figure 5.5, is studied. Requiring that the
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Figure 5.7: Acceptance and Geometrical Acceptance of the low-z analysis, as a function
of z. The acceptance is determined using Monte Carlo simulation and contains all
relevant correction factors.

acceptance (excluding triggers) is above ~ 10% gives a range of 50 < W,, < 220 GeV.

Low-z Analysis

The primary purpose of the low-z analysis is to measure the cross-section in the region
z < 0.3. The region 0.3 < z < 0.45 is included to provide consistency checks with
the medium-z analysis. The choice of kinematic region is therefore optimised for the

region z < 0.3. All figures referred to in this section only consider this region in z.

Unfortunately, there is still a restriction on how low in z the analysis can reach. This
is illustrated by figure 5.7, which shows the geometrical acceptance and the acceptance

excluding triggers of the low-z analysis, as a function of z. Both can be observed to
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fall to 0% at z ~ 0.02. Requiring that the acceptance is above ~ 10% restricts the

analysis to the range 0.07 < z < 0.45.

The background from diffractive events is expected to be predominantly at medium
to high-z [78]. Therefore, the theoretical arguments used for the p?,J/w cut in the
medium-z region are not relevant for the low-z region. However, the acceptance is very
low below p7 ;,, ~ 1 GeV? (see figure 5.6). For this reason, and for consistency with
the medium-z analysis, the cross-section measurements will be performed in the same

Py 1y Tegion as in the medium-z analysis.

The geometrical acceptance (see figure 5.4) illustrates the restriction to a different W.,
region in the low-z analysis. The total acceptance (excluding triggers) is shown in
figure 5.5. Requiring that this is above ~ 15% gives a W, range of 120 < W,, <

250 GeV.
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Chapter 6

Correction of the Data

In order to extract a cross-section measurement from the data, corrections for effects
such as detector acceptances, muon identification efficiencies and trigger efficiencies
must first be made. This is done using Monte Carlo simulations of the events and the
full detector response. This chapter describes the various checks made on the Monte
Carlo simulation in order to ensure that it correctly describes the data. Differences
between the data and Monte Carlo have been found and the correction factors applied
in order to correct the discrepancies are described where appropriate. Finally, the

possible systematic errors remaining are described and summarised.
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6.1 Trigger Efficiencies

6.1.1 L1 Trigger Elements

The L1 sub-triggers used in this analysis are not fully independent of each other.
Additionally, measuring the efficiency of the sub-triggers used in this analysis using
data recorded by sub-triggers which are completely independent of those used here
(i.e. they contain no trigger elements from any of the detectors which provide trigger
elements for this analysis) is not possible due to limited statistics. To avoid this
problem, the efficiencies of the individual trigger elements, that are combined to form
the sub-triggers used in this analysis, are measured using both data and Monte Carlo
events separately. This can be done as enough data events can be obtained using
sub-triggers independent of any given trigger element to measure the efficiency of the
trigger element in a fully independent way. This section will discuss the trigger element
efficiencies as measured for the medium-z analysis (similar results were obtained for
the low-z analysis), with the exception of the SPACAL trigger elements as they are

only used in the low-z analysis.

The muon trigger element efficiencies are measured in data using a sample of diffractive
J /1 events. This is because there are sub-triggers designed to select these events based
on their topology (i.e. they fire for events with just two tracks) and which do not contain
a muon trigger element. Hence a relatively high statistics data set can be obtained to
measure the efficiency. Additionally, the .J/1¢ decay muons will be produced such that

their distribution as a function of momentum, p,, and polar angle, 6, is very similar
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to those from the decay of inelastic J/1)’s.

The selection of the diffractive J/1’s is broadly the same as for the main analysis,
described in chapter 4. The differences are in the number of tracks, which is required
to be two, and triggering. The sub-trigger selection is that the event must fire at least
one sub-trigger, at all levels, that is completely independent of the CMD. This ensures
that the data sample is independent, as the event has been recorded irrespective of

whether the trigger element under investigation has fired.

The efficiencies of the other trigger elements are all measured using a sample of inelastic
J /1 events. This is because these trigger elements are sensitive to the event topology.
The only change from the selection described in chapter 4 is in the trigger selection. The
events must fire at least one sub-trigger, at all levels, that is completely independent of
the trigger system which contributes the trigger element under study. For example, for
the measurement of the DCRPh_Tc efficiency, the event must fire at least one sub-trigger
which does not contain any trigger element from the DCR¢ trigger. This ensures that

independent data samples are used, although it does limit statistics.

Monte Carlo events are also used to measure the efficiencies. Monte Carlo events
are selected using the selection criteria described in chapter 4, excluding the trigger
selection, for all trigger element efficiency measurements. Full corrections (described
later in this chapter) are applied to the Monte Carlo events. For the medium-z analysis,
direct Monte Carlo events are used. For the low-z analysis a mixture of direct and
resolved Monte Carlo events are used. By comparing the efficiencies obtained from the

data and Monte Carlo events, a check can be performed as to whether the Monte Carlo
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simulation is accurately representing the behaviour of the trigger system.

Figure 6.1 compares the efficiencies of the individual muon trigger elements, as mea-
sured using data and Monte Carlo events separately. The results are shown as a
function of the momentum (p,) and the polar angle (6,) of the muon with the highest
transverse momentum. For the Mu_Bar and Mu_ECQ efficiency measurements an addi-
tional requirement was made on the events that they have a muon within the angular
coverage of the trigger element. This is reflected in the Mu_ECQ efficiency measurement
as a function of 6, where there is a gap in the central region not covered by this trigger
element. The agreement between data and Monte Carlo is good, with the remaining

small differences propagated into the final results as a systematic error in each case.

Figure 6.2 shows the efficiencies of the main DCR¢ and zVtx trigger elements used in
this analysis. The results are shown as a function of p, of the muon with the highest p,
and the event multiplicity (NVyqacks). The agreement between data and Monte Carlo is
again good. The efficiency of the DCR¢ trigger elements is higher in the Monte Carlo
than in the data for low multiplicity events. Correcting for this inefficiency changed
the results by much less than the systematic error quoted later, and so it will therefore

remain uncorrected and be incorporated into the systematic error.

The SPACAL trigger element efficiency was measured using a sample of events from the
low-z analysis. The event selection was as described in chapter 4, with the exception
of the trigger selection where it was required that at least one sub-trigger that does
not contain any SPACAL trigger element fired at all levels. Additionally, the trigger

elements fire when there is more than 2 GeV of energy deposited in a region of the
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Figure 6.3: L2NN Efficiency as a function of z as measured using data and Monte
Carlo.

SPACAL, therefore, it was required that there was at least 2 GeV of energy deposits
reconstructed in the SPACAL. Unfortunately, the measurement of the efficiency is
limited due to a lack of statistics. The overall efficiency in data is 27.3 &+ 6.7%, and in

Monte Carlo it is 33.1 & 2.3%.

6.1.2 L2NN Trigger Element

The efficiency of the L2NN trigger element is measured using data selected by sub-
triggers s19, s22 and s87 (s87 fires for the combination of a muon in the CMD, a track
and an electron in one of the electron taggers), which also pass the event selection
chain. The efficiency is then the fraction of those events which fire s15 at L1 that also

fire the L2NN trigger element. The efficiency is determined using both data and Monte
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Carlo events, and is found to be 87.64+4.0% and 87.240.6% respectively. The variation
with the kinematic variables, shown in figure 6.3 as a function of z for example, is flat,
with good agreement between data and Monte Carlo simulation. The Monte Carlo
efficiency will be used to correct the data, with the error on the data efficiency used to

estimate the systematic error.

6.1.3 L4 Trigger

The L4 trigger does not need to be simulated in the Monte Carlo because the efficiency
can be measured in data, and then the Monte Carlo can be corrected for any inefficiency.
The efficiency with which L4 verifies the L1 sub-trigger decision can be measured
directly using real events which have passed another sub-trigger at all levels (e.g. the
s19 verification efficiency could be measured using events which have passed s15 at L1,
L2 and been verified as passing s15 at L4). The efficiency is then the fraction of those
events accepted by an L1 sub-trigger, for which the decision is verified at L4. The
L4 verification for all the sub-triggers used in this analysis is more than 95% efficient
with the exception of 19, for which the verification efficiency is only 83.7 +2.9%. The
Monte Carlo is corrected for this inefficiency by applying a weight of 0.837 to all Monte
Carlo events which pass s19 and no other sub-trigger in use in the analysis. A weight
of 1 is applied to all other events. The L4 verification efficiencies are summarised in

table 6.1

The efficiency of the High Mass finder should be ~ 100% because all the cuts applied

by the High Mass finder are repeated and, in many cases, tightened in the analysis.
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L1 sub-trigger | L4 Verification Efficiency
s15 ~ 100%
s19 83.7 +2.9%
s22 95.7 £ 2.3%
$56 ~ 100%

Table 6.1: Summary of the efficiencies with which the L1 sub-trigger decisions are
verified by L4.

This can be checked using the L4 weights. The presence of any event with a weight
greater than 1 would be a sign of inefficiency, because it would indicate that the event
had failed the High Mass finder. As expected, no events with a weight greater than 1
were found in either the medium or low-z analyses. Hence it can be concluded that

the High Mass finder is ~ 100% efficient.

6.2 Muon Identification Efficiency

The efficiency of the muon identification is measured in the data using a sample of
diffractive J/1) events as this provides a pure sample of muons which is independent of
the muon triggers and the data under study, and has higher statistics. This efficiency
is then compared to the efficiency measured using direct Monte Carlo events (the same
results were obtained using resolved Monte Carlo events) and any differences are either
corrected for or incorporated into the systematic error. The events are selected by
requiring that the event contains only two tracks which are from unlike-sign particles,
one of which is identified as a muon, and that the invariant mass of the pair falls within

the J/¢ mass peak (2.9 < M, < 3.3 GeV). For the LAr efficiency measurement, the
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Figure 6.4: Muon identification efficiency in the LAr calorimeter for data and Monte
Carlo as a function of the polar angle, 0,,, and momentum, p,,, of the muon. The Monte
Carlo is shown before and after a correction factor, discussed in the text, is applied.

first muon is required to be identified in the CMD, whilst for the CMD efficiency
measurement the first muon can be identified in either the CMD or the LAr with a
quality > 2. The efficiency is then the fraction of events where the second track is

identified as a muon by the relevant detector.

The LAr muon identification efficiency, determined using this method, is shown in
figure 6.4 as a function of the momentum, p,, and polar angle, 6,,, of the muon. The
efficiency measured using the Monte Carlo simulation (dashed line) fails to agree with
the efficiency measured in data (points), an effect which has also been seen in other
analyses (see [80] or [119], for example). In order to correct this, the Monte Carlo is

re-weighted as a function of the polar angle of the muon, 6, for those events where a
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Figure 6.5: Muon identification efficiency in the central muon detector for data and
Monte Carlo as a function of the polar angle, 0, and momentum, p,, of the muon.

muon is identified by the LAr only. The function is determined by fitting a second-order
polynomial to the ratio of the efficiencies in data and Monte Carlo. The re-weighting
function is:

f(0,) =0.119+ (1.41 x 107%) - 0, — (7.91 x 107°) - 0 (6.1)

2
w

The corrected Monte Carlo efficiencies (solid lines) agree with the efficiency measured
using data, as can be seen in figure 6.4, as a function of both the polar angle and
momentum of the muon. The efficiency falls slightly with momentum because the

identification algorithm is optimised for low momentum muons.

The muon identification efficiency in the CMD, as a function of 6, and p,, is shown in

figure 6.5. The agreement between data and Monte Carlo is more than reasonable in
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this case. Small differences are present but these are taken account of as a systematic
error. The efficiency rises with momentum because the probability that a muon reaches
the CMD rises with momentum. The muon requires p, ~ 1.5 GeV to penetrate
the calorimeters and reach the CMD. This, however, varies with polar angle, a fact
reflected by the 6, efficiency distribution. The peak in efficiency at 6, 2 140° is due
to the absence of the BBE wheel of the LAr calorimeter. Hence a muon will deposit
less energy before reaching the CMD and a greater proportion will reach the CMD in
this region. The main differences between the data and Monte Carlo are the higher
efficiency in the data at high momentum (p, 2 2 GeV) than in Monte Carlo and the
lower data efficiency at large polar angle (6, 2 140°) than in Monte Carlo. Correcting
for these effects did not affect the final results in any significant way and so this too is

included in the systematic error.

Figure 6.6 shows the total muon identification efficiency, i.e. the efficiency for the
identification of a muon by either the LAr or the CMD. The plots reflect the features
of the efficiency plots for the individual detectors. Both the raw Monte Carlo efficiency
and that after correcting the LAr efficiency are shown. The average identification
efficiency for a single muon is 70.3 + 1.0% in data and 70.4 4+ 0.1% in Monte Carlo.
The analysis requires that one of the muons is identified in the CMD. The average
identification efficiency for a single muon in the CMD is 34.0 & 1.0% in data and
31.4+0.1% in Monte Carlo. The average total efficiency for the identification of a pair
of muons in this analysis is therefore 23.9 + 1.3% in data and 22.1 + 0.1% in Monte

Carlo.
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Figure 6.6: Total muon identification efficiency for data and Monte Carlo as a function
of the polar angle, 0,,, and momentum, p,, of the muon.

6.3 =z vertex distribution

The observed z,;, distribution does not exactly match the simulated distribution, as
can be seen in figure 6.7 where the z,, distribution for the 1997 data (points) is
compared with that from the resolved Monte Carlo events simulated for the 1997
data taking conditions (dashed line). Therefore, the cut of |z — Znom| < 40cm
(see section 4.4) would introduce a bias in the cross-section measurement. In order to
compensate for this, Gaussian functions are fitted to the z,;, distributions in both data
and Monte Carlo. The Monte Carlo is then re-weighted, as a function of z,,, using the
ratio between these two Gaussian distributions, so that the corrected Monte Carlo z,

distribution (solid line) matches the data distribution closely. However, some small
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Figure 6.7: The z-vertex distribution for the 1997 data taking period as observed in data
and the resolved Monte Carlo. The Monte Carlo is shown before and after re-weighting.

differences between the data and Monte Carlo distributions remain (see figure 6.7).
These will be accounted for through a systematic error. This procedure is repeated for

each set of simulated Monte Carlo events separately.

6.4 pf, 7/ Re-weighting

The Monte Carlo generator EPJPSI (see section 2.6) generates events using a leading
order calculation. As a consequence the pf’ 1/ distribution of the events generated
for direct photoproduction does not correctly describe the distribution of the data
events selected for the medium-z analysis. This is illustrated by figure 6.8, where the
distribution of events in the medium-z analysis, in data (points) and Monte Carlo

(dashed line), is plotted as a function of p; s/p- The Monte Carlo v} 75 distribution
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Figure 6.8: Number of events selected for the medium-z analysis as a function of p? /0

in data and Monte Carlo. The Monte Carlo is shown before and after apf I/ dependent
re-weighting function, discussed in the text, is applied.

falls too steeply. The direct Monte Carlo events are re-weighted as a function of p? , Jip
in order to match the distribution of the data. The re-weighting function is determined

by fitting an exponential function, f(p? J/w)’ given by

f(p?,J/w) = exp (G‘Fb'p?,J/w): (6.2)

to the ratio of the number of events in data and Monte Carlo as a function of pf’J/w,
with a and b allowed to vary freely. The results of the fit are a = —0.35 4+ 0.08 and
b = (7.16 &+ 1.32) x 1072, The effect of the re-weighting is illustrated by figure 6.8,
where the re-weighted Monte Carlo distribution (solid line) now has the correct p; "

dependence.
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6.5 Comparison Between Data and Monte Carlo

The most important comparisons between data and Monte Carlo have already been
discussed, along with all the correction factors that are applied. In addition to those
already discussed, the Monte Carlo simulation has been compared with the data in
as many ways as possible in order to detect any possible discrepancies between the
simulation and the data. This section will present and discuss some of the most relevant

comparisons.

Figures 6.9 and 6.10 show control plots for the medium-z and low-z analyses respec-
tively. They are comparisons between some important distributions from data and
Monte Carlo events. The distributions compare the properties of the decay muons ((a)
the angular distribution, 6,, and (b) momentum, p,), the event kinematics ((c) W.,
and (d) z), detector effects ((e) the radial track length of the muons and (f) the number
of hits in the CMD from each muon), and finally a check that the remainder of the
hadronic final state is correctly simulated is performed by examining (g) the (E — p,)
sum excluding the J/¢ and (h) the net p, of the hadronic final state excluding the
J/1. No subtraction for the non-resonant background under the .J/¢ mass peak has
been performed for the data due to limited statistics, and the Monte Carlo has been

normalised to the data.

In both analyses, most of the plots show good agreement between the data and Monte
Carlo. The exceptions are the ¢, distribution in both analyses, and the 1., distribution

in the medium-z analysis. The differences in the medium-z analysis are understand-

114



+ Data Monte Carlo

o i} o r
Z 100 — <Q> ++ Z 200 —— <b>
- H—
50 + e e —t
ff+++k++ -+ T+ 100 = —
0 | ‘ ‘ ‘ 0 C ‘ | ‘ \4‘71—'—'—'*
50 100 150 2 4 6
Y, (°) pu (GeV)
o = o r
z 60 £ (c) 40 L + (d) ‘
F ++ 20 B +
20 == + C
0 E \ \ L 0 I PR PR
50 100 150 200 0.4 0.6 0.8
W, (GeV) z
o r o E
= 400 & (e) Z 300 £ (f)
[ -] =
E |, 200 £
200 — 100 B R
O c | \4,_47#*\ \4.—'_'—*74‘74’74\’74.\7 ‘ | O E\ 1| V_‘_i L1 ‘ Ll ‘ [ V_'_‘—t—l |
0 20 40 60 0 2.5 5 7.5 10
radial track length (cm) No. of hits in CMD
c i s 80 [
Z 100 |~ z F h
50 T 40 F +
- e 20 F L
0 I PRI IR A e e S B E P f\# [
0 5 10 15 0 2 4 6 8
(E-p,) hfs excl. J/v (GeV) p; hfs excl. J/v (GeV)

Figure 6.9: Comparison between data and the Monte Carlo simulation for the medium-
z analysis. The plots compare (a) the polar angle of the muons, 6,, (b) the muon
momentum, p,,, (¢) Wap, (d) z, (e) the radial track length of the muons, (f) the number
of hits in the CMD from each muon, (g) the (E — p,) sum for the hadronic final state
excluding the J/v, and (h) the p; of the hadronic final state excluding the J /1.
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Figure 6.10: Comparison between data and the Monte Carlo simulation for the low-
z analysis. The plots compare (a) the polar angle of the muons, 6,, (b) the muon
momentum, p,, (¢) Wap, (d) z, (e) the radial track length of the muons, (f) the number
of hits in the CMD from each muon, (g) the (E — p,) sum for the hadronic final state
excluding the J/v, and (h) the p; of the hadronic final state excluding the J /.
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able and appear to be due to background. The background increases with W., (see
section 7.3), hence the slight difference in shape. The medium-z 6, distribution shows
an excess of events in data for 130° < 6, < 150°. This region corresponds to the BBE
wheel of the LAr calorimeter, a region which suffers from excessive ‘punch-through’
background and is therefore excluded in the low-z analysis. The subtraction of these
background contributions has not been performed here, but is performed in chapters 7
and 8, where the cross-section is measured. The 6, distribution in the low-z analysis
shows good agreement with the exception of one bin, §, < 25°, where there is a signif-
icant excess of data. Excluding this region reduced the number of events but changed

the final results by less than the statistical error, and so it was retained

6.6 Systematic Errors

Muon Identification

The muon identification efficiency in data and Monte Carlo agree, apart from a few
small deviations, once the LAr efficiency in Monte Carlo has been corrected. The
correction function (equation 6.1) is determined from a fit to the ratio of the efficiencies
in data and Monte Carlo. The resulting parameters have an error associated with them.
Varying the parameters in the correction function by the amount allowed by their errors

gives an estimate for one source of systematic error.

An additional source comes from the small differences in the efficiencies. Correcting

the data using the efficiencies as measured using data, and varying these efficiencies by
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the statistical error on them, allows an estimate for this source of systematic error to
be obtained. The two sources are added in quadrature and result in a systematic error

of 7.9% (17%) in the medium (low)-z analysis.

Trigger Efficiency

The L1 trigger efficiencies measured in data and Monte Carlo broadly agree. However,
there are some differences, The Monte Carlo efficiencies are used to correct the data,
if the data efficiencies were used, slightly different results would be obtained. Addi-
tionally, there is a statistical error on the data efficiency. By correcting the data using
the trigger efficiencies measured in data, and varying these efficiencies by the statisti-
cal error, an estimate of the systematic error due to the L1 trigger efficiencies can be

obtained. This is 17% in the medium-z analysis, and 12% in the low-z analysis.

There is very good agreement between the L2NN efficiency measured in data and Monte
Carlo. The statistical error on the data efficiency is used to estimate the systematic

error, yielding 1.7%.

The L4 efficiency is measured using data. The Monte Carlo is corrected for the in-
efficiency on the verification of s19. Varying the correction factor by the statistical
error on the efficiency gives an estimate for one source of the systematic error. The
verification of s22 has a small inefficiency which is uncorrected. Correcting for this inef-
ficiency, and varying the correction factor by the statistical error, gives an estimate for
another source of systematic error. For the final source, a conservative uncertainty of

2% on the verification efficiency for s15 and s56 is assumed. Adding the contributions
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in quadrature gives a systematic error of 2.3(4.0)% in the medium(low)-z analysis.

Branching Ratio

The values quoted by the Particle Data Group are used for the .J/¢ branching ratio [26]:

BR(J/¢Y — ptp) = 5.88 £0.10%. This leads to a systematic uncertainty of 1.7%.

Luminosity

The luminosity determination is described in section 4.2. The error on the luminos-
ity found for the 1996 data taking period is 1.77% and in 1997 this was 1.5% [120],

contributing a total error for the whole period of 1.6%.

Energy Scale of Calorimeters

The LAr and SPACAL calorimeters provide information that is used to reconstruct the
kinematic variables of the event. The energy scale of these detectors is known to 4% and
7% respectively [15]. In addition, the energy scale of the trackers is known to 3%. These
effects all contribute to an uncertainty in the energy and momentum measurements
of all objects that are detected in the final state. By varying the measurements by
the uncertainty on the energy scale, possible systematic effects can be studied and a

systematic error of 2.9(3.5)% in the medium (low)-z analysis is estimated.
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z-vertex distribution

As an estimate of the possible systematic error from residual differences between the 2.,
distributions in data and Monte Carlo, the results were calculated with and without
the vertex re-weighting. The results differed by ~ 1.5(1.0)% in the medium(low)-z

analysis, and this is used as an estimate of the possible systematic error.

Track and Vertex Finding

The efficiency for track reconstruction and vertex finding has been studied in several
independent ways (see [80], [119] and [121], for example). The total efficiency is about
97% [121]. A conservative systematic error of 2% on the single track reconstruction

efficiency is assumed [119], a 4% error in total.

pf,Jw re-weighting

The re-weighting of the pf’ 1/ distribution of the direct Monte Carlo leads to an im-
proved agreement with the pij/w distribution in data (see figure 6.8). The parameters
of the re-weighting function are determined from a fit and hence have errors associated
with them. By varying the parameters by the errors, an estimate of any possible sys-
tematic error can be obtained. The results varied by 0 — 5.2%, depending on the bin,
in the medium-z analysis, and 0.2 — 4.0% in the low-z analysis. This is included as a

systematic error.

120



Diffractive J/v and (2S) Background

The background due to .J/v¢’s produced in diffractive interactions and in the decay
of diffractively produced ©(2S)’s has been studied using Monte Carlo simulations of
the events. The Monte Carlo program DIFFVM [89] (see section 2.6) was used to
simulate the events and a small contamination is observed, in both the generated and
reconstructed events, in the medium-z analysis for z 2 0.65. No contamination is
observed in the low-z analysis. Including these events in the acceptance calculation,
and varying the Monte Carlo normalisation by the experimental uncertainty on the
diffractive cross-sections, gives an estimate for the systematic error from the diffractive
background. In the low-z analysis, no systematic error is observed. In the medium-
z analysis, a bin-dependent error of 3.7 — 5.8% is observed on the cross-section as
a function of W,,. For do/dz, a bin-dependent error of 0 — 14% is observed. For
da/dpij/w, the lowest pij/w bin (0 < pf,Jw < 1 GeV?) has a systematic error of 30%.
This region is excluded from all other measurements in order to suppress the diffractive

background. The other bins have a systematic error of 1 — 10%.

CJC Event Mixing

It was recently discovered that some of the information from the CJC tracking detectors
was being mixed between events during part of the 1997 data taking [122]. The severity
of the problem fluctuated and affected up to 8% of the CJC information. The affected
data corresponds to an integrated luminosity of 6.50 pb~'. Results were calculated

excluding this data and some deviations of a few percent were found. This could be

121



a statistical fluctuation, but as an estimate of any possible systematic error an overall
cross-section for each analysis was calculated with and without the affected data. In
the medium-z analysis, the differential cross section do/dz was determined for the
kinematic range 0.3 < z < 0.9, 50 < W,, < 220 GeV, and pij/w > 1 GeV?% The
result was 44.7 + 2.8 nb using the full data sample, and 42.3 + 3.3 nb excluding the
affected data. In the low-z analysis, the differential cross-section was determined for
the kinematic range 0.07 < 2 < 0.45, 120 < W, < 250 GeV, and pj ,,, > 1 GeV?2,
The result was 55.0 + 8.0 nb using the full data sample, and 56.3 + 9.6 nb excluding
the affected data. In all cases, the errors are statistical only. The results differ by

5.4% (2.4%) in the medium(low)-z analysis. This is included as a systematic error.

Monte Carlo Mixing

In the low-z analysis, the Monte Carlo simulation of two different types of event need to
be mixed in order to ensure the data is correctly simulated. The normalisation of each
Monte Carlo is not correct. Therefore the normalisation of each of the Monte Carlo’s is
determined from the data. The data, however, has limited statistics which introduces
a possible systematic error in obtaining the correct normalisation factors. By varying
the normalisation factors by the amount allowed due to the statistical error on the
data, the effect on the final acceptance can be studied. A bin dependent variation of

0 — 8% is observed and assigned as a systematic error.
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Source ‘ Medium-z Analysis ‘ Low-z Analysis ‘
Muon Identification 7.9% 17%
L1 Trigger Efficiency 17% 12%
L2 Trigger Efficiency 1.7% -
L4 Trigger Efficiency 2.3% 4.0%
Branching Ratio 1.7% 1.7%
Luminosity 1.6% 1.6%
Energy Scale 2.9% 3.5%
z-Vertex distribution 1.5% 1.0%
Track and Vertex Finding 4% 4%
Diffractive J/v¢ and t(2S) Background 0 — 14% -
P} ;s re-weighting 0 — 5.2% 0.2 — 4.0%
CJC event mixing 5.4% 2.4%
Monte Carlo mixing - 0 — &%
Sum | 20 — 25% | 22 — 24% |

Table 6.2: Summary of the systematic errors.
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Chapter 7

Results of the Medium-z analysis

This chapter presents the results of the analysis in the medium-z kinematic region
(0.3 < z < 0.9). The measurement of the cross-section as a function of W,,, and
the differential cross-sections do/dz and da/dpiJ/w are presented and discussed. The
method used for making the cross-section measurement is similar in each case. It will
be described in detail for the measurement of the differential cross-section do/dz, and
in outline for each subsequent measurement with any differences indicated. Finally,
the results are compared with theoretical predictions. The results presented here are

summarised in Appendix A.

7.1 Selected Data Sample

The data selection is described in chapter 4. The invariant mass spectrum of the

muon pairs for all the events selected is shown, in the range 2.0 < m,, < 4.0 GeV, in
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Figure 7.1: Mass spectrum of the events selected for the medium-z analysis.

figure 7.1. The figure also shows the spectrum for like-sign muons pairs selected using
the same selection chain and subjected to the same analysis procedure. This is used
as a consistency check for the background. The like-sign spectrum shows no peak at
the J/1¢ mass, thus showing that the .J/¢ peak is not a an artefact of the analysis
procedure. The shoulder on the mass peak at m,, ~ 2.9 GeV has been investigated

and is not due to detector effects. It is a statistical fluctuation upwards in this region.

The mass and width of the J/i¢ can be extracted from the data by fitting a function

which is the sum of a Gaussian and a first order polynomial to the data'. The function

IThe first order polynomial is used to model the non-resonant background distribution. Other
functions were also used (e.g. an exponential function) but this did not change the final results in any
significant way.
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is given by

—(z —d)?

2e2

flx)=a+br+ (7.1)

c
V2me
and the resultant fit is also shown in figure 7.1. The measured mass and width of the

J/1 are then given by parameters d and e in equation 7.1. They are

myy = 3.100 4 0.004 CeV,

The mass is in agreement with the accepted value of 3.097 GeV [26], whilst the width
is much greater than the accepted value of 87 4+ 5 keV. The measured width, however,
is dominated by the detector resolution. Using the same procedure, it is possible to
extract the Monte Carlo expectation for the width. The valueis I'y/y, = 55.040.7 MeV.
Hence the measured width in data is in agreement with the expectation from Monte

Carlo simulations.

From the fit, the number of selected events can also be extracted (parameter ¢). There

are 332.3 £ 21.8 events selected for the medium-z analysis.

7.2 Differential Cross-Section do/dz

The cross-section determination is performed in two stages. Firstly the electron-proton

cross-section, do-ep_)J/wX/dZ, is measured. Then this is converted into a photon-proton
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cross-section, do,,_, /px/dz. The differential e-p cross-section is calculated using

daep . Nevents (Z)
dz  &(2).L.BR.AZ’

(7.2)

where Neyents 18 the number of events detected, ¢ is the acceptance, L is the integrated
luminosity of the data recorded (see section 4.2), BR is the branching ratio for the
decay channel used (in this analysis BR = BR(J/v¢ — ptp™) = 5.88 + 0.10% [26])
and Az is the bin width. The acceptance is the total correction factor necessary to cor-
rect for the trigger efficiency, muon identification efficiency, reconstruction efficiency,
detector acceptance and bin migrations. The following sections will describe the extrac-
tion of the number of events, the acceptance determination, the conversion of do,/dz
to do,,/dz, before presenting the results and discussing them with a comparison to

theoretical predictions.

7.2.1 Extraction of the number of J/4 events

The number of events in each bin is extracted using the following procedure. The first
stage is to plot the invariant mass spectrum, m,,, of the muon pairs from all .J/1
candidates, in the range 2 < m,,, < 4 GeV, as shown in figure 7.1. The function f(x),
given by equation 7.1 is fitted to the distribution with all five parameters (a, b, ¢, d,
and e) allowed to vary freely. The measured mass and width of the .J/i are extracted

(parameters d and e in equation 7.1), and these are then fixed for subsequent fits.

The invariant mass spectrum of the J/1) candidates is then plotted separately for each
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bin, as shown in figure 7.2, which also indicates the bin limits. A clear signal can be
observed in each bin, with the background increasing as z decreases. The function f(z)
is then fitted to each distribution with only three parameters allowed to vary freely (a,
b, and ¢). The Gaussian normalisation (parameter ¢) gives the number of .J/1 events
in that bin. The number of events as a function of z, extracted using this method, is
shown in figure 7.3(a). The bin limits were partly chosen to achieve approximately the

same number of events in each bin, as can be seen to be the case.

7.2.2 Correction of the Data

The acceptance is determined using the corrected Monte Carlo simulation. Chapter 6
described the various checks performed and correction factors applied in order to ensure

that the simulation is correct. The acceptance is defined as

Npee(21 < Zree < 22,50 < Wiee < 220,70 > 1) (7.3)
g = .
Ngen(21 < Zgen < 22,50 < Wyen < 220,07 4o, > 1)

where z; and 2z, are the bin limits, and n,. and ng, are the corrected number of
reconstructed and generated Monte Carlo events respectively. The acceptance can
be factorised into four main stages: Geometrical acceptance (the effect of the cut on
the polar angle, 6, of the muon), Trigger Efficiency, Muon Identification and Final
Selection Efficiency. This is illustrated by figure 7.4, where this factorisation is plotted
as a function of W,, and 2. The largest efficiency loss is due to the trigger efficiency,

with a significant W,, dependence arising from the polar angle cut on the muons. There
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Figure 7.2: Invariant mass spectrum of the selected events in bins of z.
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Figure 7.3: The (a) number of events selected, (b) acceptance and (c) bin purity for
each bin in z.
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Figure 7.4: Factorisation of the acceptance as a function of (a) W, and (b) z. The
plot shows the cumulative acceptance after adding each indicated selection criteria in
turn.

is also a significant inefficiency due to muon identification.

The total acceptance is shown in figure 7.3(b) for each z bin. The acceptance is
approximately constant but starts to fall as z increases. This is because as z increases
the energy available for the production of particles in addition to the J/1 decreases.
Therefore fewer will be produced and they will have a lower momentum. Several
stages of the selection require the presence of additional particles. For example, the
L1 sub-triggers s19 and s22 require at least three track candidates. The efficiency for
a track to be reconstructed increases with momentum and this contributes to the fall

in acceptance as z increases.
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In order to check for any significant bin migrations, the bin purity is shown in fig-
ure 7.3(c). The bin purity is measured using the Monte Carlo simulation, and is
defined as

NS a
Bin Purity = # (7.4)

where V. is the number of events reconstructed in a bin and Ny, is the number of
events that were both generated and reconstructed in the bin. The bin purity is 2 50%

for each bin.

The final correction factor is the bin centre correction. This is applied in order to
correct for the affect of the bin centre not being the average in the bin. In this case,
the average z (or W, pfj/w) of the data events in each bin is used as the plotting

value for the measurements.

7.2.3 Conversion to v-p Cross-Section

The conversion from electron-proton to photon-proton cross-section is a relatively triv-
ial step. The flux of quasi-real photons from an electron is well understood and is
therefore not of much interest. By converting, a well understood part of the mea-
surement is removed, leaving the measurement of the more interesting photon-proton
interaction. Additionally, it allows comparison with results from fixed target v-p ex-

periments, for example.

The 7-p cross-section can be calculated from the e-p cross-section using [123]

132



ymaI Q%},am
Tep :/ dy/Q2 dQ2.7-"7/e(y,Q2)a7p, (7.5)

Ymin min

where ¥, /. is the flux of photons emitted by the electron, and, in this analysis, the Q)?

range is:

f,m, = 1 GeV?
2 _ m3y2
min 1 _ y

2

where m, is the mass of the electron. Q)7 ..

is given by the minimum acceptance of the

SPACAL, and ? . is the minimum kinematically allowed.

min
In photoproduction, the photons are almost real and so are predominantly transversely
polarised. In this case, the Weizsdicker-Williams approximation [124] can be used. The
photon flux is given by

1 2 _ 2mgy’®

1+ -y 02

F’y/e(ya Q2) = =

2r 10 ) (7.6)

where « is the electromagnetic coupling constant [125].

The photoproduction cross-section only has a weak dependence on Q? and y (for Q* <

1 GeVQ). Hence the v-p cross-section is, to a good approximation, given by

Oyp = e (7.7)
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where @,/ is the photon flux factor, given by

Ymazx Q?nam
(1)7/8 :/ dy/2 dQQf'y/e(yaQQ)' (78)

Ymin Qmm

The photon flux can then be calculated by a numerical integration.

7.2.4 Results and Model Comparison

Figure 7.5 shows the results for the differential cross-section do/dz. The inner error
bars are statistical errors only and the outer error bars are statistical and systematic
errors added in quadrature. Also shown on the plot are the results of fitting two
different functions to the results. They are an exponential function (do/dz o %#) and
power law function (do/dz o< 2°). Both parameterisations give a good description of
the data. As the largest systematic errors are all correlated, only the statistical error
was taken into account for the fit. The results of the fits were b = 2.73 + 0.39 for the

exponential function, and § = 1.64 4+ 0.25 for the power law.

The results are compared with other results and the predictions from two different
models in figure 7.6. The results from this analysis are in good agreement with the
preliminary results from H1 [126] and ZEUS [127]. The dashed line is the prediction
from a leading order Colour Octet (LO CO) model calculation [78]. The CO model
matrix elements used in the calculation were determined using constraints obtained
from the Tevatron data, fixed target experiments and B decays. The calculation used

a charm quark mass of m., = 1.5 GeV, a factorisation scale of 2m,., the GRV LO

134



300

N
_O
C
—200 + m This Analysis
N
© — Power Law
~ ‘
o - - Exponential
O
199 T pupt > 1GeV?
80 r
oo [ 50 <w, <220 Gev
60 Q<1 Ge
50 F
40 t
30
20
10 —
9 [
8 [
7 [
6 [
L L ‘ L L ‘ L L ‘ L L ‘ L L ‘ L L
0.3 0.4 0.5 0.6 0.7 0.8 0.9

Figure 7.5: The differential cross-section do/dz, measured in the kinematic range
Prype > 1 GeVZ 50 < W, < 220 GeV and Q° < 1 GeV®. The line is a fit of

do/dz o 2°, yielding 6 = 1.64 & 0.25. The dashed line is a fit of do/dz o e**, yielding
b=2.73+0.39.
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Figure 7.6: The differential cross-section do/dz from this analysis and preliminary
results from H1 [126] and ZEUS [127]. The dashed line shows the prediction from a
LO Colour Octet model calculation [78], whilst the shaded area represents the prediction
and uncertainty from a NLO Colour Singlet model calculation [41, 128, 129].
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parton density functions [67, 81] and is for W,, = 100 GeV (in data the average W,
is & 126 GeV). The shaded band shows the uncertainty on the prediction from a
next-to-leading order Colour Singlet (NLO CS) model calculation [41, 128], which has
recently been updated [129]. The calculation is for the direct photon interaction only,
used a factorisation scale of v/2m, and is for W., = 100 GeV, with the upper and lower
bounds obtained by varying the input parameters. The upper bound was the result of
using m, = 1.3 GeV, ay(Mz) = 0.1225 and the MRST99 (set 5) PDF’s [74] as input
parameters. The lower bound was obtained by using m. = 1.5 GeV, ay(Mz) = 0.1175
and the MRST99 (set 1) PDF’s [74] as input parameters. The choices of a; and PDF
are correlated as the PDF’s are extracted for specific values of «g, whilst the range

1.3 < m. < 1.5 GeV represents the typical range of uncertainty in m,.

The results clearly favour the NLO CS model calculation over the LO CO model
calculation. The LO CO model does not describe the shape of the do/dz distribution,
in contrast to the NLO CS model. However, there is a large uncertainty (a factor of

~ 3) in the normalisation of the CS model at NLO.

7.3 Cross-Section as a function of W,

The measurement method is largely the same as described above, therefore only an
outline will be given. Figure 7.7 shows the invariant mass spectrum of the selected
events for each bin in W,,, with the bin limits also indicated. A clear signal can be

observed in each bin, with the background increasing with W,,. The number of events
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Figure 7.7: Invariant mass spectrum of the selected events in bins of W,,.
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as a function of W,, is shown in figure 7.8(a). The acceptance is defined as:

 Mee(W < Whee < Wa, 9 e > 1,0.3 < 2 < 0.9) (7.9)
°T Ngen (W1 < Woen < Wa, pF gon > 1,0.3 < Zgen < 0.9)” '

where W7 and W, are the bin limits. The acceptance is shown in figure 7.8(b) for each
W, bin. The acceptance is 2 5% for each bin, with a large variation arising from the

geometrical acceptance. The Bin Purity, shown in figure 7.8(c), is 2 75% for each bin.

From the above information, the cross-section o, can be calculated using

Nevents

o Nevents 1
9 = T L BR (7.10)

The conversion to o, is performed using the procedure described in section 7.2.3. The

bin centre correction is performed as described in section 7.2.2.

7.3.1 Results and Model Comparison

The results for the measurement of the cross-section as a function of W, are shown in
figure 7.9. The inner error bars are statistical errors only and the outer error bars are
statistical and systematic errors added in quadrature. The cross-section is measured
in the kinematic range 0.3 < z < 0.9, pij/w > 1 GeV? and Q? < 1 GeV? The
gluon content of the proton rises rapidly as x decreases [12], and, as can be seen from
equations 2.4 and 2.6, this implies that the gluon content increases as W, increases.

The interaction under study here is boson-gluon fusion and so the cross-section is
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expected to rise with W,,, as observed. The plot also shows the results of fitting
two different functions to the data. As before, they are an exponential function (o o
W) and a power law (o oc W2)) and only the statistical errors have been taken into
account in the fit. Both functions give a good description of the data. The results are
b= (4.5541.72) x 1073 for the exponential function, and § = 0.544-0.21 for the power
law. Including preliminary results from H1 [126] and ZEUS [127] in the power law fit

yields § = 0.55 + 0.15.

The power law result is of particular interest as this function is used to parameterise the
diffractive cross-section as a function of W,,. The H1 collaboration recently obtained
d = 0.83 £ 0.07 [33] for diffractive J/¢ photoproduction. The diffractive events are
viewed as occurring via Pomeron exchange, and the partonic content of the Pomeron
has been shown to be dominated by gluons [16]. The simplest model of the Pomeron
is one in which it contains two gluons. Hence diffractive J/1¢ production will couple
more strongly to the gluon content of the proton. The result here shows that the
inelastic cross-section does not rise as rapidly with W, as the diffractive cross-section,

supporting this picture.

Figure 7.10 compares the results with preliminary results from H1 and ZEUS, as well
as the predictions from a NLO CS model calculation [41, 128] which has recently been
updated [129] and was described in section 7.2.4. The results are in good agreement
with previous results, and this analysis has extended the W,, range covered. The
shaded band corresponds to the uncertainty on the NLO CS model calculation, with

the upper and lower bands obtained by varying the input parameters as described in
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Figure 7.10: The total photon-proton cross-section o(yp — J/¢YX) versus W,, from
this analysis and preliminary results from H1 [126] and ZEUS [127]. The shaded area
represents the results and uncertainty arising from a NLO Colour Singlet model calcu-
lation [129].
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section 7.2.4. The Colour Singlet model describes the shape of the data well, with a

large uncertainty over the normalisation.

7.4 Differential Cross-Section do/dp} ; m

The procedure for measuring the differential cross-section is as described previously.
The invariant mass spectrum of the selected events is shown in figure 7.11 for each bin
in pij/w. The bin limits are also indicated on each plot. A J/ signal can be observed
in each bin, with both the number of events and the number of background events
decreasing as pf’J/w increases. This is reflected in the choice of bin limits, with the bin
size increasing with pf’ 1/ (with the exception of the first bin). The number of events

in each bin is shown in figure 7.12(a).

The acceptance is defined as

__ Tree(Ply < Pipee < Py 50 < Wiee < 220,0.3 < 2rec < 0.9) (7.11)
= ngen(p%,l < Plgen < p%72, 50 < Wyen < 220,0.3 < zgen, < 0.9)’ .

where p7 | and p;, are the bin limits. The acceptance is shown in figure 7.12(b) for each
pf’J/w bin. The acceptance can clearly be seen to rise with th,J/w‘ Figure 7.12(c) shows
the bin purity, which is greater than 90% in all bins. The differential cross-section
daep/dpfﬂ,/w can then be calculated using equation 7.2, replacing z with piJ/w‘ The
conversion to do.,/ dpi 1/ and the bin centre corrections were both performed using
the methods already described. The bin centre corrections are more significant in this

case due to the steeply falling p? , 1,y distribution.
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7.4.1 Results and Model Comparison

The differential cross-section do/ dpi /0 S measured in this analysis, is shown in fig-
ure 7.13. The inner error bars are statistical errors only and the outer error bars are
statistical and systematic errors added in quadrature. The measurement has been
made in the kinematic range 0.3 < z < 0.9, 50 < W, < 220 GeV and Q% < 1 GeV?,
As with the previous results, two functions have been fitted to the data: a power law
(do/dp} ,;,, < (P} ,),)°) and an exponential function (do/dpj ), o "Piare). An expo-
nential function is often used to parameterise the diffractive differential cross-section
at low pf, ! (see [33], for example). As can be seen, the exponential function gives
a reasonable description at low pij/w, but fails at high piJ/w where the distribution
begins to flatten. Whilst neither fit is particulary good, the power law gives a better
description of the data than the exponential function. This is unsurprising as, in the
Colour Singlet model, the cross-section is expected to have a power law dependence,
with the leading order contribution expected to have a 1 /pi I/ dependence, and the
next-to-leading order contribution a 1/pf7J/w dependence [129]. The results of the fits

are 0 = —1.20 £ 0.04 and b = —0.46 4+ 0.05.

Figure 7.14 compares the results of this analysis with preliminary results from H1 [126]
and ZEUS [127], and the figure illustrates the consistency between all the experimental
results. The results are also compared with the predictions of the Colour Singlet
model at leading order and next-to-leading order [41, 128], which have recently been
updated [129]. The NLO Colour Singlet model calculation was described in section 7.2.4

and the shaded area represents the uncertainty in the predictions, determined using the
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Figure 7.13: Differential cross-section da/dpiJ/w measured in the kinematic range 0.3 <
2 < 0.9, 50 < W,, < 220 GeV and Q* < 1 GeV>. The functions da/dpf’J/w x (pij/w)‘s

and da/dpiJ/w x "o are fitted to the data, yielding 6 = —1.20 £ 0.04 and b =
—0.46 £ 0.05.
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Figure 7.14: The differential cross-section da/dpf’J/w from this analysis and preliminary
results from H1 [126] and ZEUS [127]. The dashed line is a LO Colour Singlet model
calculation, whilst the shaded area shows the results and uncertainty resulting from a
NLO Colour Singlet model calculation.
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method previously described. The LO calculation was performed using a factorisation
scale of v/2m,, a charm quark mass of m, = 1.3 GeV, a leading order (M) of 0.13
and the MRST98LO(set 5) PDF’s. The LO CS calculation fails to describe the pij/w
distribution correctly, predicting a more steeply falling distribution than is observed.
The NLO calculation does describe the shape of the distribution correctly, with the
same factor of ~ 3 uncertainty in the normalisation as was observed in the z and W,

distributions.

7.5 Summary

The inelastic photoproduction of J/1) mesons has been studied in the medium-z kine-
matic region. The differential cross-sections do/dz and do /dp; , /> and the cross-section
as a function of W,,, have all been measured. Good agreement with other preliminary
results has been found and the W,, range covered has been extended. The shape of the
results are well described by the Colour Singlet model at next-to-leading order, whereas
both the Colour Singlet and Colour Octet models fail at leading order to describe the
shapes. There is, however, a large uncertainty in the normalisation of the Colour Sin-
glet model at next-to-leading order due to the uncertainty over the choice of input
parameters for the calculation. The results here provide no evidence for the Colour
Octet contributions which were necessary to explain the Tevatron results. However,
there is no next-to-leading order Colour Octet model calculation available. It would
be interesting to see if this could describe the data in a similar way to how the Colour

Singlet does at next-to-leading order but not at leading order.
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Chapter 8

Results of the Low-z Analysis

This chapter presents the results of the analysis in the low-z kinematic region. The
primary purpose of this analysis is to extend the kinematic region over which measure-
ments have been made into the low-z region. There are currently no published results
in this region, only one set of preliminary results are available [1]. This analysis covers
0.07 < 2z < 0.45, over a W, region of 120 < W,, < 250 GeV, for pf.j/w > 1 GeV? and
Q? < 1 GeV? (see section 5.3). Measurements of the cross-section as a function of W,,,
and the differential cross-sections do/dz and da/dpf, 7y are presented and discussed.

The results presented here are summarised in Appendix B.

8.1 Selected Data Sample

The data selection has already been described in chapter 4. Figure 8.1 shows the

invariant mass spectrum of the unlike sign muon pairs for all the events selected in the
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Figure 8.1: Mass spectrum of the events selected for the low-z analysis.

range 2.0 < my, < 4.0 GeV. Also shown is the spectrum for the like-sign muon pairs
in the same range, from which it can be seen that the signal in the unlike-sign pairs is
genuine and not an artefact of the analysis procedure. The measured mass and width

of the J/1, determined using the method described in section 7.1, is:

myy = 3.08140.017 GeV,

Ty = 96.8+18.8 MeV.

The mass is consistent with the accepted value. The width, however, is much greater
than both the accepted value, and the value measured in the medium-z analysis. Addi-

tionally, the value determined from Monte Carlo simulation is I'j/y = 47.5 & 1.3 MeV.
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The measured value is much greater in data due to the much higher background rate

than in the medium-z analysis. There 105.3+17.8 events selected for the low-z analysis.

8.2 Correction of the data

As with the medium-z analysis, the data is corrected using Monte Carlo simulation to
determine the acceptance, with as many efficiencies as possible checked independently
with data (see chapter 6 for these checks). In this analysis, the situation is complicated
by the need to mix Monte Carlo simulations of two different types of events: direct and
resolved photoproduction. This was not necessary in the medium-z analysis because
the direct events dominate (see figure 2.12). The normalisation of each Monte Carlo
simulation is not correct as a full next-to-leading order calculation is not included.
Therefore, a more practical approach is used in order to obtain the correct mixture of

events.

The direct Monte Carlo is normalised to the data in a region where the direct events
are expected to be dominant and the resolved events negligible. The region chosen is
given by 0.5 < z < 0.9, 50 < W,, < 220 GeV, and pf_j/w > 1 GeV? (changing the
lower z cut to 0.4 or 0.6 makes negligible difference). This normalisation factor is then
applied to the direct Monte Carlo in the low-z region. The resolved Monte Carlo’s
normalisation factor is determined by normalising the Monte Carlo to the difference
between the data and the normalised direct Monte Carlo in the region studied in the

low-z analysis. The mixture of normalised Monte Carlo’s is then used to determine the
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acceptance needed to correct the data.

8.3 Differential Cross-Section do/dz

The procedure used for measuring the differential cross-section do/dz is the same as
that described in section 7.2. Figure 8.2 shows the invariant mass spectrum of the
selected events in three bins of z. The unlike-sign spectrum is also shown for each
bin and a signal can be observed in each bin. The bin limits have also been indicated
on the figure. They were chosen so that the first two bins were of similar width and
contain a similar number of events. The final bin covers an identical z range to the
lowest bin in z from the medium-z analysis, allowing cross-checks between the two
analyses. Figure 8.3 shows (a) the number of events, (b) the acceptance, and (c) the
bin purity for each bin. The bin purity is higher (> 60%) than that for the medium-z
analysis. The acceptance of the third bin (0.3 < z < 0.45) is lower than was found
in the medium-z analysis. This is because of the different 1., range covered, which
was optimised in this case for the region 0.07 < z < 0.3. From this information, the

differential cross-section do/dz can be calculated using equation 7.2.

8.3.1 Results and Model Comparison

Figure 8.4 shows the number of events as a function of z in data and Monte Carlo. The
figure also shows the resolved contribution to the number of Monte Carlo events. This

illustrates the need to include a resolved component in the simulation and calculations
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as it becomes increasingly important as z decreases.

The differential cross-section do/dz, measured in the kinematic range 120 < W,, <
250 GeV, piJ/w > 1 GeV? and Q? < 1 GeV?, is shown in figure 8.5. The results are
compared with preliminary results from H1 [1] and the prediction of the Colour Octet
model [42, 78] which has recently been updated [129]. The dashed line represents the
contribution from the colour singlet channel, whilst the solid line is the contribution
from the colour octet channels. The calculation has been performed at leading-order,
using matrix element extracted from the Tevatron data, and includes both direct and
resolved photoproduction. The input parameters were the GRV(LO) proton and pho-
ton PDF’s [67, 81], m. = 1.5 GeV, and a factorisation scale of 2m,.. The calculation

is for a W,, of 170 GeV, which is close to the average W.,, of the events in data of
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169.3 GeV. The shaded area shows the total differential cross-section from both chan-
nels, and the uncertainty due to the uncertainty in the CO matrix elements. The
uncertainty was estimated by comparing the different values for the matrix elements
obtained from the Tevatron data [129]. The matrix elements were varied in the ranges:

(OJY(8)) = (0.3 — 2.0) x 1072 GeV® and

MY = (1.0 — 10.0) x 1072 GeV?.

The results of this analysis are in good agreement with the preliminary results and
are consistent with the prediction of the Colour Octet model at leading order. The
uncertainty on the prediction is large (up to a factor of 10) due to the uncertainty on
the extracted matrix elements. Hence these results could be used to further constrain
the matrix elements and reduce the uncertainty on the predictions of the Colour Octet

model.

The results are compared with the predictions of the Colour Singlet model [42, 78],
which has recently been updated [129], in figure 8.6. The predictions include both
direct and resolved photoproduction, and are the result of a leading-order calculation
using the same input parameters as the Colour Octet model calculation described
above. The shaded area represents the uncertainty on the prediction, estimated by
varying the charm quark mass (m.) between 1.3 and 1.5 GeV and the factorisation

scale (pug) between m, and 2m,'. This results in an uncertainty of a factor of ~ 5 in

IThere will also be an additional uncertainty due to the uncertainty on «s. However this cannot
be studied in a rigorous way at present because the photon PDF’s have only been extracted for fixed
as [129].
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Figure 8.5: The differential cross-section do/dz measured in the kinematic range 120 <
W,, < 250 GeV, pf,J/w > 1 GeV? and Q* < 1 GeV?. The results are compared with
preliminary results from HI and theoretical predictions from the Colour Octet model.
The dashed line is the contribution from the colour singlet channel, and the solid line is
the contribution from colour octet channels. The shaded area shows the total prediction
and the uncertainty due to the uncertainty in the colour octet matrix elements.
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the normalisation. The results are almost consistent with the Colour Singlet model.
In the medium-z analysis, the results were consistent with a next-to-leading order
Colour Singlet model calculation (see Chapter 7). Unfortunately, no NLO CS model
calculation exists for this region. It would be interesting to see if this agreed with the

data.

8.3.2 Comparison with the medium-z analysis

The results here can be compared with the results of the medium-z analysis. This is
done in figure 8.7, where the two analyses are also compared with the predictions of the
Colour Octet model [42, 78] which has recently been updated [129]. The predictions
are from a LO calculation and include both resolved and direct contributions. The
input parameters were as described in section 8.3.1 and the shaded band represents
the uncertainty on the predictions due to the uncertainty in the colour octet matrix
elements. The solid line indicates the total prediction for do/dz and the various dashed
lines the contribution from each channel. Strictly, the low-z results are not comparable

as the calculations is for ., = 100 GeV, however qualitative conclusions can be drawn.

From the figure, it is clear that more data is needed in the low-z region before defini-
tive conclusions can be drawn. The shape of the medium-z analysis is described by
the CS-direct contribution. However, the contribution from the CS channels is signif-
icantly below the low-z points. This figure illustrates the significant theoretical and

experimental uncertainties, showing the need for more work to clarify the picture.
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There is one bin which overlaps between the two analyses: 0.3 < z < 0.45. There is
a disagreement between the results of the two analyses. From the medium-z analysis,
do/dz = 19.51 £ 5.76 for a mean z of (z) = 0.37. From the low-z analysis, do/dz =
43.27 £+ 15.86 for (z) = 0.36. The two analyses cover overlapping but different W.,
ranges, with the low-z result expected to be higher due to it covering the higher W,
range. Indeed, using the result of the power law fit to the medium-z data, and the
mean W., from each analysis, an estimate of the expected change in do/dz with the
change in W,, range can be obtained. This suggests that the medium-z result should
rise by around 17%, which brings the results within one standard deviation of each
other. Additionally, the method for correcting the data is different. In the medium-z
analysis, the direct Monte Carlo is used, whilst a mixture of direct and resolved Monte
Carlo’s are used in the low-z analysis. Although the bin is dominated by direct events,
there are resolved events present (see figure 8.4). This could account for the remaining
difference. Indeed, studies of the acceptance suggest that correcting the low-z points

using direct Monte Carlo events only, would cause the result to fall by around 1%.

8.4 Cross-Section as a function of W,

The measurement of the total photon-proton cross-section, o(yp — J/1X), as a func-
tion of W, is performed using the method described previously. The measurement is
made in the kinematic range 0.07 < z < 0.45, pf’J/w > 1 GeV? and Q% < 1 GeV?. The
invariant mass spectrum of the selected events is shown in figure 8.8. Two bins have

been chosen, with a very clear signal visible in the first bin and a smaller signal in the
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second. Figure 8.8 also shows the acceptance, which is ~ 10%, for each bin.

The results are shown in figure 8.9, where they are compared with (a) preliminary
results from H1 [1] and (b) the results from the medium-z analysis. The results agree
well with the preliminary results. They are of a similar order of magnitude to the

results from the medium-z analysis, being lower due to the different z range covered.

8.5 Differential Cross-Section do/ dpf, I/

The differential cross-section do/ dpi /e 18 measured using the procedure already de-
scribed. The invariant mass spectrum of the selected events is shown in figure 8.10
for four bins in pik}/w, with the bin limits also indicated. A signal can be seen in each
bin, although it is not as clear as was the case for the z bins. Four bins are chosen so
that the shape of the pf’JM) distribution can be investigated. The bin limits have been
chosen so that there are a similar number of events in each bin. This is illustrated by
figure 8.11(a), which shows the number of events in each bin. Figure 8.11(b) shows
the acceptance in each bin, which rises with pij/w as was observed in the medium-z

analysis. Figure 8.11(c) shows the bin purity, which is > 75% for all bins.

The results for da/dpf’J/w, measured in the kinematic range 120 < W,, < 250 GeV,
0.07 < z < 0.45 and Q? < 1 GeV?, are shown in figure 8.12. The inner error bars
are statistical and the outer error bars are statistical and systematic errors added in
quadrature. The results are compared with the preliminary results from H1 [1] and

good agreement is found. Two functions have been fitted to the results of this analysis
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in order to parameterise the shape of the pf} 1/ distribution. They are an exponential
function (do/dpj ;) o "Piarv) and a power law (do/dp; 5, o (pij/w)‘s). Only the
statistical error on the results has been taken into account due to the main systematic
errors being correlated. The results of each fit are plotted in figure 8.12 and both can be
seen to describe the shape of the distribution well. The parameters extracted from the
fits are b = —0.254+0.04 and 6 = —1.33 +0.15. In the medium-z analysis, it was found
that the pny/w distribution was best described by a power law with 6 = —1.20 4+ 0.04
(see section 7.4). Therefore, the results of the medium and low-z analyses suggest that

there is no change in the shape of the p; /% distribution with z.

8.6 Summary

The inelastic photoproduction of J/1 mesons has been studied in the low-z kinematic
region. This is a region for which there are currently no published results. Only one set
of preliminary results are available, and the results presented here are in good agree-
ment with those. The differential cross-section do/dz has been measured in the region
0.07 < z < 0.45 and is consistent with a leading-order Colour Octet model calculation.
The uncertainty on the prediction for do/dz, due to the uncertainty in the Colour Octet
matrix elements, is up to an order of magnitude. Hence these results could provide
additional constraints on the Colour Octet matrix elements. However, the results are
almost consistent with a leading order Colour Singlet model calculation, although this
prediction also has a large uncertainty. Hence it cannot yet be concluded that there

is evidence for the large colour octet contributions in the inelastic photoproduction
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Figure 8.12: The differential cross-section do/dp? Iy 08 measured in this analysis, and

from preliminary results from H1. An exponential function (do/dpf,w o e’”’f,m} and a

power law (da/dpi]w x (pf’w)‘j) have been fitted to the results of this analysis, yielding
the parameters b = —0.25 +0.04 and 6 = —1.33 £ 0.15.
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of J/1 mesons that were found necessary to explain the Tevatron data.. It is clear
that a next-to-leading order calculation in both models, and work to reduce the other

theoretical uncertainties, is necessary before a full understanding can be reached.

The total cross-section as a function of W, and the differential cross-section do/ dpi n
have also been measured in the low-z region. No evidence for any change in the shape

of the p? ,, ~distribution with z has been found.
t’J/’lp
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Chapter 9

Summary and Conclusions

The inelastic photoproduction of .J/¢ mesons has been studied in detail. Measurements
have been made covering almost the full z range possible (0.07 < z < 0.9). It was found
necessary, however, to split the z range into two regions, each covering a different W,
range because the acceptance as a function of W,, changes with 2. The two analyses

covered the kinematic ranges:

e Medium-z analysis: 0.45 < z < 0.9, 50 < W, < 220 GeV, th,J/w > 1 GeV?, and

Q? <1 GeV2.

e Low-z analysis: 0.07 < z < 0.45, 120 < W, < 250 GeV, pny/w > 1 GeV?, and

Q? <1 GeV?2.

In the medium-z analysis, the differential cross-sections do/dz and do/dp? 1) and
the total photon-proton cross-section o(yp — J/¢X) as a function of W,, have been

measured. Good agreement with previous results has been found and the W,, range
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covered has been extended. The cross-section for the inelastic photoproduction of .J/1’s
has been shown to rise more slowly with ., than the cross-section for the diffractive
photoproduction of .J/v’s. This supports the picture of the diffractive interaction

coupling more strongly to the gluon content of the proton.

Leading-order model calculations have been shown to fail in their description of the
shape of the differential cross-sections. The do/dz distribution is not described by
a leading-order Colour Octet model calculation, whilst the do/ dpi 1% distribution is
not described by the Colour Singlet model at leading-order. A next-to-leading order
Colour Singlet model calculation does describe the shape of all three distributions
(do/dz, da/dpf,J/w, and o(yp — J/¢X) as a function of W,,.). However there is a
large uncertainty in the normalisation (a factor of ~ 3) due to the values of «a,(My)
and the charm quark mass, m,, and the parton density functions (PDFs) used as input
parameters. Whilst the results provide no evidence for large colour octet contributions
of the type found necessary to explain the Tevatron data, this cannot yet be concluded
as no full next-to-leading order Colour Octet model calculation exists. It would be

interesting to see if this could describe the results.

The region covered by the low-z analysis is of particular interest as it is expected to
have increased sensitivity to any colour octet effects. No published results exist for
this region, only one set of preliminary results are currently available. The differential
cross-sections do /dz and do/ dpf’ 77+ 2nd the total photon-proton cross-section o(yp —
J/1¥X) as a function of W, have been measured. Good agreement with the preliminary

results has been found. The shape of the do/ dpf’ 1% distribution has been investigated
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and a power law (do/dpj ;,, o (piJ/w)‘s) was found to give a good description of the
distributions in both the medium and low-z analyses. The values of § obtained were:
0 = —1.204+0.04 in the medium-z analysis and 6 = —1.33 £0.15 in the low-z analysis,

providing no evidence for any change in the shape of the distribution with z.

The differential cross-section do/dz has been measured in the crucial low-z region. The
results are consistent with the predictions from a leading-order Colour Octet model
calculation. However, there is a large uncertainty on the prediction due to the uncer-
tainty in the colour octet matrix elements. Therefore, the results presented here could
be used to provide valuable constraints on the matrix elements. The results are almost
consistent with the prediction from a leading-order Colour Singlet model calculation,
although this is due to the large uncertainty on the prediction arising from the choice
of input parameters. Hence there is no conclusive evidence for the presence of large
colour octet contributions. No next-to-leading order calculation exists at low-z for ei-
ther model, due to the significant contribution to the cross-section in the low-z region
from resolved photon interactions. A next-to-leading order Colour Singlet model cal-
culation could explain the data and a next-to-leading calculation is clearly necessary

for both models.
Therefore it can be concluded that:

1. At leading-order, the Colour Octet model is consistent with the results at low-z

but fails at medium-z.

2. At leading-order, the Colour Singlet model is almost consistent with the results

at low-z but fails at medium-z.

174



3. At next-to-leading order, the Colour Singlet model is consistent with the results

at medium-z, but is not yet available at low-z.

4. There is a clear need for a full next-to-leading order calculation covering the full

z range from both models.

The inelastic photoproduction of J/1’s is an area of active experimental and theoretical
interest. The theoretical uncertainties are large and further experimental and theoret-

ical work is necessary before a full understanding of this area of physics is obtained.
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Appendix A

Summary of the Results from the

Medium-z Analysis

The results of the medium-z analysis were presented in chapter 7. Here they are
summarised in tabular form. The tables show the kinematic range of each bin, the
number of events in the bin, the acceptance (¢), the average of the kinematic variable
the measurement is as a function of, and the final result. The first error on the cross-

section is statistical, the second is systematic.

‘ z range H Ny ‘ € ‘ (z) ‘ do/dz (nb) ‘
0.3<2<0.45 43.844+9.31 | 11.3% | 0.369 | 19.51 +4.15 £ 4.00
0.45 < 2 < 0.57 || 54.69+8.72 | 10.6% | 0.512 | 32.62 +5.20 £+ 6.69
0.57 < 2<0.69 || 92.65 +10.32 | 10.8% | 0.631 | 53.86 £ 6.00 &= 11.08
0.69 < 2<0.8 75.05£9.07 | 87% | 0.743 | 59.60 & 7.20 £ 12.46

0.8<2<0.9 65.90+8.49 | 6.4% | 0.843 | 77.51 £9.99 + 19.13

Table A.1: Summary of the results for do/dz from the medium-z analysis.

176



| W,, range (GeV) | Ny | e | (W, | 04 (0b) |
50 < W,, < 80 65.42+8.48 | 5.2% | 68.0 GeV | 24.00 £3.11 £ 5.00
80 < W,, <110 || 85.98+10.21 | 13.2% | 76.8 GeV | 21.19 £2.52 +4.44
110 < W,, < 135 || 80.12+£9.93 | 13.6% | 122.7 GeV | 33.89 +4.20 & 7.20
135 < W,, <170 || 70.55£9.90 | 10.9% | 151.5 GeV | 38.28 +5.37 £ 8.18
170 < W,, <220 || 25.64£6.96 | 5.6% | 192.0 GeV | 30.09 £ 8.16 & 6.60

Table A.2: Summary of the results for 0., from the medium-z analysis.

pij ,, range (GeV?) H Ny ‘ € ‘ <p?,j ) ‘ da/dpf’j , (nb)

0<pf,<1 |[8376+1097 [ 33% [0441 GeV? | 19.11+2.50+6.91

1< pij/w <1.8 69.56 £9.23 | 6.5% | 1.40 GeV” 10.18 = 1.35 £ 2.33

1.8 < pfyj p <27 59.48 £8.69 | 7.5% | 2.26 GeV? 6.67 £ 0.97 = 1.39

2.7< pfﬂ./w <4.7 59.42+8.98 | 9.6% | 3.58 GeV? 2.33+£0.35£0.48

4.7 < pzj w <8 46.82+8.03 | 11.6% | 6.05 GeV? [ 0.926 4 0.159 4 0.190

8 < pij p <12.5 44.92+7.48 [ 16.1% | 10.21 GeV? | 0.470 & 0.078 £ 0.097

12.5 < pf,j w <17 26.24 £ 5.67 | 15.0% | 14.89 GeV? | 0.294 £ 0.064 £ 0.061

Table A.3: Summary of the results for da/dpf,J/w from the medium-z analysis.
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Appendix B

Summary of the Results from the

Low-z Analysis

The results of the medium-z analysis were presented in chapter 8 and are summarised

here in tabular form. The tables show the kinematic range of each bin, the number of

events, the acceptance (), the average of the kinematic variable the measurement is as

a function of, and the cross-section. The first error on the cross-section is statistical,

the second is systematic.

| z range | Ny | Acceptance | (z) | do/dz (nb) |
0.07 < 2 < 0.18 || 46.69 £ 10.30 12.4% 0.124 | 71.19 £ 15.71 £ 16.04
0.18 <2< 0.3 32.71 £ 8.33 10.5% 0.243 | 54.12 +13.78 +12.29
0.3 <2<0.45 23.99 + 6.94 7.7% 0.359 | 43.27+12.52+£9.74

Table B.1: Summary of the results for do/dz from the low-z analysis.
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| W, range (GeV) | Ny | e | (W, | o4 (1b) |
120 < W,, < 170 || 71.17 £ 11.43 | 10.6% | 146.3 GeV | 25.20 £ 4.05 £ 5.73
170 < W,, < 250 || 32.42+£9.64 | 10.0% | 199.5 GeV | 15.19 £ 4.52 £ 3.62

Table B.2: Summary of the results for 0., from the low-z analysis.

th,j p range (GeV?) H Ny ‘ € ‘ <p?,j ) ‘ da/dp?,j s (nb) ‘
0<p?,, <25 |3280£10.30 | 45% | 1.20 GeV? | 6.01+ 1.89+ 139
25 < pij/w <9 30.20 £7.78 | 10.3% | 3.71 GeV” 244+ 0.63 £0.55
o< pij » <9 2230+ 7.15 | 11.7% | 6.75 GeV* | 0.990 £ 0.318 4 0.226
9< pf’j » <20 24.514+6.88 | 16.6% | 13.11 GeV? | 0.280 & 0.079 + 0.064

Table B.3: Summary of the results for da/dpf’J/w from the low-z analysis.
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