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HERA legacy

• HERA, a success story: established detailed structure of proton, including strong rise of 
gluon (and much more besides: large contribution from diffraction, jets, 𝝲 structure, 𝛂s, c, b, BSM limits, …)
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Figure 23: The parton distribution functions xuv, xdv, xS = 2x(Ū+ D̄) and xg of HERAPDF2.0
NNLO at µ2f = 10GeV

2. The gluon and sea distributions are scaled down by a factor 20. The
experimental, model and parameterisation uncertainties are shown. The dotted lines represent
HERAPDF2.0AG NNLO with the alternative gluon parameterisation, see Section 6.8.
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• HERA I+II (H1+ZEUS combined) inclusive 
DIS dataset is most important input to any 
modern proton PDF (just small subset 
shown here)

arXiv:1506.06042

• HERAPDF2.0 – uses only HERA inclusive DIS 

http://arxiv.org/abs/arXiv:1506.06042


outline of this talk
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• completion of HERAPDF2.0 family of PDFs
• previously produced (arXiv:1506.06042): HERAPDF2.0 LO, NLO and NNLO PDFs; 
• HERAPDF2.0Jets was only at NLO – since no NNLO DIS jet predictions at that time

• NEW HERAPDF2.0Jets NNLO presented here
• NNLO QCD DIS jet predictions from NNLOJET, interfaced to APPLfast for fast theoretical predictions

• simultaneous fit of PDFs + 𝛂s(MZ)
• inclusion of jet data allows constrained 𝛂s:

• NEW PDFs at NNLO QCD for fixed 𝛂s(MZ)=0.118 and 0.1155

EPJ C 82, 243 (2022)
arXiv:2112.01120

4 HERAPDF2.0Jets NNLO – results

4.1 Simultaneous determination of ↵s(M2
Z
) and PDFs

In pQCD fits to inclusive DIS data alone, the gluon PDF is only determined via the DGLAP
equations, using the observed scaling violations. This results in a strong correlation between the
shape of the gluon distribution and the value of ↵s(M2

Z). Data on jet-production cross sections
provide an independent constraint on the gluon distribution and are also directly sensitive to
↵s(M2

Z). Thus, such data are essential for an accurate simultaneous determination of ↵s(M2
Z) and

the gluon distribution.

When determining ↵s(M2
Z), it is necessary to consider so-called “scale uncertainties”, which

serve as a proxy for the uncertainties due to the unknown higher-order contributions in the
perturbation expansion. These uncertainties were evaluated by varying the renormalisation and
factorisation scales by a factor of two, both separately and simultaneously7. The maximum
positive and negative deviations of the result were assigned as the scale uncertainties on ↵s(M2

Z).
These were observed for the variations (2.0µr, 1.0µf) and (0.5µr, 1.0µf), respectively.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) resulted in

↵s(M2
Z) = 0.1156 ± 0.0011 (exp) +0.0001

�0.0002 (model + parameterisation) ± 0.0029 (scale) , (7)

where “exp” denotes the experimental uncertainty, which was taken as the fit uncertainty, includ-
ing the contribution from hadronisation uncertainties. The value of ↵s(M2

Z) and the size of the
experimental uncertainty were confirmed by a scan in ↵s(M2

Z), for which the resulting �2 values
are shown in Fig. 2. The clear minimum observed in �2 coincides with the value of ↵s(M2

Z) listed
in Eq. (7). The width of the minimum in �2 confirms the fit uncertainty. The combined model
and parameterisation uncertainty shown in Fig. 2 was determined by performing similar scans,
for which the values of the model parameters and the parameterisation were varied as described
in Section 3.1.

Figure 2 also shows the scale uncertainty, which dominates the total uncertainty. The scale
uncertainty as listed in Eq. (7) was evaluated under the assumption of 100 % correlated un-
certainties between bins and data sets. The previously published result at NLO [2] had scale
uncertainties calculated under the assumption of 50 % correlated and 50 % uncorrelated uncer-
tainties between bins and data sets, owing to the inclusion of heavy-quark and trijet data. A
strong motivation to determine ↵s(M2

Z) at NNLO was the expectation of a substantial reduction
in the scale uncertainty. Therefore, the analysis was repeated for these assumptions in order to
compare the NNLO to the NLO scale uncertainties. The re-evaluated NNLO scale uncertainty
of (±0.0022) is indeed significantly lower than the (+0.0037,�0.0030) previously observed in
the HERAPDF2.0Jets NLO analysis.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) was based on 1363 data points and had

a �2/degree of freedom (d.o.f.) = 1614/1348 = 1.197. This can be compared to the �2/d.o.f. =
1363/1131 = 1.205 for HERAPDF2.0 NNLO based on inclusive data only [2]. The similarity
of the �2/d.o.f. values indicates that the data on jet production do not introduce any additional
tension into the fit and are fully consistent with the inclusive data.

7This procedure is often called the 9-point variation, where the nine variations are (0.5µr, 0.5µf ), (0.5µr, 1.0µf ),
(0.5µr, 2.0µf ), (1.0µr, 0.5µf ), (1.0µr, 1.0µf ), (1.0µr, 2.0µf ), (2.0µr, 0.5µf ), (2.0µr, 1.0µf ), (2.0µr, 2.0µf ).
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http://arxiv.org/abs/arXiv:1506.06042
https://arxiv.org/abs/1703.05977
https://arxiv.org/abs/1906.05303
https://link.springer.com/article/10.1140/epjc/s10052-022-10083-9
https://arxiv.org/abs/2112.01120
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• HERA inclusive DIS gives information on quark PDFs via NC 
and CC cross sections, and gluon via scaling violations

• HERA inclusive DIS alone cannot give precise 𝛂s determination since 
shape of gluon and 𝛂s are coupled through DGLAP equation
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• considering also HERA jet data, which depend on 𝛂s and gluon in a different 
way, helps break correlation, and gives improved constraints on both
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FIG. 44: Summary of determinations of ↵S(m
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Z) from seven subfields. The yellow (light shaded) bands and dotted lines
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Z)

world average [March’22 update of the PDG’21 results [1]].

lower values, and would allow one to quote a reduced theoretical uncertainty since this additional source of
uncertainty would be completely removed. Further improvements could come from a better understanding of
nonperturbative effects. Some progress is also likely to come in the category e+e� jets & shapes where the
calculation of power corrections in the 3-jet region [393, 394] could have a sizeable impact, and improve fits of
the coupling from event shapes. In fact, the region used in the fits are dominated by events with an additional
hard emission, therefore the applicability of nonperturbative power corrections computed in the two-jet limit
has been questioned and a treatment of these corrections in the three-jet region is certainly more appropriate.
The impact of this on ↵S(m2

Z) in this category has still to be assessed. For the hadron collider category it is an
open discussion how to deal with correlations between PDF parameters and ↵S(m2

Z) in the cases, where a full
fit is not performed simultaneously. In view of many more NNLO results to come we can expect some advances
here. Particularly, NNLO for 3-jet production will enable to perform fits of ↵S(m2

Z) from ratios with at least
partial cancellation of some uncertainties. Some doubts were raised whether this reduction in uncertainty also
holds for the PDF dependence of such ratio predictions. Moreover, for predictions of ratios of cross sections, the

6

motivation and impact at LHC

• 𝝰s is least known coupling 
constant; 

arXiv:1610.07922
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Figure 3: Precision electroweak and strong interaction coupling determinations with the LHeC. Left: Total experimental
uncertainty of the vector and axial-vector NC down-quark couplings from the LHeC (red ellipse) compared to present determi-
nations from HERA, Tevatron and LEP; Right: Extrapolation of the coupling constants (1/�) within SUSY (CMSSM40.2.5) [4]
to the Planck scale. The width of the red line is the uncertainty of the world average of �s, which is dominated by the lattice
QCD calculation chosen for the PDG average. The black band is the LHeC projected experimental uncertainty [1].

LHeC �s measurement is not just a single experiment but represents a whole programme, which renews
the physics of DIS and revisits the scale uncertainties in pQCD at the next-to-next-to-next-to leading order
level. The LHeC itself provides the necessary basis for such a programme, mainly with a complete set of
high precision PDF measurements, including for example the prospect to measure the charm mass to 3MeV
as compared to 30MeV at HERA (from F cc

2 ), and with the identification of the limits of applicability of
DGLAP QCD by discovering or rejecting saturation of the gluon density.

3.3 Low x Physics

The parton densities extracted from HERA data exhibit a strong rise towards low x at fixed Q2. The
low x regime of proton structure is a largely unexplored territory whose dynamics are those of a densely
packed, gluon dominated, partonic system. It o�ers unique insights into the gluon field which confines quarks
within hadrons and is responsible for the generation of most of the mass of hadrons. Understanding low x
proton structure is also important for the precision study of cosmic ray air showers and ultra-high energy
neutrinos and may be related to the string theory of gravity. The most pressing issue in low x physics is
the need for a mechanism to tame the growth of the partons, which, from very general considerations, is
expected to be modified in the region of LHeC sensitivity. There is a wide, though non-universal, consensus,
that non-linear contributions to parton evolution (for example via gluon recombinations gg � g) eventually
become relevant and the parton densities ‘saturate’. The LHeC o�ers the unique possibility of observing
these non-perturbative dynamics at su⇤ciently large Q2 values for weak coupling theoretical methods to
be applied, suggesting the exciting possibility of a parton-level understanding of the collective properties of
QCD. A two-pronged approach to mapping out the newly accessed LHeC low x region is proposed in [1].
On the one hand, the density of partons can be increased by overlapping many nucleons in eA scattering
(see next section). On the other hand, the density of a single nucleon source can be increased by probing at
lower x in ep scattering. Many observables are considered in [1], from which two illustrative examples are
chosen here.
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PDG21: 𝝰s = 0.1175 ± 0.0010 (w/o lattice)

• what is true 𝝰s central value and uncertainty?           
new precise determinations have important role to play 

needed to constrain GUT 
scenarios; cross section 
predictions, including Higgs; 
…

LHeC

• PDFs and/or 𝝰s limit:
precision SM and Higgs 
measurements, BSM searches, 
…

https://arxiv.org/abs/1610.07922


HERAPDF approach

7

• HERAPDF uses only HERA data

• HERAPDF2.0 based on FINAL combination of HERA I+II inclusive DIS data
• combination yields very precise and consistent dataset for 4 different processes: 

e+p and e-p neutral (NC) and charged (CC) current reactions                             
(also e+p NC @ 4 beam energies)

• single, consistent dataset → conventional X2 tolerance, ΔX2=1, when setting 
68% CL experimental uncertainties

• HERAPDF evaluates model and parameterisation uncertainties as well as 
experimental

• HERAPDF2.0Jets adds HERA inclusive- and di-jet data over wide Q2 range

• HERA – other advantages: 
• pure proton target, no need for heavy target/deuterium corrections
• d-valence from CC e+p without need for strong isospin symmetry assumption
• negligible higher twist effects (data at high hadronic mass, W > 15 GeV)
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Table 1 The jet-production data sets from H1 and ZEUS used for the HERAPDF2.0Jets NNLO fits. The data were used as published by the
collaborations. The term normalised indicates that these cross sections are normalised to the respective neutral current inclusive cross sections

Data set Taken Q2[GeV2] range L pb−1 e+/e− √
s GeV Normalised All points Used points References

From to From To

H1 HERA I
normalised jets

1999–2000 150 15,000 65.4 e+ p 319 Yes 24 24 [9]

H1 HERA I jets
at low Q2

1999–2000 5 100 43.5 e+ p 319 No 28 20 [10]

H1 normalised
inclusive jets at high Q2

2003–2007 150 15,000 351 e+ p/e− p 319 Yes 30 30 [13,14]

H1 normalised
dijets at high Q2

2003–2007 150 15,000 351 e+ p/e− p 319 Yes 24 24 [13]

H1 normalised
inclusive jets at low Q2

2005–2007 5.5 80 290 e+ p/e− p 319 Yes 48 37 [14]

H1 normalised
dijets at low Q2

2005–2007 5.5 80 290 e+ p/e− p 319 Yes 48 37 [14]

ZEUS inclusive jets 1996–1997 125 10,000 38.6 e+ p 301 No 30 30 [11]

ZEUS dijets 1998–2000 and
2004–2007

125 20,000 374 e+ p/e− p 318 No 22 16 [12]

Table 2 Central values of
model input parameters and
their one-sigma variations. It
was not possible to implement
the variations marked ∗ because
µf0 < Mc is required, see
Sect. 3.3. In these cases, the
uncertainty on the PDF obtained
from the other variation was
symmetrised

Parameter Central value Downwards variation Upwards variation

Q2
min [GeV2] 3.5 2.5 5.0

fs 0.4 0.3 0.5

Mc [GeV] 1.41 1.37∗ 1.45

Mb [GeV] 4.20 4.10 4.30

µ2
f 0 [GeV2] 1.9 1.6 2.2∗

electromagnetic α as implemented in the 2012 version of
the programme EPRC [32] was used in the treatment of the
jet cross sections. The predictions included estimates of the
numerical precision, which were taken into account in all
fits as 50% correlated and 50% uncorrelated between pro-
cesses and bins. These uncertainties are very small, typically
between 0.5 and 1.0%.

The choice of scales for the jet data had to be adjusted
for the NNLO analysis. At NLO, the factorisation scale was
chosen as for the inclusive data, i.e. µ2

f = Q2, while the
renormalisation scale was linked to the transverse momenta,
pT, of the jets as µ2

r = (Q2 + p2
T)/2. For the NNLO anal-

ysis, µ2
f = µ2

r = Q2 + p2
T was used for inclusive jets and

µ2
f = µ2

r = Q2 + 〈pT〉2
2 for dijets. These changes resulted in

improved χ2 values for the fits, confirming previously pub-
lished studies [33]. Scale variations were also considered and
are discussed in Sects. 4.1 and 4.2. In general, scale varia-
tions are used to estimate the uncertainties due to missing
higher-order contributions.

3.1 Choice of PDF parameterisation and model parameters

The choice of parameterisation follows the original concept
of HERAPDF2.0, for which all details have been previously
published [2]. The parameterisation is an effective way to
store the information derived from many data points in a lim-
ited set of numbers. The parameterised PDFs, x f (x), are the
gluon distribution xg, the valence-quark distributions xuv ,
xdv , and the u-type and d-type anti-quark distributions xŪ ,
x D̄, where xŪ = xū and x D̄ = xd̄ + xs̄ at the chosen
starting scale. The generic form of the parameterisation for
a PDF f (x) is

x f (x) = AxB(1 − x)C (1 + Dx + Ex2). (1)

For the gluon PDF, an additional term of the form A′
gx

B′
g (1−

x)C
′
g is subtracted.3

Not all the D and E parameters were required in the fit.
The so-called χ2 saturation method [2,34] was used to reject
redundant parameters. Initially, all D and E parameters as

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

123

HERA NNLO QCD analysis: jet datasets

• strong overlap with those used in previous NLO analysis ( arXiv:1506.06042 )

8

• … plus, some data removed cf. NLO analysis: 
• trijets; no NNLO QCD calculations available
• low scale data μ = √(Q2 +pt2) < 10 GeV; keeps NNLO scale uncertainties below 10%
• 6 ZEUS dijet data points at low pt, for which predictions are not truly NNLO

low Q2 H1 
datasets added 

(published 2016) 
that were not 

used in the 
previous 

NLO analysis

• all systematic and statistical correlations implemented

http://arxiv.org/abs/arXiv:1506.06042


HERAPDF parameterisation and uncertainties
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(extra negative term for gluon       – )

ATLASepWZ16 Parameterisation 14

xf(x) = A

Regge theory inspired??y
xB

f(1)=0
#

(1� x)C(1 +Dx+ Ex2)eFx

xuv = Auv xBuv (1� x)Cuv (1 + Euvx
2)

xdv = Adv xBdv (1� x)Cdv

xū = Aū x
Bū (1� x)Cū

xd̄ = Ad̄ x
Bd̄ (1� x)Cd̄

xg = Ag xBg (1� x)Cg �A0
gx

B0
g (1� x)

C 0
g

xs̄ = As̄x
Bs̄ (1� x)Cs̄

With constraints:
Aū = Ad̄

Bs̄ = Bd̄ = Bū

which ensure ū = d̄ as x ! 0.
Ag (momentum sum rule)

Auv , Adv (number sum rule)

C 0
g = 25 >> Cg suppresses at

high x

s = s̄

22 parameters - 7 constraints = 15 degrees of freedom

EDS 2019

• Fits are performed using DIS data from HERA and the ATLAS Electroweak boson data 

• The xFitter† package is used, with LHC cross sections reproduced using fastNLO and APPLgrid 

• NNLO corrections included as K-factors

• Parameterisation …

• Additional constraints for the central fit from sum rules, and also                    and                               ,  with         and        free parameters, with                       
and        fixed >>         ( some constraints relaxed for the model uncertainty )

• This yields a 16 parameter central fit using a fixed strong coupling and a starting scale of Q2 = 1.9 GeV2

• NB: Greyed out parameters varied as part of the model dependency systematics, along with allowing some of the central fit contained parameters to vary 
independently 

• First produce update to the epWZ16 fits using the newer methodology as a consistency check using both combined and uncombined data - new fits 
ATLAS epWZ19 C (combined) and ATLAS epWZ19 U (uncombined)

ATLAS epWZ+Wjets QCD fit technicalities 

6

  The XXVII International Workshop on DIS 2019, Torino, Italia

Aū = Ad̄ Bs̄ = Bū = Bd̄ As̄Cs̄
s(x) = s̄(x)

†xFitter program, www.xfitter.org;  S. Alekhin et al. Eur. Phys. J. C 75 (2015) 304, arXiv: 1410.4412 [hep-ph]
M Sutton - The proton PDF including W+jet data at ATLAS

C 0
g
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xdv(x) = Auvx
Buv (1� x)Cuv (1+Ddvx+ Edvx

2) expFdvx

xuv(x) = Advx
Bdv (1� x)Cdv (1+Duvx+ Euvx

2) expFdvx

xd̄(x) = Ad̄x
Bd̄(1� x)Cd̄(1+Dd̄x+ Ed̄x

2)

xū(x) = Aūx
Bū(1� x)Cū(1 +Dūx+Eūx

2)

xs̄(x) = As̄x
Bs̄(1� x)Cs̄(1+Ds̄x+ Es̄x

2)

xg(x) = Agx
Bg (1� x)Cg (1+Dgx+ Egx

2) +A0
gx

B0
g (1� x)C

0
g
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• PDF uncertainties:
• experimental uncertainties treated using Hessian method, evaluated with ΔX2=1
• Model:

• Parameter:

• generic form as for HERAPDF2.0 NNLO (full details in extras); 
• parameterise: xg, xuv, xdv, xUbar=xubar, xDbar=x(dbar+sbar) at scale 

14 parameter central fit
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Table 2 Central values of
model input parameters and
their one-sigma variations. It
was not possible to implement
the variations marked ∗ because
µf0 < Mc is required, see
Sect. 3.3. In these cases, the
uncertainty on the PDF obtained
from the other variation was
symmetrised

Parameter Central value Downwards variation Upwards variation

Q2
min [GeV2] 3.5 2.5 5.0

fs 0.4 0.3 0.5

Mc [GeV] 1.41 1.37∗ 1.45

Mb [GeV] 4.20 4.10 4.30

µ2
f 0 [GeV2] 1.9 1.6 2.2∗

were not available. The theoretical predictions for the neutral119

current inclusive cross sections used for normalisation2 were120

computed with the same code and theoretical settings used121

for the analysis of the inclusive data.122

Since complete NNLO predictions were not available for123

heavy quarks, the inclusive charm data [29], which were124

included in the analysis at NLO [2], were not explicitly used125

in the PDF fits of the analysis presented here. Heavy-quark126

data [27] were used only to optimise the mass parameter127

values for charm, Mc, and beauty, Mb, which are required128

as input to the adopted RTOPT [26] NNLO approach to the129

fitting of the inclusive data.130

3 QCD analysis131

The present analysis was performed in the same way as all132

previous HERAPDF2.0 analyses [2]. Only cross sections133

for Q2 ≥ Q2
min, with Q2

min = 3.5 GeV2, were used in the134

analysis. The χ2 definition was taken from equation (32) of135

the previous paper [2]. The value of the starting scale for136

the DGLAP evolution was taken as µ2
f0 = 1.9 GeV2. The137

parameterisation of the PDFs and the choice of free parame-138

ters also followed the prescription for the HERAPDF2.0Jets139

NLO analysis, see Sect. 3.1.140

All fits were performed using the program QCDNUM141

[30] within the xFitter (formerly HERAFitter) framework142

[31] and were cross-checked with an independent program,143

which was already used for cross-checks in the HERA-144

PDF2.0 analysis. The results obtained using the two pro-145

grams were in excellent agreement. All numbers presented146

here were obtained using xFitter. The light-quark coefficient147

functions were calculated in QCDNUM. The heavy-quark148

coefficient functions were calculated in the VFNS RTOPT149

[24], with recent modifications [25,26], see Sect. 3.3.150

The present analysis was made possible by the newly151

available calculation of jet-production cross sections at152

NNLO [15–23] using the zero-mass scheme. This is expected153

to be a reasonable approximation when the relevant QCD154

2 The H1 collaboration published jet cross sections normalised to neu-
tral current cross sections because of the partial cancellation of system-
atic uncertainties.

scales are significantly above the charm- and beauty-quark 155

masses. The jet data were included in the fits at full NNLO 156

using predictions for the jet cross sections calculated using 157

NNLOJET [15–17], which was interfaced to the fast grid- 158

interpolation codes, fastNLO [18–20] and APPLgrid [21,22] 159
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pT, of the jets as µ2
r = (Q2 + p2

T)/2. For the NNLO anal- 176

ysis, µ2
f = µ2

r = Q2 + p2
T was used for inclusive jets and 177

µ2
f = µ2

r = Q2 + 〈pT〉2
2 for dijets. These changes resulted in 178
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lished studies [33]. Scale variations were also considered and 180

are discussed in Sects. 4.1 and 4.2. In general, scale varia- 181
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higher-order contributions. 183
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ited set of numbers. The parameterised PDFs, x f (x), are the 189

gluon distribution xg, the valence-quark distributions xuv , 190
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Data set taken Q2[GeV2] range L e+/e�
p

s Norma- All Used Ref.
from to from to pb�1 GeV lised points points

H1 HERA I normalised jets 1999 – 2000 150 15000 65.4 e+p 319 yes 24 24 [9]
H1 HERA I jets at low Q2 1999 – 2000 5 100 43.5 e+p 319 no 28 20 [10]
H1 normalised inclusive jets at high Q2 2003 – 2007 150 15000 351 e+p/e�p 319 yes 30 30 [13,14]
H1 normalised dijets at high Q2 2003 – 2007 150 15000 351 e+p/e�p 319 yes 24 24 [13]
H1 normalised inclusive jets at low Q2 2005 – 2007 5.5 80 290 e+p/e�p 319 yes 48 37 [14]
H1 normalised dijets at low Q2 2005 – 2007 5.5 80 290 e+p/e�p 319 yes 48 37 [14]
ZEUS inclusive jets 1996 – 1997 125 10000 38.6 e+p 301 no 30 30 [11]
ZEUS dijets 1998 –2000 & 2004 – 2007 125 20000 374 e+p/e�p 318 no 22 16 [12]

Table 1: The jet-production data sets from H1 and ZEUS used for the HERAPDF2.0Jets NNLO
fits. The term normalised indicates that these cross sections are normalised to the respective
neutral current inclusive cross sections.

Parameter Central value Downwards variation Upwards variation
Q2

min [GeV2] 3.5 2.5 5.0
fs 0.4 0.3 0.5
Mc [GeV] 1.41 1.37⇤ 1.45
Mb [GeV] 4.20 4.10 4.30
µ2

f 0 [GeV2] 1.9 1.6 2.2⇤

Table 2: Central values of model input parameters and their one-sigma variations. It was not
possible to implement the variations marked ⇤ because µf0 < Mc is required, see Section 3.3. In
these cases, the uncertainty on the PDF obtained from the other variation was symmetrised.
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a PDF f (x) is194

x f (x) = Ax B(1 − x)C (1 + Dx + Ex2). (1)195

For the gluon PDF, an additional term of the form A′
gx B′

g (1−196

x)C ′
g is subtracted.3197

Not all the D and E parameters were required in the fit.198

The so-called χ2 saturation method [2,34] was used to reject199

redundant parameters. Initially, all D and E parameters as200

well as A′
g were set to zero. Extra parameters were introduced201

one at a time until the χ2 of the fit could not be further202

improved. This resulted in a final parameterisation203

xg(x) = Agx Bg (1 − x)Cg − A′
gx B′

g (1 − x)C ′
g , (2)204

xuv(x) = Auv x Buv (1 − x)Cuv

(
1 + Euv x2

)
, (3)205

xdv(x) = Adv x Bdv (1 − x)Cdv , (4)206

xŪ (x) = AŪ x BŪ (1 − x)CŪ
(
1 + DŪ x

)
, (5)207

x D̄(x) = AD̄x BD̄ (1 − x)CD̄ . (6)208

The normalisation parameters, Ag, Auv , Adv , were con-209

strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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x f (x) = Ax B(1 − x)C (1 + Dx + Ex2). (1)195

For the gluon PDF, an additional term of the form A′
gx B′

g (1−196

x)C ′
g is subtracted.3197

Not all the D and E parameters were required in the fit.198

The so-called χ2 saturation method [2,34] was used to reject199

redundant parameters. Initially, all D and E parameters as200

well as A′
g were set to zero. Extra parameters were introduced201

one at a time until the χ2 of the fit could not be further202

improved. This resulted in a final parameterisation203

xg(x) = Agx Bg (1 − x)Cg − A′
gx B′

g (1 − x)C ′
g , (2)204

xuv(x) = Auv x Buv (1 − x)Cuv

(
1 + Euv x2

)
, (3)205

xdv(x) = Adv x Bdv (1 − x)Cdv , (4)206

xŪ (x) = AŪ x BŪ (1 − x)CŪ
(
1 + DŪ x

)
, (5)207

x D̄(x) = AD̄x BD̄ (1 − x)CD̄ . (6)208

The normalisation parameters, Ag, Auv , Adv , were con-209

strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
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B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219
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uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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+ addition of 15th D,E parameter(s) ☨ range of variation for Mc and Mb restricted using 
HERA charm and beauty data (see extras)
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• improved treatment of hadronisation uncertainties; NOW included together with 
experimental systematics; treated as ½ correlated, ½ uncorrelated between bins and 
datasets, c.f. previously treated using offset method

• (small) uncertainties on theory predictions included

• factorisation and renormalisation scale choices: μF2=μR2=(Q2+pt2)   
• scale uncertainties treated as completely correlated between bins and datasets

• cf. previous NLO analysis:
• μF2=Q2 ; updated since not a good choice for low Q2 jet data; change makes almost no difference for high Q2

• μR2=(Q2+pt2)/2; NNLO fit with μR2=(Q2+pt2) gives ΔX2= –15 cf. μR2=(Q2+pt2)/2 and vice versa for NLO

• scale uncertainties previously treated as ½ correlated and ½ uncorrelated

☨ pt denotes ptjet in the case of inclusive jet cross sections and <pt> for dijets
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NB, scale uncertainty dominates, μR, μF varied by factor of 2 avoiding cases with μR/μF =4 or ¼, and treated fully 
correlated between bins and datasets; (exp) uncertainty includes hadronisation correction uncertainties

4 HERAPDF2.0Jets NNLO – results

4.1 Simultaneous determination of ↵s(M2
Z
) and PDFs

In pQCD fits to inclusive DIS data alone, the gluon PDF is only determined via the DGLAP
equations, using the observed scaling violations. This results in a strong correlation between the
shape of the gluon distribution and the value of ↵s(M2

Z). Data on jet-production cross sections
provide an independent constraint on the gluon distribution and are also directly sensitive to
↵s(M2

Z). Thus, such data are essential for an accurate simultaneous determination of ↵s(M2
Z) and

the gluon distribution.

When determining ↵s(M2
Z), it is necessary to consider so-called “scale uncertainties”, which

serve as a proxy for the uncertainties due to the unknown higher-order contributions in the
perturbation expansion. These uncertainties were evaluated by varying the renormalisation and
factorisation scales by a factor of two, both separately and simultaneously7. The maximum
positive and negative deviations of the result were assigned as the scale uncertainties on ↵s(M2

Z).
These were observed for the variations (2.0µr, 1.0µf) and (0.5µr, 1.0µf), respectively.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) resulted in

↵s(M2
Z) = 0.1156 ± 0.0011 (exp) +0.0001

�0.0002 (model + parameterisation) ± 0.0029 (scale) , (7)

where “exp” denotes the experimental uncertainty, which was taken as the fit uncertainty, includ-
ing the contribution from hadronisation uncertainties. The value of ↵s(M2

Z) and the size of the
experimental uncertainty were confirmed by a scan in ↵s(M2

Z), for which the resulting �2 values
are shown in Fig. 2. The clear minimum observed in �2 coincides with the value of ↵s(M2

Z) listed
in Eq. (7). The width of the minimum in �2 confirms the fit uncertainty. The combined model
and parameterisation uncertainty shown in Fig. 2 was determined by performing similar scans,
for which the values of the model parameters and the parameterisation were varied as described
in Section 3.1.

Figure 2 also shows the scale uncertainty, which dominates the total uncertainty. The scale
uncertainty as listed in Eq. (7) was evaluated under the assumption of 100 % correlated un-
certainties between bins and data sets. The previously published result at NLO [2] had scale
uncertainties calculated under the assumption of 50 % correlated and 50 % uncorrelated uncer-
tainties between bins and data sets, owing to the inclusion of heavy-quark and trijet data. A
strong motivation to determine ↵s(M2

Z) at NNLO was the expectation of a substantial reduction
in the scale uncertainty. Therefore, the analysis was repeated for these assumptions in order to
compare the NNLO to the NLO scale uncertainties. The re-evaluated NNLO scale uncertainty
of (±0.0022) is indeed significantly lower than the (+0.0037,�0.0030) previously observed in
the HERAPDF2.0Jets NLO analysis.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) was based on 1363 data points and had

a �2/degree of freedom (d.o.f.) = 1614/1348 = 1.197. This can be compared to the �2/d.o.f. =
1363/1131 = 1.205 for HERAPDF2.0 NNLO based on inclusive data only [2]. The similarity
of the �2/d.o.f. values indicates that the data on jet production do not introduce any additional
tension into the fit and are fully consistent with the inclusive data.

7This procedure is often called the 9-point variation, where the nine variations are (0.5µr, 0.5µf ), (0.5µr, 1.0µf ),
(0.5µr, 2.0µf ), (1.0µr, 0.5µf ), (1.0µr, 1.0µf ), (1.0µr, 2.0µf ), (2.0µr, 0.5µf ), (2.0µr, 1.0µf ), (2.0µr, 2.0µf ).
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Fig. 1 Difference between χ2 and χ2
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Z ) = 0.1155, b Mc for Mb = 4.3 GeV at NLO with
αs(M2

Z ) = 0.118, c Mb with Mc = 1.41 GeV at NNLO with αs(M2
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𝝰s sensitivity to cut and parameterisation choices
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• HERA data at small x, Q2 may be 
subject to need for ln(1/x) 
resummation or higher twist effects 
(EG, arXiv:1506.06042, 1710.05935 )

• X2 scans performed with various 
minimum Q2 cuts to assess 
sensitivity; no significant change to 
extracted 𝝰s(MZ)

• inclusive DIS data alone unable to 
sufficiently constrain 𝝰s(MZ)
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Figure 3: Di↵erence between �2 and �2
min versus ↵s(M2

Z) for a) HERAPDF2.0Jets NNLO fits
with fixed ↵s(M2

Z) with the standard Q2
min for the inclusive data of 3.5 GeV2 and Q2

min set to
10 GeV2 and 20 GeV2. b) For comparison, the situation for fits to only inclusive data, HERA-
PDF2.0 NNLO, is shown, taken from [2].
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• in addition, alternative parameterisation checked, 
with negative gluon term removed (Ag’=0) :

• NB, adding a multiplicative (1+Dg.x) does not change this result

The question of whether data at relatively low Q2 bias the determination of ↵s(M2
Z) arose

within the context of the HERAPDF2.0 analysis [2]. Figure 3 a) shows the result of ↵s(M2
Z)

scans with Q2
min for the inclusive data set to 3.5 GeV2, 10 GeV2 and 20 GeV2. The positions of

the minima are in good agreement, indicating that any anomalies at low Q2 are small. Figure 3 b)
shows the result of similar scans with only the inclusive data used as input [2]. The inclusive
data alone cannot su�ciently constrain ↵s(M2

Z).

To verify that the use of the A0g term in the gluon parameterisation does not bias the determi-
nation of ↵s(M2

Z), cross-checks were made with two modified gluon parameterisations. These are
A0g = 0 and xg(x) = AgxBg(1 � x)Cg as well as the alternative gluon parameterisation, AG [2], for
which A0g = 0 and xg(x) = AgxBg(1 � x)Cg(1 + Dgx). A value of ↵s(M2

Z) = 0.1151 ± 0.0010 (exp)
was obtained for both modifications of the parameterisation, which is in agreement with the
result for the standard parameterisation. The value of Dg in the AG parameterisation was con-
sistent with zero. These results demonstrate that the present ↵s(M2

Z) determination is not very
sensitive to the details of the gluon parameterisation.

Previous determinations of ↵s(M2
Z) at NNLO using jet data [28,33] used predetermined

PDFs. These analyses were performed with a cut µ > 2Mb, which is quite similar to the
µ > 10.0 GeV cut used for this analysis. Thus, the scale uncertainties can be compared.
The H1 result [33] is based on H1 data only and the quoted scale uncertainty is ±0.0039.
The scale uncertainty published by NNLOjet [28] using only H1 and ZEUS inclusive jet data
is ±0.0033. This can be compared to the ±0.0029 obtained for the analysis presented here.
The H1 collaboration also provided one simultaneous fit of ↵s(M2

Z) and PDFs using a zero-
mass variable-flavour-number scheme [33]. It was based on H1 inclusive and jet data with
Q2

min = 10 GeV2. For comparison, the analysis presented here was modified by also setting
Q2

min = 10 GeV2. The value of ↵s(M2
Z) published by H1 is ↵s(M2

Z) = 0.1147 ± 0.0011 (exp) ±
0.0002 (model)±0.0003 (parameterisation)±0.0023 (scale) while the current modified analysis
resulted in ↵s(M2

Z) = 0.1156±0.0011 (exp)±0.0002 (model + parameterisation)±0.0021 (scale).
These values agree within uncertainties. Overall, the various determinations of ↵s(M2

Z) provide
a very consistent picture up to NNLO.

4.2 The PDFs of HERAPDF2.0Jets NNLO obtained for fixed ↵s(M2
Z
)

Fixed values of ↵s(M2
Z) = 0.1155 and ↵s(M2

Z) = 0.118 were used for the determination of the
two sets of PDFs released from the HERAPDF2.0Jets NNLO analysis, see Appendix A. The
value of ↵s(M2

Z) = 0.1155 corresponds8 to the determination of ↵s(M2
Z) presented in Section 4.1.

The value of ↵s(M2
Z) = 0.118 was the result of the HERAPDF2.0Jets NLO analysis and was

used for the HERAPDF2.0 analyses at NNLO based on inclusive data only [2]. The PDFs of
HERAPDF2.0Jets NNLO are shown in Fig. 4 a) and b) for fixed ↵s(M2

Z) = 0.1155 and fixed
↵s(M2

Z) = 0.118, respectively, at the scale µ2
f = 10 GeV2. The uncertainties shown are the

experimental (fit) uncertainties as well as the model and parameterisation uncertainties defined in
Section 3.2. The introduction of the parameter Duv as a variation dominates the parameterisation
uncertainty.

8After much analysis work had been done at the initial fit result of 0.1155, further theoretical work led to the
final fit value drifting to 0.1156. In order to avoid a large amount of extra work, it was decided to continue using
the value of 0.1155 for the analysis presented in this section, in the knowledge that such a tiny discrepancy could
not make any di↵erence to the conclusions.

12

consistent with central result

http://arxiv.org/abs/arXiv:1506.06042
https://arxiv.org/abs/1710.05935
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NLO
NNLO X2 scans from new fit with HERA jet 
data, compared to previously published 
scans at NLO

similar level of precision at NLO and NNLO

smaller value of 𝝰s(MZ) preferred at NNLO

NB, however, these results not directly 
comparable, since different scale choice and 
slightly different jet datasets 
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min set to
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PDF2.0 NNLO, is shown, taken from [2].
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NNLO

arXiv:1506.06042

with choices harmonised, result is in fact an increased difference between NLO and NNLO:
𝝰s(MZ) = 0.1186 ± 0.0014 (exp) NLO
𝝰s(MZ) = 0.1144 ± 0.0013 (exp) NNLO ⟵ change from preferred value of 0.1156 mainly from 

exclusion of the H1 low Q2 data, and low-pt points at high Q2

(more detail in extras)

http://arxiv.org/abs/arXiv:1506.06042
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4 HERAPDF2.0Jets NNLO – results

4.1 Simultaneous determination of ↵s(M2
Z
) and PDFs

In pQCD fits to inclusive DIS data alone, the gluon PDF is only determined via the DGLAP
equations, using the observed scaling violations. This results in a strong correlation between the
shape of the gluon distribution and the value of ↵s(M2

Z). Data on jet-production cross sections
provide an independent constraint on the gluon distribution and are also directly sensitive to
↵s(M2

Z). Thus, such data are essential for an accurate simultaneous determination of ↵s(M2
Z) and

the gluon distribution.

When determining ↵s(M2
Z), it is necessary to consider so-called “scale uncertainties”, which

serve as a proxy for the uncertainties due to the unknown higher-order contributions in the
perturbation expansion. These uncertainties were evaluated by varying the renormalisation and
factorisation scales by a factor of two, both separately and simultaneously7. The maximum
positive and negative deviations of the result were assigned as the scale uncertainties on ↵s(M2

Z).
These were observed for the variations (2.0µr, 1.0µf) and (0.5µr, 1.0µf), respectively.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) resulted in

↵s(M2
Z) = 0.1156 ± 0.0011 (exp) +0.0001

�0.0002 (model + parameterisation) ± 0.0029 (scale) , (7)

where “exp” denotes the experimental uncertainty, which was taken as the fit uncertainty, includ-
ing the contribution from hadronisation uncertainties. The value of ↵s(M2

Z) and the size of the
experimental uncertainty were confirmed by a scan in ↵s(M2

Z), for which the resulting �2 values
are shown in Fig. 2. The clear minimum observed in �2 coincides with the value of ↵s(M2

Z) listed
in Eq. (7). The width of the minimum in �2 confirms the fit uncertainty. The combined model
and parameterisation uncertainty shown in Fig. 2 was determined by performing similar scans,
for which the values of the model parameters and the parameterisation were varied as described
in Section 3.1.

Figure 2 also shows the scale uncertainty, which dominates the total uncertainty. The scale
uncertainty as listed in Eq. (7) was evaluated under the assumption of 100 % correlated un-
certainties between bins and data sets. The previously published result at NLO [2] had scale
uncertainties calculated under the assumption of 50 % correlated and 50 % uncorrelated uncer-
tainties between bins and data sets, owing to the inclusion of heavy-quark and trijet data. A
strong motivation to determine ↵s(M2

Z) at NNLO was the expectation of a substantial reduction
in the scale uncertainty. Therefore, the analysis was repeated for these assumptions in order to
compare the NNLO to the NLO scale uncertainties. The re-evaluated NNLO scale uncertainty
of (±0.0022) is indeed significantly lower than the (+0.0037,�0.0030) previously observed in
the HERAPDF2.0Jets NLO analysis.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) was based on 1363 data points and had

a �2/degree of freedom (d.o.f.) = 1614/1348 = 1.197. This can be compared to the �2/d.o.f. =
1363/1131 = 1.205 for HERAPDF2.0 NNLO based on inclusive data only [2]. The similarity
of the �2/d.o.f. values indicates that the data on jet production do not introduce any additional
tension into the fit and are fully consistent with the inclusive data.

7This procedure is often called the 9-point variation, where the nine variations are (0.5µr, 0.5µf ), (0.5µr, 1.0µf ),
(0.5µr, 2.0µf ), (1.0µr, 0.5µf ), (1.0µr, 1.0µf ), (1.0µr, 2.0µf ), (2.0µr, 0.5µf ), (2.0µr, 1.0µf ), (2.0µr, 2.0µf ).
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When determining ↵s(M2
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serve as a proxy for the uncertainties due to the unknown higher-order contributions in the
perturbation expansion. These uncertainties were evaluated by varying the renormalisation and
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Z) = 0.1156 ± 0.0011 (exp) +0.0001
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where “exp” denotes the experimental uncertainty, which was taken as the fit uncertainty, includ-
ing the contribution from hadronisation uncertainties. The value of ↵s(M2

Z) and the size of the
experimental uncertainty were confirmed by a scan in ↵s(M2

Z), for which the resulting �2 values
are shown in Fig. 2. The clear minimum observed in �2 coincides with the value of ↵s(M2

Z) listed
in Eq. (7). The width of the minimum in �2 confirms the fit uncertainty. The combined model
and parameterisation uncertainty shown in Fig. 2 was determined by performing similar scans,
for which the values of the model parameters and the parameterisation were varied as described
in Section 3.1.

Figure 2 also shows the scale uncertainty, which dominates the total uncertainty. The scale
uncertainty as listed in Eq. (7) was evaluated under the assumption of 100 % correlated un-
certainties between bins and data sets. The previously published result at NLO [2] had scale
uncertainties calculated under the assumption of 50 % correlated and 50 % uncorrelated uncer-
tainties between bins and data sets, owing to the inclusion of heavy-quark and trijet data. A
strong motivation to determine ↵s(M2

Z) at NNLO was the expectation of a substantial reduction
in the scale uncertainty. Therefore, the analysis was repeated for these assumptions in order to
compare the NNLO to the NLO scale uncertainties. The re-evaluated NNLO scale uncertainty
of (±0.0022) is indeed significantly lower than the (+0.0037,�0.0030) previously observed in
the HERAPDF2.0Jets NLO analysis.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) was based on 1363 data points and had

a �2/degree of freedom (d.o.f.) = 1614/1348 = 1.197. This can be compared to the �2/d.o.f. =
1363/1131 = 1.205 for HERAPDF2.0 NNLO based on inclusive data only [2]. The similarity
of the �2/d.o.f. values indicates that the data on jet production do not introduce any additional
tension into the fit and are fully consistent with the inclusive data.

7This procedure is often called the 9-point variation, where the nine variations are (0.5µr, 0.5µf ), (0.5µr, 1.0µf ),
(0.5µr, 2.0µf ), (1.0µr, 0.5µf ), (1.0µr, 1.0µf ), (1.0µr, 2.0µf ), (2.0µr, 0.5µf ), (2.0µr, 1.0µf ), (2.0µr, 2.0µf ).

11➙ considerable reduction in scale uncertainty from NLO to NNLO

c.f. published NLO result:

NOW using that previous procedure, our present NNLO result becomes:

(includes hadronisation uncertainties)

• in previous NLO analysis, scale uncertainties were applied as ½ correlated 
and ½ uncorrelated between bins and data sets, due to inclusion of HQ 
and trijet data



comparison to other HERA DIS jet results

15☨ balance between experimental uncertainty and scale can be changed with choice of μ cut

1. H1 NNLO jet study using fixed PDFs, includes H1 inclusive-jet and di-jet:

2. NNLOJet+APPLfast using fixed PDFs, includes H1+ZEUS inclusive-jet:

4 HERAPDF2.0Jets NNLO – results

4.1 Simultaneous determination of ↵s(M2
Z
) and PDFs

In pQCD fits to inclusive DIS data alone, the gluon PDF is only determined via the DGLAP
equations, using the observed scaling violations. This results in a strong correlation between the
shape of the gluon distribution and the value of ↵s(M2

Z). Data on jet-production cross sections
provide an independent constraint on the gluon distribution and are also directly sensitive to
↵s(M2

Z). Thus, such data are essential for an accurate simultaneous determination of ↵s(M2
Z) and

the gluon distribution.

When determining ↵s(M2
Z), it is necessary to consider so-called “scale uncertainties”, which

serve as a proxy for the uncertainties due to the unknown higher-order contributions in the
perturbation expansion. These uncertainties were evaluated by varying the renormalisation and
factorisation scales by a factor of two, both separately and simultaneously7. The maximum
positive and negative deviations of the result were assigned as the scale uncertainties on ↵s(M2

Z).
These were observed for the variations (2.0µr, 1.0µf) and (0.5µr, 1.0µf), respectively.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) resulted in

↵s(M2
Z) = 0.1156 ± 0.0011 (exp) +0.0001

�0.0002 (model + parameterisation) ± 0.0029 (scale) , (7)

where “exp” denotes the experimental uncertainty, which was taken as the fit uncertainty, includ-
ing the contribution from hadronisation uncertainties. The value of ↵s(M2

Z) and the size of the
experimental uncertainty were confirmed by a scan in ↵s(M2

Z), for which the resulting �2 values
are shown in Fig. 2. The clear minimum observed in �2 coincides with the value of ↵s(M2

Z) listed
in Eq. (7). The width of the minimum in �2 confirms the fit uncertainty. The combined model
and parameterisation uncertainty shown in Fig. 2 was determined by performing similar scans,
for which the values of the model parameters and the parameterisation were varied as described
in Section 3.1.

Figure 2 also shows the scale uncertainty, which dominates the total uncertainty. The scale
uncertainty as listed in Eq. (7) was evaluated under the assumption of 100 % correlated un-
certainties between bins and data sets. The previously published result at NLO [2] had scale
uncertainties calculated under the assumption of 50 % correlated and 50 % uncorrelated uncer-
tainties between bins and data sets, owing to the inclusion of heavy-quark and trijet data. A
strong motivation to determine ↵s(M2

Z) at NNLO was the expectation of a substantial reduction
in the scale uncertainty. Therefore, the analysis was repeated for these assumptions in order to
compare the NNLO to the NLO scale uncertainties. The re-evaluated NNLO scale uncertainty
of (±0.0022) is indeed significantly lower than the (+0.0037,�0.0030) previously observed in
the HERAPDF2.0Jets NLO analysis.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) was based on 1363 data points and had

a �2/degree of freedom (d.o.f.) = 1614/1348 = 1.197. This can be compared to the �2/d.o.f. =
1363/1131 = 1.205 for HERAPDF2.0 NNLO based on inclusive data only [2]. The similarity
of the �2/d.o.f. values indicates that the data on jet production do not introduce any additional
tension into the fit and are fully consistent with the inclusive data.

7This procedure is often called the 9-point variation, where the nine variations are (0.5µr, 0.5µf ), (0.5µr, 1.0µf ),
(0.5µr, 2.0µf ), (1.0µr, 0.5µf ), (1.0µr, 1.0µf ), (1.0µr, 2.0µf ), (2.0µr, 0.5µf ), (2.0µr, 1.0µf ), (2.0µr, 2.0µf ).
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Table 4 Summary of values of αs(mZ) from fits to H1 jet cross sec-
tion measurements using NNLO predictions. The uncertainties denote
the experimental (exp), hadronisation (had), PDF, PDFαs, PDFset and
scale uncertainties as described in the text. The rightmost three columns
denote the quadratic sum of the theoretical uncertainties (th), the total
(tot) uncertainties and the value of χ2/ndof of the corresponding fit.
Along the vertical direction, the table data are segmented into five parts.
The uppermost part summarises fits to individual inclusive jet datasets.
The second part corresponds to fits of the individual dijet datasets. The

third part summarises fits to all inclusive jets or all dijets together, with
different choices of the lower cut on the scale µ̃cut . The fourth group
of fits, labelled H1 jets, is made using all available dijet and inclu-
sive jet data together, for three different choices of µ̃cut . The bottom
row corresponds to a combined fit of inclusive data and normalised jet
data. For that fit, theoretical uncertainties related to the PDF determina-
tion interfere with the experimental uncertainties and overall theoretical
uncertainty is quoted

αs(mZ) values from H1 jet cross sections

Data µ̃cut αs(mZ) with uncertainties th tot χ2/ndof

Inclusive jets

300 GeV high-Q2 2mb 0.1253 (33)exp (23)had (5)PDF (3)PDFαs (5)PDFset (28)scale (37)th (49)tot 3.7/15

HERA-I low-Q2 2mb 0.1113 (18)exp (8)had (5)PDF (5)PDFαs (7)PDFset (33)scale (36)th (40)tot 14.6/22

HERA-I high-Q2 2mb 0.1163 (26)exp (9)had (6)PDF (4)PDFαs (3)PDFset (22)scale (25)th (36)tot 13.2/23

HERA-II low-Q2 2mb 0.1212 (16)exp (12)had (4)PDF (4)PDFαs (3)PDFset (38)scale (40)th (43)tot 28.2/40

HERA-II high-Q2 2mb 0.1156 (20)exp (10)had (5)PDF (4)PDFαs (2)PDFset (24)scale (27)th (34)tot 33.7/29

Dijets

300 GeV high-Q2 2mb 0.1246 (41)exp (18)had (5)PDF (2)PDFαs (3)PDFset (34)scale (39)th (57)tot 8.5/15

HERA-I low-Q2 2mb 0.1121 (24)exp (8)had (5)PDF (4)PDFαs (5)PDFset (34)scale (36)th (44)tot 10.2/20

HERA-II low-Q2 2mb 0.1198 (12)exp (12)had (5)PDF (5)PDFαs (3)PDFset (42)scale (44)th (45)tot 17.0/41

HERA-II high-Q2 2mb 0.1116 (22)exp (7)had (5)PDF (3)PDFαs (3)PDFset (15)scale (18)th (29)tot 21.5/23

Datasets combined

H1 inclusive jets 2mb 0.1157 (10)exp (6)had (4)PDF (4)PDFαs (2)PDFset (34)scale (36)th (37)tot 118.1/133

H1 inclusive jets 28 GeV 0.1158 (19)exp (9)had (2)PDF (2)PDFαs (4)PDFset (21)scale (23)th (30)tot 43.0/60

H1 dijets 2mb 0.1174 (11)exp (8)had (5)PDF (4)PDFαs (3)PDFset (33)scale (36)th (38)tot 80.3/102

H1 dijets 28 GeV 0.1157 (22)exp (12)had (3)PDF (2)PDFαs (3)PDFset (19)scale (23)th (32)tot 31.6/43

All jet data combined

H1 jets 2mb 0.1170 (9)exp (7)had (5)PDF (4)PDFαs (2)PDFset (38)scale (39)th (40)tot 173.0/199

H1 jets 28 GeV 0.1166 (19)exp (9)had (3)PDF (2)PDFαs (4)PDFset (21)scale (24)th (30)tot 62.4/90

H1 jets 42 GeV 0.1172 (23)exp (8)had (2)PDF (2)PDFαs (7)PDFset (14)scale (18)th (29)tot 37.0/40

H1PDF2017 [NNLO] 2mb 0.1147 (11)exp,NP,PDF (2)mod (3)par (23)scale (25)tot 1518.6/1516

in Fig. 13. Consistency is found for the fits to inclusive jets,
dijets, and H1 jets, and the running of the strong coupling
is confirmed in the accessible range of approximately 7 to
90 GeV.

The values obtained from fits to H1 jets are compared
to other determinations of at least NNLO accuracy [9–
12] and to results at NLO at very high scale [13] in
Fig. 14, and consistency with the other experiments is
found.

4 Simultaneous αs and PDF determination

In addition to the fits described above also a fit in NNLO
accuracy of αs(mZ) together with the non-perturbative PDFs
is performed which takes jet data and inclusive DIS data
as input. This fit is denoted as ‘PDF+αs-fit’ in the follow-
ing.

4.2 Results

Fit results and the value of αs(mZ) The results of the
PDF+αs-fit are presented in Table 6. The fit yields χ2/ndof =
1518.6/(1529−13), confirming good agreement between the
predictions and the data. The resulting PDF is able to describe
141 jet data points and the inclusive DIS data simultaneously.

The value of αs(mZ) is determined to

αs(mZ) = 0.1147 (11)exp,had,PDF (2)mod (3)par (23)scale,

and is determined to an overall precision of 2.2%. Theαs(mZ)

value is consistent with the main result of the ‘H1 jets’ fit.
The result is compared to values from the PDF fitting groups
ABM [14], ABMP [15], BBG [16], HERAPDF [17], JR [18],
NNPDF [19] and MMHT [20] in Fig. 15 and consistency is
found. The result exhibits a competitive experimental uncer-
tainty to other determinations [15,19,20], which is achieved
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Table 4 Summary of values of αs(mZ) from fits to H1 jet cross sec-
tion measurements using NNLO predictions. The uncertainties denote
the experimental (exp), hadronisation (had), PDF, PDFαs, PDFset and
scale uncertainties as described in the text. The rightmost three columns
denote the quadratic sum of the theoretical uncertainties (th), the total
(tot) uncertainties and the value of χ2/ndof of the corresponding fit.
Along the vertical direction, the table data are segmented into five parts.
The uppermost part summarises fits to individual inclusive jet datasets.
The second part corresponds to fits of the individual dijet datasets. The

third part summarises fits to all inclusive jets or all dijets together, with
different choices of the lower cut on the scale µ̃cut . The fourth group
of fits, labelled H1 jets, is made using all available dijet and inclu-
sive jet data together, for three different choices of µ̃cut . The bottom
row corresponds to a combined fit of inclusive data and normalised jet
data. For that fit, theoretical uncertainties related to the PDF determina-
tion interfere with the experimental uncertainties and overall theoretical
uncertainty is quoted

αs(mZ) values from H1 jet cross sections

Data µ̃cut αs(mZ) with uncertainties th tot χ2/ndof

Inclusive jets

300 GeV high-Q2 2mb 0.1253 (33)exp (23)had (5)PDF (3)PDFαs (5)PDFset (28)scale (37)th (49)tot 3.7/15

HERA-I low-Q2 2mb 0.1113 (18)exp (8)had (5)PDF (5)PDFαs (7)PDFset (33)scale (36)th (40)tot 14.6/22

HERA-I high-Q2 2mb 0.1163 (26)exp (9)had (6)PDF (4)PDFαs (3)PDFset (22)scale (25)th (36)tot 13.2/23

HERA-II low-Q2 2mb 0.1212 (16)exp (12)had (4)PDF (4)PDFαs (3)PDFset (38)scale (40)th (43)tot 28.2/40

HERA-II high-Q2 2mb 0.1156 (20)exp (10)had (5)PDF (4)PDFαs (2)PDFset (24)scale (27)th (34)tot 33.7/29

Dijets

300 GeV high-Q2 2mb 0.1246 (41)exp (18)had (5)PDF (2)PDFαs (3)PDFset (34)scale (39)th (57)tot 8.5/15

HERA-I low-Q2 2mb 0.1121 (24)exp (8)had (5)PDF (4)PDFαs (5)PDFset (34)scale (36)th (44)tot 10.2/20

HERA-II low-Q2 2mb 0.1198 (12)exp (12)had (5)PDF (5)PDFαs (3)PDFset (42)scale (44)th (45)tot 17.0/41

HERA-II high-Q2 2mb 0.1116 (22)exp (7)had (5)PDF (3)PDFαs (3)PDFset (15)scale (18)th (29)tot 21.5/23

Datasets combined

H1 inclusive jets 2mb 0.1157 (10)exp (6)had (4)PDF (4)PDFαs (2)PDFset (34)scale (36)th (37)tot 118.1/133

H1 inclusive jets 28 GeV 0.1158 (19)exp (9)had (2)PDF (2)PDFαs (4)PDFset (21)scale (23)th (30)tot 43.0/60

H1 dijets 2mb 0.1174 (11)exp (8)had (5)PDF (4)PDFαs (3)PDFset (33)scale (36)th (38)tot 80.3/102

H1 dijets 28 GeV 0.1157 (22)exp (12)had (3)PDF (2)PDFαs (3)PDFset (19)scale (23)th (32)tot 31.6/43

All jet data combined

H1 jets 2mb 0.1170 (9)exp (7)had (5)PDF (4)PDFαs (2)PDFset (38)scale (39)th (40)tot 173.0/199

H1 jets 28 GeV 0.1166 (19)exp (9)had (3)PDF (2)PDFαs (4)PDFset (21)scale (24)th (30)tot 62.4/90

H1 jets 42 GeV 0.1172 (23)exp (8)had (2)PDF (2)PDFαs (7)PDFset (14)scale (18)th (29)tot 37.0/40

H1PDF2017 [NNLO] 2mb 0.1147 (11)exp,NP,PDF (2)mod (3)par (23)scale (25)tot 1518.6/1516

in Fig. 13. Consistency is found for the fits to inclusive jets,
dijets, and H1 jets, and the running of the strong coupling
is confirmed in the accessible range of approximately 7 to
90 GeV.

The values obtained from fits to H1 jets are compared
to other determinations of at least NNLO accuracy [9–
12] and to results at NLO at very high scale [13] in
Fig. 14, and consistency with the other experiments is
found.

4 Simultaneous αs and PDF determination

In addition to the fits described above also a fit in NNLO
accuracy of αs(mZ) together with the non-perturbative PDFs
is performed which takes jet data and inclusive DIS data
as input. This fit is denoted as ‘PDF+αs-fit’ in the follow-
ing.

4.2 Results

Fit results and the value of αs(mZ) The results of the
PDF+αs-fit are presented in Table 6. The fit yields χ2/ndof =
1518.6/(1529−13), confirming good agreement between the
predictions and the data. The resulting PDF is able to describe
141 jet data points and the inclusive DIS data simultaneously.

The value of αs(mZ) is determined to

αs(mZ) = 0.1147 (11)exp,had,PDF (2)mod (3)par (23)scale,

and is determined to an overall precision of 2.2%. Theαs(mZ)

value is consistent with the main result of the ‘H1 jets’ fit.
The result is compared to values from the PDF fitting groups
ABM [14], ABMP [15], BBG [16], HERAPDF [17], JR [18],
NNPDF [19] and MMHT [20] in Fig. 15 and consistency is
found. The result exhibits a competitive experimental uncer-
tainty to other determinations [15,19,20], which is achieved
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Table 1 A summary of values of αs(MZ) from fits to HERA inclusive
jet cross section measurements using NNLO predictions. The uncertain-
ties denote the experimental (exp), hadronisation (had), PDF, PDFαs,
PDFset and scale uncertainties as described in the text. The rightmost

three columns denote the quadratic sum of the theoretical uncertain-
ties (th), the total (tot) uncertainties and the value of χ2/ndof of the
corresponding fit

Data µ̃cut αs(MZ) with uncertainties th tot χ2/ndof

H1 inclusive jets†

300 GeV high-Q2 2mb 0.1253 (33)exp (23)had (5)PDF (3)PDFαs (5)PDFset (28)scale (37)th (49)tot 3.7/15

HERA-I low-Q2 2mb 0.1113 (18)exp (8)had (5)PDF (5)PDFαs (7)PDFset (33)scale (36)th (40)tot 14.6/22

HERA-I high-Q2 2mb 0.1163 (26)exp (9)had (6)PDF (4)PDFαs (3)PDFset (22)scale (25)th (36)tot 13.2/23

HERA-II low-Q2 2mb 0.1212 (16)exp (12)had (4)PDF (4)PDFαs (3)PDFset (38)scale (40)th (43)tot 28.2/40

HERA-II high-Q2 2mb 0.1156 (20)exp (10)had (6)PDF (4)PDFαs (2)PDFset (24)scale (27)th (34)tot 33.7/29

ZEUS inclusive jets

300 GeV high-Q2 2mb 0.1240 (30)exp (3)had (5)PDF (1)PDFαs (3)PDFset (17)scale (18)th (35)tot 26.9/29

HERA-I high-Q2 2mb 0.1211 (29)exp (18)had (5)PDF (1)PDFαs (4)PDFset (14)scale (24)th (37)tot 18.1/29

H1 inclusive jets†

H1 inclusive jets 2mb 0.1157 (10)exp (6)had (4)PDF (4)PDFαs (2)PDFset (34)scale (36)th (37)tot 118.1/133

H1 inclusive jets 28 GeV 0.1158 (19)exp (9)had (2)PDF (2)PDFαs (4)PDFset (21)scale (23)th (30)tot 43.0/60

ZEUS inclusive jets

ZEUS inclusive jets 2mb 0.1227 (21)exp (9)had (6)PDF (1)PDFαs (4)PDFset (16)scale (19)th (28)tot 45.5/59

ZEUS inclusive jets 28 GeV 0.1208 (25)exp (6)had (4)PDF (2)PDFαs (6)PDFset (15)scale (18)th (31)tot 33.8/43

HERA inclusive jets

HERA inclusive jets 2mb 0.1171 (9)exp (5)had (4)PDF (3)PDFαs (2)PDFset (33)scale (34)th (35)tot 170.7/193

HERA inclusive jets 28 GeV 0.1178 (15)exp (7)had (2)PDF (2)PDFαs (4)PDFset (19)scale (21)th (26)tot 79.2/104

† previously fit in Ref. [12]

scale dependence from the theory predictions and thus reduce
the total uncertainty on the final extraction. This fit represents
our main result and the value of αs(MZ) is determined to be

αs(MZ) = 0.1178 (15)exp (21)th, (19)

with the uncertainty decomposition given in Table 1. The
value is found to be consistent with the world average within
uncertainties. The obtained uncertainties are competitive
with other determinations from a single observable.

The running of αs(µR) can be inferred from separate fits
to groups of data points that share a similar value of the renor-
malisation scale, as estimated by µ̃. To this end, the αs(MZ)

values are determined for each µ̃ collection individually, and
are summarised in Table 2 and shown in the bottom panel of
Fig. 6. All values are mutually compatible and in good agree-
ment with the world average, and no significant dependence

on µR is observed. The corresponding values for αs(µR),
as determined using the QCD renormalisation group equa-
tion, are displayed in the top panel of Fig. 6, illustrating the
running of the strong coupling. The dashed line corresponds
to the prediction for the µR dependence using the αs value
of Eq. (19). The predicted running is in excellent agreement
with the individual αs(µR) determinations, further reflecting
the internal consistency of the study.

6 Conclusions and outlook

In this erratum, an implementation error in the underly-
ing NNLO calculation is corrected [4]. Updated interpola-
tion grids for inclusive jet cross sections at HERA were re-
generated and provided on the ploughshare web site [14].
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H1 also provided a PDF+𝝰s fit 
to H1 inclusive and jet data  
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Table 4 Summary of values of αs(mZ) from fits to H1 jet cross sec-
tion measurements using NNLO predictions. The uncertainties denote
the experimental (exp), hadronisation (had), PDF, PDFαs, PDFset and
scale uncertainties as described in the text. The rightmost three columns
denote the quadratic sum of the theoretical uncertainties (th), the total
(tot) uncertainties and the value of χ2/ndof of the corresponding fit.
Along the vertical direction, the table data are segmented into five parts.
The uppermost part summarises fits to individual inclusive jet datasets.
The second part corresponds to fits of the individual dijet datasets. The

third part summarises fits to all inclusive jets or all dijets together, with
different choices of the lower cut on the scale µ̃cut . The fourth group
of fits, labelled H1 jets, is made using all available dijet and inclu-
sive jet data together, for three different choices of µ̃cut . The bottom
row corresponds to a combined fit of inclusive data and normalised jet
data. For that fit, theoretical uncertainties related to the PDF determina-
tion interfere with the experimental uncertainties and overall theoretical
uncertainty is quoted

αs(mZ) values from H1 jet cross sections

Data µ̃cut αs(mZ) with uncertainties th tot χ2/ndof

Inclusive jets

300 GeV high-Q2 2mb 0.1253 (33)exp (23)had (5)PDF (3)PDFαs (5)PDFset (28)scale (37)th (49)tot 3.7/15

HERA-I low-Q2 2mb 0.1113 (18)exp (8)had (5)PDF (5)PDFαs (7)PDFset (33)scale (36)th (40)tot 14.6/22

HERA-I high-Q2 2mb 0.1163 (26)exp (9)had (6)PDF (4)PDFαs (3)PDFset (22)scale (25)th (36)tot 13.2/23

HERA-II low-Q2 2mb 0.1212 (16)exp (12)had (4)PDF (4)PDFαs (3)PDFset (38)scale (40)th (43)tot 28.2/40

HERA-II high-Q2 2mb 0.1156 (20)exp (10)had (5)PDF (4)PDFαs (2)PDFset (24)scale (27)th (34)tot 33.7/29

Dijets

300 GeV high-Q2 2mb 0.1246 (41)exp (18)had (5)PDF (2)PDFαs (3)PDFset (34)scale (39)th (57)tot 8.5/15

HERA-I low-Q2 2mb 0.1121 (24)exp (8)had (5)PDF (4)PDFαs (5)PDFset (34)scale (36)th (44)tot 10.2/20

HERA-II low-Q2 2mb 0.1198 (12)exp (12)had (5)PDF (5)PDFαs (3)PDFset (42)scale (44)th (45)tot 17.0/41

HERA-II high-Q2 2mb 0.1116 (22)exp (7)had (5)PDF (3)PDFαs (3)PDFset (15)scale (18)th (29)tot 21.5/23

Datasets combined

H1 inclusive jets 2mb 0.1157 (10)exp (6)had (4)PDF (4)PDFαs (2)PDFset (34)scale (36)th (37)tot 118.1/133

H1 inclusive jets 28 GeV 0.1158 (19)exp (9)had (2)PDF (2)PDFαs (4)PDFset (21)scale (23)th (30)tot 43.0/60

H1 dijets 2mb 0.1174 (11)exp (8)had (5)PDF (4)PDFαs (3)PDFset (33)scale (36)th (38)tot 80.3/102

H1 dijets 28 GeV 0.1157 (22)exp (12)had (3)PDF (2)PDFαs (3)PDFset (19)scale (23)th (32)tot 31.6/43

All jet data combined

H1 jets 2mb 0.1170 (9)exp (7)had (5)PDF (4)PDFαs (2)PDFset (38)scale (39)th (40)tot 173.0/199

H1 jets 28 GeV 0.1166 (19)exp (9)had (3)PDF (2)PDFαs (4)PDFset (21)scale (24)th (30)tot 62.4/90

H1 jets 42 GeV 0.1172 (23)exp (8)had (2)PDF (2)PDFαs (7)PDFset (14)scale (18)th (29)tot 37.0/40

H1PDF2017 [NNLO] 2mb 0.1147 (11)exp,NP,PDF (2)mod (3)par (23)scale (25)tot 1518.6/1516

in Fig. 13. Consistency is found for the fits to inclusive jets,
dijets, and H1 jets, and the running of the strong coupling
is confirmed in the accessible range of approximately 7 to
90 GeV.

The values obtained from fits to H1 jets are compared
to other determinations of at least NNLO accuracy [9–
12] and to results at NLO at very high scale [13] in
Fig. 14, and consistency with the other experiments is
found.

4 Simultaneous αs and PDF determination

In addition to the fits described above also a fit in NNLO
accuracy of αs(mZ) together with the non-perturbative PDFs
is performed which takes jet data and inclusive DIS data
as input. This fit is denoted as ‘PDF+αs-fit’ in the follow-
ing.

4.2 Results

Fit results and the value of αs(mZ) The results of the
PDF+αs-fit are presented in Table 6. The fit yields χ2/ndof =
1518.6/(1529−13), confirming good agreement between the
predictions and the data. The resulting PDF is able to describe
141 jet data points and the inclusive DIS data simultaneously.

The value of αs(mZ) is determined to

αs(mZ) = 0.1147 (11)exp,had,PDF (2)mod (3)par (23)scale,

and is determined to an overall precision of 2.2%. Theαs(mZ)

value is consistent with the main result of the ‘H1 jets’ fit.
The result is compared to values from the PDF fitting groups
ABM [14], ABMP [15], BBG [16], HERAPDF [17], JR [18],
NNPDF [19] and MMHT [20] in Fig. 15 and consistency is
found. The result exhibits a competitive experimental uncer-
tainty to other determinations [15,19,20], which is achieved

123

738 Page 8 of 14 Eur. Phys. J. C (2021) 81 :738

Table 4 Summary of values of αs(mZ) from fits to H1 jet cross sec-
tion measurements using NNLO predictions. The uncertainties denote
the experimental (exp), hadronisation (had), PDF, PDFαs, PDFset and
scale uncertainties as described in the text. The rightmost three columns
denote the quadratic sum of the theoretical uncertainties (th), the total
(tot) uncertainties and the value of χ2/ndof of the corresponding fit.
Along the vertical direction, the table data are segmented into five parts.
The uppermost part summarises fits to individual inclusive jet datasets.
The second part corresponds to fits of the individual dijet datasets. The

third part summarises fits to all inclusive jets or all dijets together, with
different choices of the lower cut on the scale µ̃cut . The fourth group
of fits, labelled H1 jets, is made using all available dijet and inclu-
sive jet data together, for three different choices of µ̃cut . The bottom
row corresponds to a combined fit of inclusive data and normalised jet
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tion interfere with the experimental uncertainties and overall theoretical
uncertainty is quoted
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HERA-II high-Q2 2mb 0.1156 (20)exp (10)had (5)PDF (4)PDFαs (2)PDFset (24)scale (27)th (34)tot 33.7/29

Dijets
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predictions and the data. The resulting PDF is able to describe
141 jet data points and the inclusive DIS data simultaneously.

The value of αs(mZ) is determined to

αs(mZ) = 0.1147 (11)exp,had,PDF (2)mod (3)par (23)scale,

and is determined to an overall precision of 2.2%. Theαs(mZ)

value is consistent with the main result of the ‘H1 jets’ fit.
The result is compared to values from the PDF fitting groups
ABM [14], ABMP [15], BBG [16], HERAPDF [17], JR [18],
NNPDF [19] and MMHT [20] in Fig. 15 and consistency is
found. The result exhibits a competitive experimental uncer-
tainty to other determinations [15,19,20], which is achieved
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analysis required Q2 > 10 GeV2; NEW HERA result re-evaluated with this cut (rather than >3.5 GeV2), is:

The question of whether data at relatively low Q2 bias the determination of ↵s(M2
Z) arose

within the context of the HERAPDF2.0 analysis [2]. Figure 3 a) shows the result of ↵s(M2
Z)

scans with Q2
min for the inclusive data set to 3.5 GeV2, 10 GeV2 and 20 GeV2. The positions of

the minima are in good agreement, indicating that any anomalies at low Q2 are small. Figure 3 b)
shows the result of similar scans with only the inclusive data used as input [2]. The inclusive
data alone cannot su�ciently constrain ↵s(M2

Z).

To verify that the use of the A0g term in the gluon parameterisation does not bias the determi-
nation of ↵s(M2

Z), cross-checks were made with two modified gluon parameterisations. These are
A0g = 0 and xg(x) = AgxBg(1 � x)Cg as well as the alternative gluon parameterisation, AG [2], for
which A0g = 0 and xg(x) = AgxBg(1 � x)Cg(1 + Dgx). A value of ↵s(M2

Z) = 0.1151 ± 0.0010 (exp)
was obtained for both modifications of the parameterisation, which is in agreement with the
result for the standard parameterisation. The value of Dg in the AG parameterisation was con-
sistent with zero. These results demonstrate that the present ↵s(M2

Z) determination is not very
sensitive to the details of the gluon parameterisation.

Previous determinations of ↵s(M2
Z) at NNLO using jet data [28,33] used predetermined

PDFs. These analyses were performed with a cut µ > 2Mb, which is quite similar to the
µ > 10.0 GeV cut used for this analysis. Thus, the scale uncertainties can be compared.
The H1 result [33] is based on H1 data only and the quoted scale uncertainty is ±0.0039.
The scale uncertainty published by NNLOjet [28] using only H1 and ZEUS inclusive jet data
is ±0.0033. This can be compared to the ±0.0029 obtained for the analysis presented here.
The H1 collaboration also provided one simultaneous fit of ↵s(M2

Z) and PDFs using a zero-
mass variable-flavour-number scheme [33]. It was based on H1 inclusive and jet data with
Q2

min = 10 GeV2. For comparison, the analysis presented here was modified by also setting
Q2

min = 10 GeV2. The value of ↵s(M2
Z) published by H1 is ↵s(M2

Z) = 0.1147 ± 0.0011 (exp) ±
0.0002 (model)±0.0003 (parameterisation)±0.0023 (scale) while the current modified analysis
resulted in ↵s(M2

Z) = 0.1156±0.0011 (exp)±0.0002 (model + parameterisation)±0.0021 (scale).
These values agree within uncertainties. Overall, the various determinations of ↵s(M2

Z) provide
a very consistent picture up to NNLO.

4.2 The PDFs of HERAPDF2.0Jets NNLO obtained for fixed ↵s(M2
Z
)

Fixed values of ↵s(M2
Z) = 0.1155 and ↵s(M2

Z) = 0.118 were used for the determination of the
two sets of PDFs released from the HERAPDF2.0Jets NNLO analysis, see Appendix A. The
value of ↵s(M2

Z) = 0.1155 corresponds8 to the determination of ↵s(M2
Z) presented in Section 4.1.

The value of ↵s(M2
Z) = 0.118 was the result of the HERAPDF2.0Jets NLO analysis and was

used for the HERAPDF2.0 analyses at NNLO based on inclusive data only [2]. The PDFs of
HERAPDF2.0Jets NNLO are shown in Fig. 4 a) and b) for fixed ↵s(M2

Z) = 0.1155 and fixed
↵s(M2

Z) = 0.118, respectively, at the scale µ2
f = 10 GeV2. The uncertainties shown are the

experimental (fit) uncertainties as well as the model and parameterisation uncertainties defined in
Section 3.2. The introduction of the parameter Duv as a variation dominates the parameterisation
uncertainty.

8After much analysis work had been done at the initial fit result of 0.1155, further theoretical work led to the
final fit value drifting to 0.1156. In order to avoid a large amount of extra work, it was decided to continue using
the value of 0.1155 for the analysis presented in this section, in the knowledge that such a tiny discrepancy could
not make any di↵erence to the conclusions.
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4 HERAPDF2.0Jets NNLO – results

4.1 Simultaneous determination of ↵s(M2
Z
) and PDFs

In pQCD fits to inclusive DIS data alone, the gluon PDF is only determined via the DGLAP
equations, using the observed scaling violations. This results in a strong correlation between the
shape of the gluon distribution and the value of ↵s(M2

Z). Data on jet-production cross sections
provide an independent constraint on the gluon distribution and are also directly sensitive to
↵s(M2

Z). Thus, such data are essential for an accurate simultaneous determination of ↵s(M2
Z) and

the gluon distribution.

When determining ↵s(M2
Z), it is necessary to consider so-called “scale uncertainties”, which

serve as a proxy for the uncertainties due to the unknown higher-order contributions in the
perturbation expansion. These uncertainties were evaluated by varying the renormalisation and
factorisation scales by a factor of two, both separately and simultaneously7. The maximum
positive and negative deviations of the result were assigned as the scale uncertainties on ↵s(M2

Z).
These were observed for the variations (2.0µr, 1.0µf) and (0.5µr, 1.0µf), respectively.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) resulted in

↵s(M2
Z) = 0.1156 ± 0.0011 (exp) +0.0001

�0.0002 (model + parameterisation) ± 0.0029 (scale) , (7)

where “exp” denotes the experimental uncertainty, which was taken as the fit uncertainty, includ-
ing the contribution from hadronisation uncertainties. The value of ↵s(M2

Z) and the size of the
experimental uncertainty were confirmed by a scan in ↵s(M2

Z), for which the resulting �2 values
are shown in Fig. 2. The clear minimum observed in �2 coincides with the value of ↵s(M2

Z) listed
in Eq. (7). The width of the minimum in �2 confirms the fit uncertainty. The combined model
and parameterisation uncertainty shown in Fig. 2 was determined by performing similar scans,
for which the values of the model parameters and the parameterisation were varied as described
in Section 3.1.

Figure 2 also shows the scale uncertainty, which dominates the total uncertainty. The scale
uncertainty as listed in Eq. (7) was evaluated under the assumption of 100 % correlated un-
certainties between bins and data sets. The previously published result at NLO [2] had scale
uncertainties calculated under the assumption of 50 % correlated and 50 % uncorrelated uncer-
tainties between bins and data sets, owing to the inclusion of heavy-quark and trijet data. A
strong motivation to determine ↵s(M2

Z) at NNLO was the expectation of a substantial reduction
in the scale uncertainty. Therefore, the analysis was repeated for these assumptions in order to
compare the NNLO to the NLO scale uncertainties. The re-evaluated NNLO scale uncertainty
of (±0.0022) is indeed significantly lower than the (+0.0037,�0.0030) previously observed in
the HERAPDF2.0Jets NLO analysis.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) was based on 1363 data points and had

a �2/degree of freedom (d.o.f.) = 1614/1348 = 1.197. This can be compared to the �2/d.o.f. =
1363/1131 = 1.205 for HERAPDF2.0 NNLO based on inclusive data only [2]. The similarity
of the �2/d.o.f. values indicates that the data on jet production do not introduce any additional
tension into the fit and are fully consistent with the inclusive data.

7This procedure is often called the 9-point variation, where the nine variations are (0.5µr, 0.5µf ), (0.5µr, 1.0µf ),
(0.5µr, 2.0µf ), (1.0µr, 0.5µf ), (1.0µr, 1.0µf ), (1.0µr, 2.0µf ), (2.0µr, 0.5µf ), (2.0µr, 1.0µf ), (2.0µr, 2.0µf ).
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The question of whether data at relatively low Q2 bias the determination of ↵s(M2
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within the context of the HERAPDF2.0 analysis [2]. Figure 3 a) shows the result of ↵s(M2
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scans with Q2
min for the inclusive data set to 3.5 GeV2, 10 GeV2 and 20 GeV2. The positions of

the minima are in good agreement, indicating that any anomalies at low Q2 are small. Figure 3 b)
shows the result of similar scans with only the inclusive data used as input [2]. The inclusive
data alone cannot su�ciently constrain ↵s(M2

Z).

To verify that the use of the A0g term in the gluon parameterisation does not bias the determi-
nation of ↵s(M2

Z), cross-checks were made with two modified gluon parameterisations. These are
A0g = 0 and xg(x) = AgxBg(1 � x)Cg as well as the alternative gluon parameterisation, AG [2], for
which A0g = 0 and xg(x) = AgxBg(1 � x)Cg(1 + Dgx). A value of ↵s(M2

Z) = 0.1151 ± 0.0010 (exp)
was obtained for both modifications of the parameterisation, which is in agreement with the
result for the standard parameterisation. The value of Dg in the AG parameterisation was con-
sistent with zero. These results demonstrate that the present ↵s(M2

Z) determination is not very
sensitive to the details of the gluon parameterisation.

Previous determinations of ↵s(M2
Z) at NNLO using jet data [28,33] used predetermined

PDFs. These analyses were performed with a cut µ > 2Mb, which is quite similar to the
µ > 10.0 GeV cut used for this analysis. Thus, the scale uncertainties can be compared.
The H1 result [33] is based on H1 data only and the quoted scale uncertainty is ±0.0039.
The scale uncertainty published by NNLOjet [28] using only H1 and ZEUS inclusive jet data
is ±0.0033. This can be compared to the ±0.0029 obtained for the analysis presented here.
The H1 collaboration also provided one simultaneous fit of ↵s(M2

Z) and PDFs using a zero-
mass variable-flavour-number scheme [33]. It was based on H1 inclusive and jet data with
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min = 10 GeV2. For comparison, the analysis presented here was modified by also setting
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min = 10 GeV2. The value of ↵s(M2
Z) published by H1 is ↵s(M2

Z) = 0.1147 ± 0.0011 (exp) ±
0.0002 (model)±0.0003 (parameterisation)±0.0023 (scale) while the current modified analysis
resulted in ↵s(M2

Z) = 0.1156±0.0011 (exp)±0.0002 (model + parameterisation)±0.0021 (scale).
These values agree within uncertainties. Overall, the various determinations of ↵s(M2

Z) provide
a very consistent picture up to NNLO.

4.2 The PDFs of HERAPDF2.0Jets NNLO obtained for fixed ↵s(M2
Z
)

Fixed values of ↵s(M2
Z) = 0.1155 and ↵s(M2

Z) = 0.118 were used for the determination of the
two sets of PDFs released from the HERAPDF2.0Jets NNLO analysis, see Appendix A. The
value of ↵s(M2

Z) = 0.1155 corresponds8 to the determination of ↵s(M2
Z) presented in Section 4.1.

The value of ↵s(M2
Z) = 0.118 was the result of the HERAPDF2.0Jets NLO analysis and was

used for the HERAPDF2.0 analyses at NNLO based on inclusive data only [2]. The PDFs of
HERAPDF2.0Jets NNLO are shown in Fig. 4 a) and b) for fixed ↵s(M2

Z) = 0.1155 and fixed
↵s(M2

Z) = 0.118, respectively, at the scale µ2
f = 10 GeV2. The uncertainties shown are the

experimental (fit) uncertainties as well as the model and parameterisation uncertainties defined in
Section 3.2. The introduction of the parameter Duv as a variation dominates the parameterisation
uncertainty.

8After much analysis work had been done at the initial fit result of 0.1155, further theoretical work led to the
final fit value drifting to 0.1156. In order to avoid a large amount of extra work, it was decided to continue using
the value of 0.1155 for the analysis presented in this section, in the knowledge that such a tiny discrepancy could
not make any di↵erence to the conclusions.
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HERAPDF2.0 Jets NNLO PDFs
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Figure 4: The parton distribution functions xuv, xdv, xg and xS = x(Ū+D̄) of HERAPDF2.0Jets
NNLO, with a) ↵s(M2

Z) fixed to 0.1155 and b) ↵s(M2
Z) fixed to 0.118, at the scale µ2

f = 10 GeV2.
The uncertainties are shown as di↵erently shaded bands.
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Figure 4: The parton distribution functions xuv, xdv, xg and xS = x(Ū+D̄) of HERAPDF2.0Jets
NNLO, with a) ↵s(M2

Z) fixed to 0.1155 and b) ↵s(M2
Z) fixed to 0.118, at the scale µ2

f = 10 GeV2.
The uncertainties are shown as di↵erently shaded bands.
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NEW set of PDFs also determined, HERAPDF2.0Jets NNLO

𝝰s(MZ)=0.118 𝝰s(MZ)=0.1155



  

S

H1 and ZEUS

a) b)

c) d)

Figure 5: Comparison of the parton distribution functions a) xuv, b) xdv, c) xg and d) xS =
x(Ū + D̄) of HERAPDF2.0Jets NNLO with fixed ↵s(M2

Z) = 0.1155 and ↵s(M2
Z) = 0.118, at the

scale µ2
f = 10 GeV2. The total uncertainties are shown as di↵erently hatched bands.
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Figure 7: Comparison of the parton distribution functions xuv, xdv, xg and xS = x(Ū + D̄)
of HERAPDF2.0Jets NNLO with HERAPDF2.0 NNLO based on inclusive data only, both with
fixed ↵s(M2

Z) = 0.118, at the scale µ2
f = 10 GeV2. The uncertainties of HERAPDF2.0Jets NNLO

are shown as di↵erently shaded bands and the central value of HERAPDF2.0 NNLO is shown
as a dotted line.
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comparison with HERAPDF2.0 NNLO, with fixed 𝛂s(MZ)=0.118
(arXiv:1506.06042)

HERAPDF2.0Jets NNLO
𝛂s =0.118

X2/dof=1.199

HERAPDF2.0 NNLO

X2/dof=1.205

http://arxiv.org/abs/arXiv:1506.06042
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Figure 12: Ratios of uncertainties relative to the total uncertainties of HERAPDF2.0 NNLO
for ↵s(M2

Z) = 0.118 a) total, b) experimental, c) experimental plus model, d) experimental plus
parameterisation uncertainties for HERAPDF2.0Jets NNLO for ↵s(M2

Z) = 0.118 and ↵s(M2
Z) =

0.1155, all at the scale µ2
f = 10 GeV2.

30

comparison of uncertainties of new NNLO jets fits with inclusive-only fit

• large-x gluon uncertainties reduced due to jet data
• small-x uncertainties reduced due to reduced model uncertainties in Mc and μf0

2
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Figure 5: Comparison of the parton distribution functions a) xuv, b) xdv, c) xg and d) xS =
x(Ū + D̄) of HERAPDF2.0Jets NNLO with fixed ↵s(M2

Z) = 0.1155 and ↵s(M2
Z) = 0.118, at the

scale µ2
f = 10 GeV2. The total uncertainties are shown as di↵erently hatched bands.
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• HERAPDF2.0 family of PDFs completed by performing an NNLO QCD fit 
including HERA DIS inclusive-jet and di-jet data

• possible due to theoretical (NNLOJet) and fast interpolation grid technology developments 
(APPLfast) 

• two new PDF sets, to appear in LHAPDF:
• HERAPDF2.0Jets NNLO 𝛂s(MZ)=0.1180 (PDG value)
• HERAPDF2.0Jets NNLO 𝛂s(MZ)=0.1155  (value favoured by new fits) 

• jet data allows constraint of 𝛂s(MZ) – new HERA NNLO PDF+𝛂s result: 

with scale uncerts. evaluated in same way as previous NLO result:                            

cf. NLO value:

shift downwards at NNLO and reduction in scale uncertainties
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4 HERAPDF2.0Jets NNLO – results

4.1 Simultaneous determination of ↵s(M2
Z
) and PDFs

In pQCD fits to inclusive DIS data alone, the gluon PDF is only determined via the DGLAP
equations, using the observed scaling violations. This results in a strong correlation between the
shape of the gluon distribution and the value of ↵s(M2

Z). Data on jet-production cross sections
provide an independent constraint on the gluon distribution and are also directly sensitive to
↵s(M2

Z). Thus, such data are essential for an accurate simultaneous determination of ↵s(M2
Z) and

the gluon distribution.

When determining ↵s(M2
Z), it is necessary to consider so-called “scale uncertainties”, which

serve as a proxy for the uncertainties due to the unknown higher-order contributions in the
perturbation expansion. These uncertainties were evaluated by varying the renormalisation and
factorisation scales by a factor of two, both separately and simultaneously7. The maximum
positive and negative deviations of the result were assigned as the scale uncertainties on ↵s(M2

Z).
These were observed for the variations (2.0µr, 1.0µf) and (0.5µr, 1.0µf), respectively.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) resulted in

↵s(M2
Z) = 0.1156 ± 0.0011 (exp) +0.0001

�0.0002 (model + parameterisation) ± 0.0029 (scale) , (7)

where “exp” denotes the experimental uncertainty, which was taken as the fit uncertainty, includ-
ing the contribution from hadronisation uncertainties. The value of ↵s(M2

Z) and the size of the
experimental uncertainty were confirmed by a scan in ↵s(M2

Z), for which the resulting �2 values
are shown in Fig. 2. The clear minimum observed in �2 coincides with the value of ↵s(M2

Z) listed
in Eq. (7). The width of the minimum in �2 confirms the fit uncertainty. The combined model
and parameterisation uncertainty shown in Fig. 2 was determined by performing similar scans,
for which the values of the model parameters and the parameterisation were varied as described
in Section 3.1.

Figure 2 also shows the scale uncertainty, which dominates the total uncertainty. The scale
uncertainty as listed in Eq. (7) was evaluated under the assumption of 100 % correlated un-
certainties between bins and data sets. The previously published result at NLO [2] had scale
uncertainties calculated under the assumption of 50 % correlated and 50 % uncorrelated uncer-
tainties between bins and data sets, owing to the inclusion of heavy-quark and trijet data. A
strong motivation to determine ↵s(M2

Z) at NNLO was the expectation of a substantial reduction
in the scale uncertainty. Therefore, the analysis was repeated for these assumptions in order to
compare the NNLO to the NLO scale uncertainties. The re-evaluated NNLO scale uncertainty
of (±0.0022) is indeed significantly lower than the (+0.0037,�0.0030) previously observed in
the HERAPDF2.0Jets NLO analysis.

The HERAPDF2.0Jets NNLO fit with free ↵s(M2
Z) was based on 1363 data points and had

a �2/degree of freedom (d.o.f.) = 1614/1348 = 1.197. This can be compared to the �2/d.o.f. =
1363/1131 = 1.205 for HERAPDF2.0 NNLO based on inclusive data only [2]. The similarity
of the �2/d.o.f. values indicates that the data on jet production do not introduce any additional
tension into the fit and are fully consistent with the inclusive data.

7This procedure is often called the 9-point variation, where the nine variations are (0.5µr, 0.5µf ), (0.5µr, 1.0µf ),
(0.5µr, 2.0µf ), (1.0µr, 0.5µf ), (1.0µr, 1.0µf ), (1.0µr, 2.0µf ), (2.0µr, 0.5µf ), (2.0µr, 1.0µf ), (2.0µr, 2.0µf ).
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DIS – the best tool to probe proton structure

Gluon from the scaling violations: DGLAP 
equations tell us how the partons evolve

LO expressions

The HERAPDF2.0 is the PDF which comes from QCD fits of the combined HERA
e±p scattering data Phys Rev D93(2016)092002
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Neutral Current:

Charged Current:

flavour decomposition

LO expressions

quarks pdfs valence quarks gluon via 𝓞(𝛂s)
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gluon from scaling violations:

Deep Inelastic Scattering (DIS) is the best tool to probe proton structure

Gluon from the scaling violations: DGLAP 
equations tell us how the partons evolve

LO expressions

2
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Figure 1.1: Coverage of the kinematic plane in deep inelastic lepton-proton scattering by some initial
fixed target experiments, with electrons (SLAC) and muons (NMS, BCDMS), and by the ep colliders:
the EIC (green), HERA (yellow), the LHeC (blue) and the FCC-eh (brown). The low Q

2 region for the
colliders is here limited to about 0.2 GeV2, which is covered by the central detectors, roughly and perhaps
using low electron beam data. Electron taggers may extend this to even lower Q

2. The high Q
2 limit at

fixed x is given by the line of inelasticity y = 1. Approximate limitations of acceptance at medium x, low
Q

2 are illustrated using polar angle limits of ⌘ = � ln tan ✓/2 of 4, 5, 6 for the EIC, LHeC, and FCC-eh,
respectively. These lines are given by x = exp ⌘ ·

p
Q2/2Ep, and can be moved to larger x when Ep is

lowered below the nominal values.

.

o↵ers a unique potential to test the electroweak SM in the spacelike region with unprece-217

dented precision. The high ep cms energy leads to the copious production of top quarks,218

of about 2 · 106 single top and 5 · 104
tt̄ events. Top production could not be observed219

at HERA but will thus become a central theme of precision and discovery physics with220

the LHeC. In particular, the top momentum fraction, top couplings to the photon, the W221

boson and possible flavour changing neutral currents (FCNC) interactions can be studied222

in a uniquely clean environment (Chapter 5).223

• The LHeC extends the kinematic range in lepton-nucleus scattering by nearly four orders224

of magnitude. It thus will transform nuclear particle physics completely, by resolving the225

hitherto hidden parton dynamics and substructure in nuclei and clarifying the QCD base226

for the collective dynamics observed in QGP phenomena (Chapter 6).227

• The clean DIS final state in neutral and charged current scattering and the high integrated228
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HERAPDF parameterisation

24

(extra negative term for gluon       – )

ATLASepWZ16 Parameterisation 14

xf(x) = A

Regge theory inspired??y
xB

f(1)=0
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With constraints:
Aū = Ad̄
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which ensure ū = d̄ as x ! 0.
Ag (momentum sum rule)

Auv , Adv (number sum rule)

C 0
g = 25 >> Cg suppresses at

high x

s = s̄

22 parameters - 7 constraints = 15 degrees of freedom

EDS 2019

• Fits are performed using DIS data from HERA and the ATLAS Electroweak boson data 

• The xFitter† package is used, with LHC cross sections reproduced using fastNLO and APPLgrid 

• NNLO corrections included as K-factors

• Parameterisation …

• Additional constraints for the central fit from sum rules, and also                    and                               ,  with         and        free parameters, with                       
and        fixed >>         ( some constraints relaxed for the model uncertainty )

• This yields a 16 parameter central fit using a fixed strong coupling and a starting scale of Q2 = 1.9 GeV2

• NB: Greyed out parameters varied as part of the model dependency systematics, along with allowing some of the central fit contained parameters to vary 
independently 

• First produce update to the epWZ16 fits using the newer methodology as a consistency check using both combined and uncombined data - new fits 
ATLAS epWZ19 C (combined) and ATLAS epWZ19 U (uncombined)

ATLAS epWZ+Wjets QCD fit technicalities 

6

  The XXVII International Workshop on DIS 2019, Torino, Italia

Aū = Ad̄ Bs̄ = Bū = Bd̄ As̄Cs̄
s(x) = s̄(x)

†xFitter program, www.xfitter.org;  S. Alekhin et al. Eur. Phys. J. C 75 (2015) 304, arXiv: 1410.4412 [hep-ph]
M Sutton - The proton PDF including W+jet data at ATLAS
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2)

xs̄(x) = As̄x
Bs̄(1� x)Cs̄(1+Ds̄x+ Es̄x

2)

xg(x) = Agx
Bg (1� x)Cg (1+Dgx+ Egx

2) +A0
gx

B0
g (1� x)C

0
g

<latexit sha1_base64="mp5qcIIUhh9VuUqajCSQRusOgvU=">AAAFAnicjZTNbtNAEMfd2oViPprCkcuKiKohIrJzACSEVFqKOBaJtJXixFqvN65Vf7G7jhytfOMJuMITcENceREegPdg/YE/4ggxkq2Z2Zn5/Xe1thV5LmWa9mtrW1Z2btzcvaXevnP33l5v//45DWOC8ASFXkguLUix5wZ4wlzm4cuIYOhbHr6wrk+y9YslJtQNgw9sFeGZD53AXbgIMpEy9+Udw8YL0ZyP4v7KIXCV8uKtjZ6lqqoaFnbcgOOPASQi/yRVgbDENpeHyQAcvDoAr00em8s0mfPjwksP9afJYM5PqpAbLcLwjcntrGV4WjrzcTpYKwLGSwMnEXhblqSGUaDjFtqu0HYbnYdgIzuXm2bwQvj4f9iJYUHC7bTBLjMl/2/U0FClNuuo+jMp9TBxFhUv7vDiFi/u8uKCVwGyhnX4aXNYk0c7PNri0S6P/nt/tLk/WvNAbolT85yc49Tznc1XxykGOsWooWiccyMiro8LpXXYGFXnVAMHdvNCm72+NtJyA11HL52+VNqZ2ftt2CGKfRww5EFKp7oWsRmHhLnIwwIQUxxBdA0dPBVuAH1MZzzfRwoei4wNFiERT8BAnm12cOhTuvItUelDdkXX17LkprVpzBYvZtwNopjhABWgRewBFoLs4we2SzBi3ko4EBFXaAXoChKImPhFtChJIVWci75+Cl3nfDzStZH+ftw/Oi5PaFd6KD2SDiVdei4dSe+kM2kiIdmTP8tf5K/KJ+Wb8l35UZRub5U9D6SWKT//AOZTtEk=</latexit><latexit sha1_base64="mp5qcIIUhh9VuUqajCSQRusOgvU=">AAAFAnicjZTNbtNAEMfd2oViPprCkcuKiKohIrJzACSEVFqKOBaJtJXixFqvN65Vf7G7jhytfOMJuMITcENceREegPdg/YE/4ggxkq2Z2Zn5/Xe1thV5LmWa9mtrW1Z2btzcvaXevnP33l5v//45DWOC8ASFXkguLUix5wZ4wlzm4cuIYOhbHr6wrk+y9YslJtQNgw9sFeGZD53AXbgIMpEy9+Udw8YL0ZyP4v7KIXCV8uKtjZ6lqqoaFnbcgOOPASQi/yRVgbDENpeHyQAcvDoAr00em8s0mfPjwksP9afJYM5PqpAbLcLwjcntrGV4WjrzcTpYKwLGSwMnEXhblqSGUaDjFtqu0HYbnYdgIzuXm2bwQvj4f9iJYUHC7bTBLjMl/2/U0FClNuuo+jMp9TBxFhUv7vDiFi/u8uKCVwGyhnX4aXNYk0c7PNri0S6P/nt/tLk/WvNAbolT85yc49Tznc1XxykGOsWooWiccyMiro8LpXXYGFXnVAMHdvNCm72+NtJyA11HL52+VNqZ2ftt2CGKfRww5EFKp7oWsRmHhLnIwwIQUxxBdA0dPBVuAH1MZzzfRwoei4wNFiERT8BAnm12cOhTuvItUelDdkXX17LkprVpzBYvZtwNopjhABWgRewBFoLs4we2SzBi3ko4EBFXaAXoChKImPhFtChJIVWci75+Cl3nfDzStZH+ftw/Oi5PaFd6KD2SDiVdei4dSe+kM2kiIdmTP8tf5K/KJ+Wb8l35UZRub5U9D6SWKT//AOZTtEk=</latexit><latexit sha1_base64="mp5qcIIUhh9VuUqajCSQRusOgvU=">AAAFAnicjZTNbtNAEMfd2oViPprCkcuKiKohIrJzACSEVFqKOBaJtJXixFqvN65Vf7G7jhytfOMJuMITcENceREegPdg/YE/4ggxkq2Z2Zn5/Xe1thV5LmWa9mtrW1Z2btzcvaXevnP33l5v//45DWOC8ASFXkguLUix5wZ4wlzm4cuIYOhbHr6wrk+y9YslJtQNgw9sFeGZD53AXbgIMpEy9+Udw8YL0ZyP4v7KIXCV8uKtjZ6lqqoaFnbcgOOPASQi/yRVgbDENpeHyQAcvDoAr00em8s0mfPjwksP9afJYM5PqpAbLcLwjcntrGV4WjrzcTpYKwLGSwMnEXhblqSGUaDjFtqu0HYbnYdgIzuXm2bwQvj4f9iJYUHC7bTBLjMl/2/U0FClNuuo+jMp9TBxFhUv7vDiFi/u8uKCVwGyhnX4aXNYk0c7PNri0S6P/nt/tLk/WvNAbolT85yc49Tznc1XxykGOsWooWiccyMiro8LpXXYGFXnVAMHdvNCm72+NtJyA11HL52+VNqZ2ftt2CGKfRww5EFKp7oWsRmHhLnIwwIQUxxBdA0dPBVuAH1MZzzfRwoei4wNFiERT8BAnm12cOhTuvItUelDdkXX17LkprVpzBYvZtwNopjhABWgRewBFoLs4we2SzBi3ko4EBFXaAXoChKImPhFtChJIVWci75+Cl3nfDzStZH+ftw/Oi5PaFd6KD2SDiVdei4dSe+kM2kiIdmTP8tf5K/KJ+Wb8l35UZRub5U9D6SWKT//AOZTtEk=</latexit><latexit sha1_base64="mp5qcIIUhh9VuUqajCSQRusOgvU=">AAAFAnicjZTNbtNAEMfd2oViPprCkcuKiKohIrJzACSEVFqKOBaJtJXixFqvN65Vf7G7jhytfOMJuMITcENceREegPdg/YE/4ggxkq2Z2Zn5/Xe1thV5LmWa9mtrW1Z2btzcvaXevnP33l5v//45DWOC8ASFXkguLUix5wZ4wlzm4cuIYOhbHr6wrk+y9YslJtQNgw9sFeGZD53AXbgIMpEy9+Udw8YL0ZyP4v7KIXCV8uKtjZ6lqqoaFnbcgOOPASQi/yRVgbDENpeHyQAcvDoAr00em8s0mfPjwksP9afJYM5PqpAbLcLwjcntrGV4WjrzcTpYKwLGSwMnEXhblqSGUaDjFtqu0HYbnYdgIzuXm2bwQvj4f9iJYUHC7bTBLjMl/2/U0FClNuuo+jMp9TBxFhUv7vDiFi/u8uKCVwGyhnX4aXNYk0c7PNri0S6P/nt/tLk/WvNAbolT85yc49Tznc1XxykGOsWooWiccyMiro8LpXXYGFXnVAMHdvNCm72+NtJyA11HL52+VNqZ2ftt2CGKfRww5EFKp7oWsRmHhLnIwwIQUxxBdA0dPBVuAH1MZzzfRwoei4wNFiERT8BAnm12cOhTuvItUelDdkXX17LkprVpzBYvZtwNopjhABWgRewBFoLs4we2SzBi3ko4EBFXaAXoChKImPhFtChJIVWci75+Cl3nfDzStZH+ftw/Oi5PaFd6KD2SDiVdei4dSe+kM2kiIdmTP8tf5K/KJ+Wb8l35UZRub5U9D6SWKT//AOZTtEk=</latexit>

C 0
g

<latexit sha1_base64="/vJT1lEX6bf4UG+mZHq0/iBg0gM=">AAACFnicbVDLSsNAFJ34rPFVdekmWAQRLEk3uix247KCfUBTw2Ry2w6dmcSZiRBCv8KNv+LGhSJuxZ1/4/SxqK0HLhzOuZd77wkTRpV23R9rZXVtfWOzsGVv7+zu7RcPDpsqTiWBBolZLNshVsCogIammkE7kYB5yKAVDmtjv/UIUtFY3OksgS7HfUF7lGBtpKB44YfQpyKHB4GlxNn5yK4F/Xs/kZSD7YOI5q2gWHLL7gTOMvFmpIRmqAfFbz+KScpBaMKwUh3PTXQ3x1JTwmBk+6mCBJMh7kPHUIE5qG4+eWvknBolcnqxNCW0M1HnJ3LMlcp4aDo51gO16I3F/7xOqntX3ZyKJNUgyHRRL2WOjp1xRk5EJRDNMkMwkdTc6pABlphok+Q4BG/x5WXSrJQ9t+zdVkrV61kcBXSMTtAZ8tAlqqIbVEcNRNATekFv6N16tl6tD+tz2rpizWaO0B9YX79HM59n</latexit><latexit sha1_base64="/vJT1lEX6bf4UG+mZHq0/iBg0gM=">AAACFnicbVDLSsNAFJ34rPFVdekmWAQRLEk3uix247KCfUBTw2Ry2w6dmcSZiRBCv8KNv+LGhSJuxZ1/4/SxqK0HLhzOuZd77wkTRpV23R9rZXVtfWOzsGVv7+zu7RcPDpsqTiWBBolZLNshVsCogIammkE7kYB5yKAVDmtjv/UIUtFY3OksgS7HfUF7lGBtpKB44YfQpyKHB4GlxNn5yK4F/Xs/kZSD7YOI5q2gWHLL7gTOMvFmpIRmqAfFbz+KScpBaMKwUh3PTXQ3x1JTwmBk+6mCBJMh7kPHUIE5qG4+eWvknBolcnqxNCW0M1HnJ3LMlcp4aDo51gO16I3F/7xOqntX3ZyKJNUgyHRRL2WOjp1xRk5EJRDNMkMwkdTc6pABlphok+Q4BG/x5WXSrJQ9t+zdVkrV61kcBXSMTtAZ8tAlqqIbVEcNRNATekFv6N16tl6tD+tz2rpizWaO0B9YX79HM59n</latexit><latexit sha1_base64="/vJT1lEX6bf4UG+mZHq0/iBg0gM=">AAACFnicbVDLSsNAFJ34rPFVdekmWAQRLEk3uix247KCfUBTw2Ry2w6dmcSZiRBCv8KNv+LGhSJuxZ1/4/SxqK0HLhzOuZd77wkTRpV23R9rZXVtfWOzsGVv7+zu7RcPDpsqTiWBBolZLNshVsCogIammkE7kYB5yKAVDmtjv/UIUtFY3OksgS7HfUF7lGBtpKB44YfQpyKHB4GlxNn5yK4F/Xs/kZSD7YOI5q2gWHLL7gTOMvFmpIRmqAfFbz+KScpBaMKwUh3PTXQ3x1JTwmBk+6mCBJMh7kPHUIE5qG4+eWvknBolcnqxNCW0M1HnJ3LMlcp4aDo51gO16I3F/7xOqntX3ZyKJNUgyHRRL2WOjp1xRk5EJRDNMkMwkdTc6pABlphok+Q4BG/x5WXSrJQ9t+zdVkrV61kcBXSMTtAZ8tAlqqIbVEcNRNATekFv6N16tl6tD+tz2rpizWaO0B9YX79HM59n</latexit><latexit sha1_base64="/vJT1lEX6bf4UG+mZHq0/iBg0gM=">AAACFnicbVDLSsNAFJ34rPFVdekmWAQRLEk3uix247KCfUBTw2Ry2w6dmcSZiRBCv8KNv+LGhSJuxZ1/4/SxqK0HLhzOuZd77wkTRpV23R9rZXVtfWOzsGVv7+zu7RcPDpsqTiWBBolZLNshVsCogIammkE7kYB5yKAVDmtjv/UIUtFY3OksgS7HfUF7lGBtpKB44YfQpyKHB4GlxNn5yK4F/Xs/kZSD7YOI5q2gWHLL7gTOMvFmpIRmqAfFbz+KScpBaMKwUh3PTXQ3x1JTwmBk+6mCBJMh7kPHUIE5qG4+eWvknBolcnqxNCW0M1HnJ3LMlcp4aDo51gO16I3F/7xOqntX3ZyKJNUgyHRRL2WOjp1xRk5EJRDNMkMwkdTc6pABlphok+Q4BG/x5WXSrJQ9t+zdVkrV61kcBXSMTtAZ8tAlqqIbVEcNRNATekFv6N16tl6tD+tz2rpizWaO0B9YX79HM59n</latexit>

• generic form as for HERAPDF2.0 NNLO; 
• parameterise: xg, xuv, xdv, xUbar=xubar, xDbar=x(dbar+sbar) at scale 

14 parameter central fit
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Table 2 Central values of
model input parameters and
their one-sigma variations. It
was not possible to implement
the variations marked ∗ because
µf0 < Mc is required, see
Sect. 3.3. In these cases, the
uncertainty on the PDF obtained
from the other variation was
symmetrised

Parameter Central value Downwards variation Upwards variation

Q2
min [GeV2] 3.5 2.5 5.0

fs 0.4 0.3 0.5

Mc [GeV] 1.41 1.37∗ 1.45

Mb [GeV] 4.20 4.10 4.30

µ2
f 0 [GeV2] 1.9 1.6 2.2∗

were not available. The theoretical predictions for the neutral119

current inclusive cross sections used for normalisation2 were120

computed with the same code and theoretical settings used121

for the analysis of the inclusive data.122

Since complete NNLO predictions were not available for123

heavy quarks, the inclusive charm data [29], which were124

included in the analysis at NLO [2], were not explicitly used125

in the PDF fits of the analysis presented here. Heavy-quark126

data [27] were used only to optimise the mass parameter127

values for charm, Mc, and beauty, Mb, which are required128

as input to the adopted RTOPT [26] NNLO approach to the129

fitting of the inclusive data.130

3 QCD analysis131

The present analysis was performed in the same way as all132

previous HERAPDF2.0 analyses [2]. Only cross sections133

for Q2 ≥ Q2
min, with Q2

min = 3.5 GeV2, were used in the134

analysis. The χ2 definition was taken from equation (32) of135

the previous paper [2]. The value of the starting scale for136

the DGLAP evolution was taken as µ2
f0 = 1.9 GeV2. The137

parameterisation of the PDFs and the choice of free parame-138

ters also followed the prescription for the HERAPDF2.0Jets139

NLO analysis, see Sect. 3.1.140

All fits were performed using the program QCDNUM141

[30] within the xFitter (formerly HERAFitter) framework142

[31] and were cross-checked with an independent program,143

which was already used for cross-checks in the HERA-144

PDF2.0 analysis. The results obtained using the two pro-145

grams were in excellent agreement. All numbers presented146

here were obtained using xFitter. The light-quark coefficient147

functions were calculated in QCDNUM. The heavy-quark148

coefficient functions were calculated in the VFNS RTOPT149

[24], with recent modifications [25,26], see Sect. 3.3.150

The present analysis was made possible by the newly151

available calculation of jet-production cross sections at152

NNLO [15–23] using the zero-mass scheme. This is expected153

to be a reasonable approximation when the relevant QCD154

2 The H1 collaboration published jet cross sections normalised to neu-
tral current cross sections because of the partial cancellation of system-
atic uncertainties.

scales are significantly above the charm- and beauty-quark 155

masses. The jet data were included in the fits at full NNLO 156

using predictions for the jet cross sections calculated using 157

NNLOJET [15–17], which was interfaced to the fast grid- 158

interpolation codes, fastNLO [18–20] and APPLgrid [21,22] 159

using the APPLfast framework [23], in order to achieve the 160

required speed for the convolutions needed in an iterative 161

PDF fit. The NNLO jet predictions were provided in the 162

massless scheme and were corrected for hadronisation and 163

Z0 exchange before they were used in the fits. A running 164

electromagnetic α as implemented in the 2012 version of 165

the programme EPRC [32] was used in the treatment of the 166

jet cross sections. The predictions included estimates of the 167

numerical precision, which were taken into account in all 168

fits as 50% correlated and 50% uncorrelated between pro- 169

cesses and bins. These uncertainties are very small, typically 170

between 0.5 and 1.0%. 171

The choice of scales for the jet data had to be adjusted 172

for the NNLO analysis. At NLO, the factorisation scale was 173

chosen as for the inclusive data, i.e. µ2
f = Q2, while the 174

renormalisation scale was linked to the transverse momenta, 175

pT, of the jets as µ2
r = (Q2 + p2

T)/2. For the NNLO anal- 176

ysis, µ2
f = µ2

r = Q2 + p2
T was used for inclusive jets and 177

µ2
f = µ2

r = Q2 + 〈pT〉2
2 for dijets. These changes resulted in 178

improved χ2 values for the fits, confirming previously pub- 179

lished studies [33]. Scale variations were also considered and 180

are discussed in Sects. 4.1 and 4.2. In general, scale varia- 181

tions are used to estimate the uncertainties due to missing 182

higher-order contributions. 183

3.1 Choice of PDF parameterisation and model parameters 184

The choice of parameterisation follows the original concept 185

of HERAPDF2.0, for which all details have been previously 186

published [2]. The parameterisation is an effective way to 187

store the information derived from many data points in a lim- 188

ited set of numbers. The parameterised PDFs, x f (x), are the 189

gluon distribution xg, the valence-quark distributions xuv , 190

xdv , and the u-type and d-type anti-quark distributions xŪ , 191

x D̄, where xŪ = xū and x D̄ = xd̄ + xs̄ at the chosen 192

starting scale. The generic form of the parameterisation for 193
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QCD sum rules constrain: Ag, Auv, Adv

D,E parameters only if favoured by X2
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a PDF f (x) is194

x f (x) = Ax B(1 − x)C (1 + Dx + Ex2). (1)195

For the gluon PDF, an additional term of the form A′
gx B′

g (1−196

x)C ′
g is subtracted.3197

Not all the D and E parameters were required in the fit.198

The so-called χ2 saturation method [2,34] was used to reject199

redundant parameters. Initially, all D and E parameters as200

well as A′
g were set to zero. Extra parameters were introduced201

one at a time until the χ2 of the fit could not be further202

improved. This resulted in a final parameterisation203

xg(x) = Agx Bg (1 − x)Cg − A′
gx B′

g (1 − x)C ′
g , (2)204

xuv(x) = Auv x Buv (1 − x)Cuv

(
1 + Euv x2

)
, (3)205

xdv(x) = Adv x Bdv (1 − x)Cdv , (4)206

xŪ (x) = AŪ x BŪ (1 − x)CŪ
(
1 + DŪ x

)
, (5)207

x D̄(x) = AD̄x BD̄ (1 − x)CD̄ . (6)208

The normalisation parameters, Ag, Auv , Adv , were con-209

strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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a PDF f (x) is194

x f (x) = Ax B(1 − x)C (1 + Dx + Ex2). (1)195

For the gluon PDF, an additional term of the form A′
gx B′

g (1−196

x)C ′
g is subtracted.3197

Not all the D and E parameters were required in the fit.198

The so-called χ2 saturation method [2,34] was used to reject199

redundant parameters. Initially, all D and E parameters as200

well as A′
g were set to zero. Extra parameters were introduced201

one at a time until the χ2 of the fit could not be further202

improved. This resulted in a final parameterisation203

xg(x) = Agx Bg (1 − x)Cg − A′
gx B′

g (1 − x)C ′
g , (2)204

xuv(x) = Auv x Buv (1 − x)Cuv

(
1 + Euv x2

)
, (3)205

xdv(x) = Adv x Bdv (1 − x)Cdv , (4)206

xŪ (x) = AŪ x BŪ (1 − x)CŪ
(
1 + DŪ x

)
, (5)207

x D̄(x) = AD̄x BD̄ (1 − x)CD̄ . (6)208

The normalisation parameters, Ag, Auv , Adv , were con-209

strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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a PDF f (x) is194

x f (x) = Ax B(1 − x)C (1 + Dx + Ex2). (1)195

For the gluon PDF, an additional term of the form A′
gx B′

g (1−196

x)C ′
g is subtracted.3197

Not all the D and E parameters were required in the fit.198

The so-called χ2 saturation method [2,34] was used to reject199

redundant parameters. Initially, all D and E parameters as200

well as A′
g were set to zero. Extra parameters were introduced201

one at a time until the χ2 of the fit could not be further202

improved. This resulted in a final parameterisation203

xg(x) = Agx Bg (1 − x)Cg − A′
gx B′

g (1 − x)C ′
g , (2)204

xuv(x) = Auv x Buv (1 − x)Cuv

(
1 + Euv x2

)
, (3)205

xdv(x) = Adv x Bdv (1 − x)Cdv , (4)206

xŪ (x) = AŪ x BŪ (1 − x)CŪ
(
1 + DŪ x

)
, (5)207

x D̄(x) = AD̄x BD̄ (1 − x)CD̄ . (6)208

The normalisation parameters, Ag, Auv , Adv , were con-209

strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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a PDF f (x) is194

x f (x) = Ax B(1 − x)C (1 + Dx + Ex2). (1)195

For the gluon PDF, an additional term of the form A′
gx B′

g (1−196

x)C ′
g is subtracted.3197

Not all the D and E parameters were required in the fit.198

The so-called χ2 saturation method [2,34] was used to reject199

redundant parameters. Initially, all D and E parameters as200

well as A′
g were set to zero. Extra parameters were introduced201

one at a time until the χ2 of the fit could not be further202

improved. This resulted in a final parameterisation203

xg(x) = Agx Bg (1 − x)Cg − A′
gx B′

g (1 − x)C ′
g , (2)204

xuv(x) = Auv x Buv (1 − x)Cuv

(
1 + Euv x2

)
, (3)205

xdv(x) = Adv x Bdv (1 − x)Cdv , (4)206

xŪ (x) = AŪ x BŪ (1 − x)CŪ
(
1 + DŪ x

)
, (5)207

x D̄(x) = AD̄x BD̄ (1 − x)CD̄ . (6)208

The normalisation parameters, Ag, Auv , Adv , were con-209

strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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a PDF f (x) is194

x f (x) = Ax B(1 − x)C (1 + Dx + Ex2). (1)195

For the gluon PDF, an additional term of the form A′
gx B′

g (1−196

x)C ′
g is subtracted.3197

Not all the D and E parameters were required in the fit.198

The so-called χ2 saturation method [2,34] was used to reject199

redundant parameters. Initially, all D and E parameters as200

well as A′
g were set to zero. Extra parameters were introduced201

one at a time until the χ2 of the fit could not be further202

improved. This resulted in a final parameterisation203

xg(x) = Agx Bg (1 − x)Cg − A′
gx B′

g (1 − x)C ′
g , (2)204

xuv(x) = Auv x Buv (1 − x)Cuv

(
1 + Euv x2

)
, (3)205

xdv(x) = Adv x Bdv (1 − x)Cdv , (4)206

xŪ (x) = AŪ x BŪ (1 − x)CŪ
(
1 + DŪ x

)
, (5)207

x D̄(x) = AD̄x BD̄ (1 − x)CD̄ . (6)208

The normalisation parameters, Ag, Auv , Adv , were con-209

strained by the quark-number and momentum sum rules. The210

B parameters, BŪ and BD̄ , were set equal, resulting in a sin-211

gle B parameter for the sea distributions.212

The strange-quark distribution was expressed as an x-213

independent fraction, fs , of the d-type sea, xs̄ = fs x D̄ at214

the starting scale µf0. The value fs = 0.4 was chosen to215

be a compromise between the suppressed strange sea seen in216

neutrino-induced di-muon production [35,36] and the unsup-217

pressed strange sea seen by the ATLAS collaboration [37].218

The further constraint AŪ = AD̄(1 − fs), together with the219

requirement BŪ = BD̄ , ensured that xū → xd̄ as x → 0.220

The final parameterisation together with the constraints221

became the basis of the 14-parameter fit which was used222

throughout the analysis. The parameterisation is identical to223

the parameterisation used previously for the analysis of the224

inclusive data [2].225

3.2 Model and parameterisation uncertainties226

Model and parameterisation uncertainties on the PDFs were227

evaluated by using fits with modified input assumptions. The228

central values of the model parameters and their variations229

are summarised in Table 2. The uncertainties on the PDFs230

obtained from variations of Mc, Mb, fs and Q2
min were added231

in quadrature, separately for positive and negative uncertain-232

ties, and represent the model uncertainty.233

The symmetrised uncertainty obtained from the down-234

ward variation of µ2
f0 from 1.9 to 1.6 GeV, see also Sect. 3.3,235

was taken as a parameterisation uncertainty. In addition, a236

3 The parameter C ′
g = 25 was fixed since the fit is not sensitive to this

value, provided it is high enough (C ′
g > 15) to ensure that the term does

not contribute at large x .

variation of the number of terms in the polynomial (1 + 237

Dx + Ex2) was considered for each of the parton distri- 238

butions listed in Eqs. (2)–(6). For this, all 15-parameter fits 239

which have one more non-zero free D or E parameter were 240

considered as possible variants and the resulting PDFs com- 241

pared to the PDF from the 14-parameter central fit. The only 242

visible change in the shapes of the PDFs was observed for 243

the addition of a Duv parameter. The maximal deviation of 244

the fit at each x value was considered an uncertainty, forming 245

an envelope around the central fit. 246

3.3 Optimisation of Mc and Mb 247

The RTOPT scheme used to calculate predictions for the 248

inclusive data requires the charm- and beauty-mass param- 249

eters, Mc and Mb, as input. As new combined HERA data 250

on heavy-quark production [27] became available, the opti- 251

mal values of these mass parameters were reevaluated. The 252

previously established procedure [2,34] was applied to these 253

new heavy quark data together with the combined inclusive 254

data [2]. The procedure comprises multiple pQCD fits with 255

varying choices of the Mc and Mb parameters. The param- 256

eter values resulting in the lowest χ2 values of the fit were 257

chosen. This was done both at NNLO and NLO to provide 258

consistent sets of Mc and Mb for future pQCD analyses. The 259

uncertainties of the mass parameters were determined by fit- 260

ting the χ2 values with a quadratic function and finding the 261

mass-parameter values corresponding to "χ2 = 1. 262

At NNLO (NLO), the fits for the optimisation were per- 263

formed with fixed values of αs = 0.11554 (αs = 0.118).5 As 264

a first iteration at NNLO (NLO), the mass parameter values 265

used for HERAPDF2.0 NNLO (NLO) were used as fixed 266

points, so that Mc was varied with fixed Mb = 4.5 GeV 267

(4.5 GeV) and Mb was varied with fixed Mc = 1.43 GeV 268

(1.47 GeV). In every iteration to determine Mb (Mc), the 269

mass-parameter value for Mc (Mb) as obtained from the 270

previous iteration was used as a new fixed point. The iter- 271

ations were terminated once values stable to within 0.1% for 272

Mc and Mb were obtained. The final χ2 scans at NNLO 273

are shown in Fig. 1a, c and at NLO in Fig. 1b, d. The 274

resulting values at NNLO are Mc = 1.41 ± 0.04 GeV 275

and Mb = 4.20 ± 0.10 GeV, compatible with the values 276

determined for HERAPDF2.0 NNLO, with slightly reduced 277

uncertainties. The values at NLO are Mc = 1.46±0.04 GeV 278

and Mb = 4.30 ± 0.10 GeV. The minimum in χ2 for the 279

parameter Mc at NNLO is observed close to the technical 280

limit of the fitting procedure, µf0 < Mc. The model uncer- 281

4 A cross-check was performed with the fixed value of αs = 0.118
and no significant difference in the resulting Mc and Mb values was
observed.
5 The value 0.118 was used in the pQCD analysis of heavy-quark data
[27].
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Figure 6: Comparison of the parton distribution functions a) xuv, b) xdv, c) xg and d) xS =
x(Ū + D̄) of HERAPDF2.0Jets NNLO with fixed ↵s(M2

Z) = 0.1155 and ↵s(M2
Z) = 0.118, at

the scale µ2
f = M2

Z with MZ = 91.19 GeV [38]. The total uncertainties are shown as di↵erently
hatched bands.
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Figure 8: Comparison of the normalised uncertainties on the gluon PDFs of HERAPDF2.0Jets
NNLO and HERAPDF2.0 NNLO, both for ↵s(M2

Z) = 0.118 and at the scale µ2
f = 10 GeV2, for

a) experimental (fit), b) experimental plus model, c) experimental plus parameterisation, d) total
uncertainties. The uncertainties on both gluon PDFs are shown as di↵erently hatched bands.
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Fig. 9 Comparison of the normalised uncertainties on the gluon
PDFs of HERAPDF2.0Jets NNLO and HERAPDF2.0 NNLO, both
for αs(M2

Z ) = 0.118 and at the scale µ2
f = M2

Z , for a experimental

(fit), b experimental plus model, c experimental plus parameterisation,
d total uncertainties. The uncertainties on both gluon PDFs are shown
as differently hatched bands

HERAPDF2.0Jets NNLO were computed using the assump-515

tion of massless jets, i.e. the transverse energy, ET, and the516

transverse momentum of a jet, pT, were assumed to be equiv-517

alent. For the inclusive-jet analyses, each jet pT entered the518

cross-section calculation separately. For dijet analyses, the519

average of the transverse momenta of the two jets, 〈pT〉2,520

was used. The factorisation and renormalisation scales were521

set accordingly for calculating predictions. Scale uncertain-522

ties were not considered [16] for the comparisons to data. The523

predictions based on the PDFs of HERAPDF2.0Jets NNLO524

describe the data on jet production well, demonstrating con-525

sistency of the inclusive and the jet-production data sets that526

were used in the current analysis.527

5 Summary 528

The HERA DIS data set on inclusive ep scattering as pub- 529

lished by the H1 and ZEUS collaborations [2], together with 530

selected data on jet production, published separately by the 531

two collaborations, have been used as input to a pQCD anal- 532

ysis at NNLO. 533

An analysis was performed where αs(M2
Z ) and the PDFs 534

were fitted simultaneously. This resulted in a value of 535

αs(M2
Z ) = 0.1156 ± 0.0011 (exp)+0.0001

−0.0002 (model+ parame- 536

terisation) ± 0.0029 (scale). This result for αs(M2
Z ) is com- 537

patible with the world average [38] and is competitive in com- 538

parison with other determinations at NNLO. The scale uncer- 539
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Fig. 10 Comparison of the normalised uncertainties on the gluon PDFs
of HERAPDF2.0Jets NNLO for αs(M2

Z ) = 0.1155 and HERAPDF2.0
NNLO for αs(M2

Z ) = 0.118, both at the scale µ2
f = 10 GeV2, for

a experimental (fit), b experimental plus model, c experimental plus
parameterisation, d total uncertainties. The uncertainties on both gluon
PDFs are shown as differently hatched bands

tainties were calculated under the assumption of fully corre-540

lated uncertainties between bins and data sets. They would541

decrease to ±0.0022 under the assumption of 50% corre-542

lated and 50% uncorrelated uncertainties, which is the value543

that can be directly compared to the previously published [2]544

scale uncertainties of (+0.0037,−0.0030) observed in the545

HERAPDF2.0Jets NLO analysis.546

Two sets of PDFs were determined for HERAPDF2.0Jets547

NNLO for fixed αs(M2
Z ) = 0.1155 and αs(M2

Z ) = 0.118.548

They are available to the community [39]. Comparisons549

between the PDFs of HERAPDF2.0Jets NNLO obtained for550

the two values of αs(M2
Z ) were shown, as well as compar-551

isons to HERAPDF2.0 NNLO, for which jet data were not 552

used as input to the fit. The PDFs of HERAPDF2.0Jets NNLO 553

and HERAPDF2.0 NNLO are consistent over the whole kine- 554

matic range. This also demonstrates the consistency of the jet 555

data and the inclusive data at NNLO level. The switch from 556

NLO to NNLO led to a lower value of αs(M2
Z ). The inclu- 557

sion of the jet data reduced the uncertainty on the gluon PDF. 558

Predictions based on the PDFs of HERAPDF2.0Jets NNLO 559

give an excellent description of the jet-production data used 560

as input. 561
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new NNLO jets fit at 𝛂s(MZ)=0.1155 vs HERAPDF2.0 NNLO with 𝛂s(MZ)=0.118



un
co

rr
ec

te
d 

pr
oo

f

Eur. Phys. J. C  _#####################_ Page 17 of 33 _####_

Fig. 11 Comparison of the normalised uncertainties on the gluon PDFs
of HERAPDF2.0Jets NNLO for αs(M2

Z ) = 0.1155 and HERAPDF2.0
NNLO for αs(M2

Z ) = 0.118, both at the scale µ2
f = M2

Z , for a experi-

mental, i.e. fit, b experimental plus model, c) experimental plus param-
eterisation, d total uncertainties. The uncertainties on both gluon PDFs
are shown as differently hatched bands
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new NNLO jets fit at 𝛂s(MZ)=0.1155 vs HERAPDF2.0 NNLO with 𝛂s(MZ)=0.118
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Figure 12: Ratios of uncertainties relative to the total uncertainties of HERAPDF2.0 NNLO
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Z) = 0.118 and ↵s(M2
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Some remarks on NLO to NNLO comparison- (not in the paper)
Our present NNLO result using ½ correlated and ½ uncorrelated scale uncertainty

Maybe compared with the NLO result
ĮS(MZ) =0.1183 ± 0.0008(exp)±0.0012(had)+0.0003

/-0.0005(mod/param) +0.0037
/-0.003(scale)

BUT 

Įs(MZ) = 0.1156 ± 0.0011(exp) + 0.0001 
-0.0002(model+parametrisation ± 0.0022(scale) 

µ > 10 GeV

(from A. Cooper-Sarkar, alpha-s 2022 workshop)
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An NLO and an NNLO fit can be done under the common conditions:

What do we mean when we say the H1 low Q2 jets cannot be well fitted at NLO?
6LPSO\�WKLV��WKDW�DW�11/2�WKH�LQFUHDVH�LQ�RYHUDOO�Ȥ��RI�WKH�ILW�ZKHQ�WKH����GDWD�SWV�RI�WKHVH�
GDWD�DUH�DGGHG�LV�a����H[DFW�YDOXH�GHSHQGV�RQ�ĮS(MZ) and on scale choice)
:KHUHDV�DW�1/2�WKH�LQFUHDVH�LQ�RYHUDOO�Ȥ��RI�WKH�ILW�ZKHQ�WKH����GDWD�SWV�RI�WKHVH�GDWD�DUH�
added is ~180.

µ < 10 GeV

0.1186 ± 0.0014(exp) NLOThe values of ĮS(MZ) obtained for these conditions are:
0.1186 ± 0.0014(exp) NLO and 0.1144 ± 0.0013(exp) NNLO.
The change of the NNLO value from the preferred value of 0.1156 is mostly 
due to the exclusion of the H1 lowQ2 data and the low-pT points at high Q2

(from A. Cooper-Sarkar, alpha-s 2022 workshop)
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Figure 1: Di↵erence between �2 and �2
min versus a) Mc for Mb = 4.2 GeV at NNLO with

↵s(M2
Z) = 0.1155, b) Mc for Mb = 4.3 GeV at NLO with ↵s(M2

Z) = 0.118, c) Mb with
Mc = 1.41 GeV at NNLO with ↵s(M2

Z) = 0.1155, d) Mb with Mc = 1.46 GeV at NLO with
↵s(M2

Z) = 0.118.
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min versus a) Mc for Mb = 4.2 GeV at NNLO with

↵s(M2
Z) = 0.1155, b) Mc for Mb = 4.3 GeV at NLO with ↵s(M2

Z) = 0.118, c) Mb with
Mc = 1.41 GeV at NNLO with ↵s(M2

Z) = 0.1155, d) Mb with Mc = 1.46 GeV at NLO with
↵s(M2

Z) = 0.118.

19

• since publication of HERAPDF2.0, new HERA combined charm and beauty data 
published, EPJ C78 (2018), 473 – affects evaluation of optimal Mc and Mb

• Heavy Quark (HQ) coefficient functions evaluated using Thorne-Roberts 
Optimised Variable Flavour Number Scheme

• optimal Mc and Mb values for current study chosen from X2 scans performed 
using inclusive and HQ data (iterative procedure; further details in next slide)

Mc=1.41±0.04 GeV Mb=4.20±0.10 GeV

https://arxiv.org/abs/1804.01019
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min versus a) Mc for Mb = 4.2 GeV at NNLO with

↵s(M2
Z) = 0.1155, b) Mc for Mb = 4.3 GeV at NLO with ↵s(M2

Z) = 0.118, c) Mb with
Mc = 1.41 GeV at NNLO with ↵s(M2

Z) = 0.1155, d) Mb with Mc = 1.46 GeV at NLO with
↵s(M2

Z) = 0.118.
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• X2 scans performed versus Mc and Mb using inclusive and heavy quark data
• start with 𝛂s(MZ)=0.118 and the usual HERAPDF2.0 parameterisation; perform scan and 

adopt resulting values of Mc and Mb
• then fit for 𝛂s(MZ) including jet data
• Since new value (𝛂s(MZ)=0.1156) is obtained (see slide 10), scans are revisited obtaining 

very slightly different Mc and Mb values
• then refit for 𝛂s(MZ) using these new Mc and Mb values – 𝛂s(MZ)=0.1156 is unchanged
• then recheck parameterisation with new Mc, Mb, 𝛂s(MZ)=0.1156 AND jet data added
• previous parameterisation confirmed – no further iteration needed!

Mc=1.41±0.04 GeV Mb=4.20±0.10 GeV

(from A. Cooper-Sarkar)
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cf. HERA jet data

HERAPDF2.0JetsNLO 
𝛂s(MZ)=0.1155 
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Fig. 13 a Differential jet-cross-section predictions, dσ/d pT, based
on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins of Q2

between 5 and 100 GeV2 compared to H1 data [10]. Only data used in the
fit are shown. b Measured cross sections divided by predictions based on
HERAPDF2.0Jets NNLO. The bands represent the total uncertainties

on the predictions excluding scale uncertainties; the bands are so narrow
that they mostly appear as lines. Error bars indicate the full uncertainties
on the data and are smaller than the symbols in (a). In b, the ratio of
predictions based on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.118
and αs(M2

Z ) = 0.1155 is also shown
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Fig. 14 a Differential jet-cross-section predictions, dσ/d pT, based
on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins of Q2

between 150 and 15,000 GeV2 compared to H1 data normalised to neu-
tral current (NC) inclusive cross sections [9]. Only data used in the fit
are shown. b Measured normalised cross sections divided by predic-

tions based on HERAPDF2.0Jets NNLO. The bands represent the total
uncertainties on the predictions excluding scale uncertainties; the bands
are so narrow that they mostly appear as lines. Error bars indicate the
full uncertainties on the data and are smaller than the symbols for some
bins in (a). In b, the ratio of predictions based on HERAPDF2.0Jets
NNLO with αs(M2

Z ) = 0.118 and αs(M2
Z ) = 0.1155 is also shown
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cf. HERA jet data

HERAPDF2.0JetsNLO 
𝛂s(MZ)=0.1155 

PLB 653 (2007) 134

https://www.sciencedirect.com/science/article/abs/pii/S0370269307008799?via%3Dihub
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Fig. 15 a Differential jet-cross-section predictions, dσ/d pT, based
on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins of Q2

between 5.5 and 80 GeV2 compared to H1 data normalised to neu-
tral current (NC) inclusive cross sections [14]. Only data used in the
fit are shown. b Measured normalised cross sections divided by pre-
dictions based on HERAPDF2.0Jets NNLO. The bands represent the

total uncertainties on the predictions excluding scale uncertainties; the
bands are so narrow that they mostly appear as lines. Error bars indi-
cate the full uncertainties on the data and are mostly smaller than
the symbols in (a). In b, the ratio of predictions based on HERA-
PDF2.0Jets NNLO with αs(M2

Z ) = 0.118 and αs(M2
Z ) = 0.1155 is

also shown
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cf. HERA jet data

HERAPDF2.0JetsNLO 
𝛂s(MZ)=0.1155 

EPJ C77 (2017) 215

https://link.springer.com/article/10.1140%2Fepjc%2Fs10052-017-4717-9
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Fig. 16 a Differential dijet-cross-section predictions, dσ/d〈pT〉2,
based on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins
of Q2 between 5.5 and 80 GeV2 compared to H1 data normalised to
neutral current (NC) inclusive cross sections [14]. The variable 〈pT〉2
denotes the average pT of the two jets. Only data used in the fit are
shown. b Measured dijet cross sections divided by predictions based

on HERAPDF2.0Jets NNLO. The bands represent the total uncertain-
ties on the predictions excluding scale uncertainties; the bands are so
narrow that they mostly appear as lines. Error bars indicate the full
uncertainties on the data and are mostly smaller than the symbols in
(a). In b, the ratio of predictions based on HERAPDF2.0Jets NNLO
with αs(M2

Z ) = 0.118 and αs(M2
Z ) = 0.1155 is also shown
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Fig. 17 a Differential jet-cross-section predictions, dσ/d pT, based
on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins of Q2

between 150 and 15,000 GeV2 compared to H1 data normalised to neu-
tral current (NC) inclusive cross sections normalised to neutral cur-
rent (NC) inclusive cross sections [13,14]. Only data used in the fit
are shown. b Measured normalised cross sections divided by predic-

tions based on HERAPDF2.0Jets NNLO. The bands represent the total
uncertainties on the predictions excluding scale uncertainties; the bands
are so narrow that they mostly appear as lines. Error bars indicate the
full uncertainties on the data and are smaller than the symbols for most
bins in (a). In b, the ratio of predictions based on HERAPDF2.0Jets
NNLO with αs(M2

Z ) = 0.118 and αs(M2
Z ) = 0.1155 is also shown

123
Journal: 10052 MS: 10083 TYPESET DISK LE CP Disp.:2022/2/22 Pages: 33 Layout: Large

EPJ C65 (2015) 2, EPJ C77 (2017) 215

https://link.springer.com/article/10.1140%2Fepjc%2Fs10052-014-3223-6
https://link.springer.com/article/10.1140%2Fepjc%2Fs10052-017-4717-9


40

cf. HERA jet data

HERAPDF2.0JetsNLO 
𝛂s(MZ)=0.1155 

un
co

rr
ec

te
d 

pr
oo

f

_####_ Page 24 of 33 Eur. Phys. J. C  _#####################_

H1 and ZEUS

10
-3

10
-2

10
-1

1/
σ N

C
 d

σ/
d<

p T
> 2 (

G
eV

-1
)

150 < Q2 < 200 GeV2 200 < Q2 < 270 GeV2

10

270 < Q2 < 400 GeV2

10
<pT>2 / GeV

400 < Q2 < 700 GeV2

10
-2

10
-1

10

700 < Q2 < 5000 GeV2

10

5000 < Q2 < 15000 GeV2

<pT>2 / GeV

H1 normalised dijets at high Q2

HERAPDF2.0Jets NNLO

αS(M
2
Z) = 0.1155, Q

2
min = 3.5 GeV2

H1 and ZEUS

0.6

0.8

1

1.2

1.4

1.6

D
at

a/
T

he
or

y

150 < Q2 < 200 GeV2 200 < Q2 < 270 GeV2 270 < Q2 < 400 GeV2

10 30
<pT>2 / GeV

400 < Q2 < 700 GeV2

10 30

0.6

0.8

1

1.2

1.4

1.6

700 < Q2 < 5000 GeV2

10 30

5000 < Q2 < 15000 GeV2

10 30
<pT>2 / GeV

H1 normalised dijets at high Q2

HERAPDF2.0Jets NNLO
αS(M

2
Z) = 0.1155, Q

2
min = 3.5 GeV2

NNLO(0.118)/NNLO(0.1155)

(a)

(b)

Fig. 18 a Differential dijet-cross-section predictions, dσ/d〈pT〉2,
based on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins
of Q2 between 150 and 15,000 GeV2 compared to H1 data normalized
to neutral current (NC) cross sections [13]. The variable 〈pT〉2 denotes
the average pT of the two jets. Only data used in the fit are shown. b
Measured dijet cross sections divided by predictions based on HERA-

PDF2.0Jets NNLO. The bands represent the total uncertainties on the
predictions excluding scale uncertainties; the bands are so narrow that
they mostly appear as lines. Error bars indicate the full uncertainties on
the data and are mostly smaller than the symbols in (a). In b, the ratio of
predictions based on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.118
and αs(M2

Z ) = 0.1155 is also shown
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Fig. 19 a Differential jet-cross-section predictions, dσ/d pT, based
on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins of Q2

between 125 and 10,000 GeV2 compared to ZEUS data [11]. Only data
used in the fit are shown. b Measured cross sections divided by predic-
tions based on HERAPDF2.0Jets NNLO. The bands represent the total

uncertainties on the predictions excluding scale uncertainties; the bands
are so narrow that they mostly appear as lines. Error bars indicate the
full uncertainties on the data and are smaller than the symbols for most
bins in (a). In b, the ratio of predictions based on HERAPDF2.0Jets
NNLO with αs(M2

Z ) = 0.118 and αs(M2
Z ) = 0.1155 is also shown
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cf. HERA jet data
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Fig. 20 a Differential dijet-cross-section predictions, dσ/d〈pT〉2,
based on HERAPDF2.0Jets NNLO with αs(M2

Z ) = 0.1155 in bins
of Q2 between 125 and 20000 GeV2 compared to ZEUS data [12].
The variable 〈pT〉2 denotes the average pT of the two jets. Only data
used in the fit are shown. b Measured dijet cross sections divided by
predictions based on HERAPDF2.0Jets NNLO. The bands represent

the total uncertainties on the predictions excluding scale uncertain-
ties; the bands are so narrow that they mostly appear as lines. Error
bars indicate the full uncertainties on the data and are smaller than
the symbols in (a). In b, the ratio of predictions based on HERA-
PDF2.0Jets NNLO with αs(M2

Z ) = 0.118 and αs(M2
Z ) = 0.1155 is

also shown
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cf. HERA jet data
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H1 jets, arXiv:1709.07251

see also, arXiv:2203.08271

cf. other NNLO results using HERA jets
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Figure 11: Summary of ↵s(mZ) values obtained from fits to individual and multiple H1 jet data
sets. The inner error bars indicate the experimental uncertainty and the outer error bars the
total uncertainty.
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H1+ZEUS inclusive jets, 
arXiv:1906.05303
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Fig. 5 Summary of ↵s(MZ) values in comparison with the
world average value. The inner error bars indicate experimen-
tal uncertainties, and the full errors the total uncertainty,
comprised of the experimental and theoretical uncertainties.
The lower set of values represent fits to data restricted to
µ̃ > 28 GeV.

on three separate data taking periods, which cover two
di↵erent centre-of-mass energies and two kinematic re-
gions in Q2. As a result, although only a single ob-
servable is used in the determination of ↵s, a highly
competitive experimental and theoretical precision is
achieved.

6 Conclusions and Outlook

NNLO calculations in perturbative QCD are rapidly be-
coming the new standard for many important scatter-
ing processes. These calculations are critical in reduc-
ing theory uncertainties and often improve the descrip-
tion of the increasingly precise data, sometimes even
resolving prior tensions. However, the computational
resources required for such calculations prohibit their
use in applications that require a frequent re-evaluation
using di↵erent input conditions, e.g. fitting procedures
for PDFs and Standard Model parameters.
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Fig. 6 Results for ↵s(MZ) (lower panel) and corresponding
values for ↵s(µR) (upper panel) from fits to inclusive jet data
points arranged in groups of similar µR. The upper panel is
obtained by applying the expectation from the QCD renor-
malisation group equation, as it also enters the NNLO predic-
tions. The inner error bars indicate experimental uncertain-
ties, and the full error bars the total uncertainty. The upper
triangles show results from H1 data, which were previously
fit in Ref. [10] and are here partially updated with NNLO
predictions with higher statistical accuracy. The lower trian-
gles indicate the new results from ZEUS data. The full circles
show the combined results from H1 and ZEUS data taken
together and are labeled HERA inclusive jets. The shaded
band indicates the world average value with its uncertainty,
and the dashed line and hatched band indicate the result ob-
tained from the fit to all inclusive jet data and its uncertainty.

Fast interpolations grid techniques circumvent these
limitations by allowing for the a posteriori interchange
of PDFs, values of the strong coupling ↵s, and scales
in the prediction at essentially no cost. In this arti-
cle the APPLfast project is discussed, which provides
a generic interface for the APPLgrid and fastNLO
grid libraries to produce interpolation tables where
the hard coe�cient functions are computed by the
NNLOJET program. Details on the extension of the
techniques to NNLO accuracy and their implementa-
tion for DIS are discussed, together with the public re-
lease of NNLO grid tables for jet cross-section measure-
ments at HERA [9].

As an application of the grids, an extraction of the
strong coupling constant ↵s has been performed, based
on jet data at HERA, closely following the methodol-
ogy in Refs. [10,37]. In contrast to Ref. [10], where the
↵s determination considered both inclusive and di-jet
cross section data from H1 alone, this current analy-
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