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QCD, !  and the RGEαs

9. Quantum chromodynamics 39

They are well within the uncertainty of the overall world average quoted above. Note,
however, that the average excluding the lattice result is no longer as close to the value
obtained from lattice alone as was the case in the 2013 Review, but is now smaller by
almost one standard deviation of its assigned uncertainty.

Notwithstanding the many open issues still present within each of the sub-fields
summarised in this Review, the wealth of available results provides a rather precise and
reasonably stable world average value of αs(M2

Z), as well as a clear signature and proof of
the energy dependence of αs, in full agreement with the QCD prediction of Asymptotic
Freedom. This is demonstrated in Fig. 9.3, where results of αs(Q2) obtained at discrete
energy scales Q, now also including those based just on NLO QCD, are summarized.
Thanks to the results from the Tevatron and from the LHC, the energy scales at which
αs is determined now extend up to more than 1 TeV♦.

QCD αs(Mz) = 0.1181 ± 0.0011

pp –> jets
e.w. precision fits (N3LO)  
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Figure 9.3: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).

♦ We note, however, that in many such studies, like those based on exclusive states of
jet multiplicities, the relevant energy scale of the measurement is not uniquely defined.
For instance, in studies of the ratio of 3- to 2-jet cross sections at the LHC, the relevant
scale was taken to be the average of the transverse momenta of the two leading jets [434],
but could alternatively have been chosen to be the transverse momentum of the 3rd jet.

June 5, 2018 19:47

36 9. Quantum chromodynamics

τ-d
ecays

lattice
stru

ctu
re

fu
n

ctio
n

s
e

+e
–

jets &
 sh

ap
es

hadron 
collider

electroweak
precision fits

Baikov

ABM
BBG
JR

MMHT

NNPDF

Davier

Pich
Boito
SM review

HPQCD (Wilson loops)

HPQCD (c-c correlators)

Maltmann (Wilson loops)

Dissertori (3j)

JADE (3j)

DW (T)

Abbate (T)

Gehrm. (T)

CMS 
  (tt cross section)

GFitter

Hoang 
  (C)

JADE(j&s)

OPAL(j&s)

ALEPH (jets&shapes)

PACS-CS (SF scheme)

ETM (ghost-gluon vertex)

BBGPSV (static potent.)

April 2016

Figure 9.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

below, it may be worth mentioning that the collider results listed above average to a
value of αs(M2

Z) = 0.1172 ± 0.0059.

So far, only one analysis is available which involves the determination of αs from
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• Quantum Chromodynamics (QCD) is the theory of the strong interaction  

• Renormalization group equation (RGE) encodes the dependence of the 
coupling parameter on the energy scale "  (=running)  

• Values of "  are not predicted 

μ

αS(μ)

QCD Tests probe two aspects: 
• determination of the value at some fixed scale "  

• scale dependence of "

αS (μ = MZ)
αS (μ)

http://pdg.lbl.gov/2019/html/authors_2018.html
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.030001


EPS 2019 − Ghent − 12th July 2019Eram Rizvi "3

5Daniel Britzger – α
s
(m

Z
) in NNLO using H1 jetsICHEP2018, Seoul

Jet production in DIS

Jets in DIS measured in Breit frame
● ep -> 2jets
● Virtual boson collides 'head-on' with parton from proton
● Boson-gluon fusion dominant process 

QCD compton important only for high-pT jets (high-x)

Boson-gluon fusion QCD Compton
Exemplary event display

Breit frame

Jet measurement sensitive to α
s
 and gluon density
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HERA-I operation 1993-2000 
Ee = 27.6 GeV 
Ep = 820 / 920 GeV 
√s=301 GeV & √s=318 GeV 
∫L ~ 110 pb-1 per experiment

HERA-II operation 2003-2007 
Ee = 27.6 GeV 
Ep = 920 GeV  
√s=318 GeV 
∫L ~ 330 pb-1 per experiment 
Longitudinally polarised leptons

H1 Jet Production 

• Dependence of "  in 
matrix element and in 
PDFs  

• Dominant sensitivity is 
from matrix element

αs
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H1 Inclusive Jet & Dijet Cross Sections

Inclusive jet cross sections  
● dσ/dQ2dPT,jet  
● HERA-I & HERA-II  
● low-Q2 (<100 GeV2) and 
● high-Q2 (>150 GeV2) regions 

Selections  
● kt-algorithm, R=1 
● -1.0 < ηlab < 2.5 
● PT ranges from 4.5 to 50 GeV 

(Breit frame)  

Dijet cross sections  
● dσ/dQ2d<PT>  
● HERA-I & HERA-II  
● low-Q2 (<100 GeV2) and 
● high-Q2 (>150 GeV2) regions 

Selections  
● <PT> greater than 5, 7, or 8.5 GeV 

(Breit frame) 
● PT,Jet greater than 4, 5, 7 GeV  
● asymmetric jet PT cuts 
● M12 cut applied in two cases 
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Inclusive jet cross sections by H1
Inclusive jet cross sections

● dσ/dQ2dPT
jet

● 300 GeV, HERA-I & HERA-II
● low-Q2 (<100 GeV2) and 

high-Q2 (>150 GeV2) regions
Consistency

● kt-algorithm, R=1
● -1.0 < η < 2.5
● PT ranges from 4.5 to 50 GeV

HERA-I low-Q2 HERA-II low-Q2

HERA-II high-Q2HERA-I high-Q2300 GeV high-Q2

Eur.Phys.J.C67 (2010) 1

Eur.Phys.J.C75 (2015) 2
arXiv:1611.03421Phys.Lett.B653 (2007) 134

Eur.Phys.J.C19 (2001) 289

arXiv:1611.03421
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Dijet cross section by H1
Dijet definitions

● <pT> greater than 5,7 or 8.5 GeV
● PT jet greater 4, 5 or 7 GeV
● Asymmetric cuts on pT

jet1 and pT
jet2

● M12 cut for two data sets

Dijet cross sections
● dσ/dQ2d<pT>
● 300 GeV, HERA-I & HERA-II
● low-Q2 and high-Q2

Earlier studies
All inclusive jet and dijet 
data have been employed 
for αs extractions previously

HERA-I low-Q2 HERA-II low-Q2

HERA-II high-Q2HERA-I high-Q2

Dijet cross sections not 
statistically independent 
from HERA-II analysis
Eur.Phys.J.C65 (2010) 363 

300 GeV high-Q2

Eur.Phys.J.C67 (2010) 1 Eur.Phys.J. C77 (2017) 215

Eur.Phys.J.C75 (2015) 2Eur.Phys.J.C19 (2001) 289

-> Data and uncertainties 
well-understood
-> NNLO theory is new
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-> NNLO theory is new• All data sets used in "  extractions  

• Well understood data & exptl. uncertainties 
• New NNLO theory now available

αS
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NNLO Jet Production in DIS
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DIS jet production in NNLO

A bit of history
● 1973 asymptotic freedom of QCD 

[PRL 30(1973) 1343 & 1346]

● 1993 NLO studies of DIS jet cross sections 
[Phys.  Rev.  D49 (1994)  3291]

● 2016 NNLO corrections for DIS jets
[Phys. Rev. Lett. 117 (2016) 042001], [arXiv:1703.05977]

Double-real Real-virtual Double-virtual

Antenna subtraction
● Cancellation of IR divergences

with local subtraction terms
● Construction of (local) counter terms
● Move IR divergences across different 

phase space multiplicities

J. Currie, et al. [RPL 117 (2016) 042001]
J. Currie, et al. [JHEP 1707 (2017) 018]

Antenna subtraction  
 ●  Cancellation of IR divergences with local subtraction terms  
 ●  Construction of (local) counter terms  
 ●  Move IR divergences across different phase space multiplicities 
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Simultaneous variation of µR and µF  
At low scales: 
• Significant NNLO k-factors  
• Incl. jets with higher scale dependence 

than dijets  

At higher scales  
• NNLO with reduced scale dependence  
• µF dependence very small 

Take µR = µF = Q2 + P2
T

simple form & non-zero as Q or PT → 0
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Methodology

"  determined in "  minimisation method 
Take experimental & theoretical uncertainties into account
αs χ2

NNLO theory has "  dependence in PDFs and hard M.E.  
PDF piece accounted for in DGLAP evolution using µF = 20 GeV 
µF = 20 GeV is typical µF of data

αs

depend less on the scale factor than the NLO predictions. Other choices of µR and µF are
studied with the ↵s fit in section 3.3.

The dependence of the inclusive jet and dijet NNLO predictions on ↵s(mZ) is displayed in
figure 2, where the two contributions to the ↵s(mZ) dependence, �̂ik and fk, are separated.
The predominant sensitivity to ↵s(mZ) arises from �̂i,k.

The hard coe�cients �̂(n)
i,k are calculated using the program NNLOJET [11, 12, 60], which

is interfaced to fastNLO [92] to allow for computationally e�cient, repeated calculations
with di↵erent values of ↵s(mZ), di↵erent scale choices and di↵erent PDF sets. The PDFs
are included in the LHAPDF package [93]. The evolution kernels are calculated using
the program APFEL++ [94] and all results are validated with the programs APFEL [95]
and QCDNUM [96, 97]. The ↵s evolution is calculated using the APFEL++ code and
validated with the CRunDec code [98], and the running of the electromagnetic coupling
with Q2 is calculated using the package EPRC [99,100]. The fits are performed using the
Alpos fitting framework [101].

3.2 Methodology

The value of the strong coupling constant is determined in a fit of theory predictions to
H1 jet cross sections with a single free fit parameter. The goodness-of-fit quantity, which
is subject to the minimisation algorithm, is defined as

�2 =
X

i

X

j

(log &i � log �i) (Vexp + Vhad + VPDF)
�1
ij (log &j � log �j) , (7)

where &i are the measurements and �i the predictions (equation 1). The covariance matri-
ces express the relative uncertainties of the data (Vexp), hadronisation correction factors
(Vhad) and the PDFs (VPDF). The underlying statistical model is that the logarithm of
each measurement is normal-distributed within its relative uncertainty, or equivalently the
measurements follow log-normal distributions. The fit value is found using the TMinuit
algorithm [102, 103]. Correlations of the uncertainties among the di↵erent data sets and
running periods are considered [15,56]. The hadronisation corrections and their uncertain-
ties have been provided together with the jet cross section measurements [15,17,21,23,24].
The PDF uncertainties were provided by the authors of the respective PDF set.

To each data point a representative scale value µ̃ is assigned, which is calculated from the
geometric mean of the bin boundaries (denoted as ‘dn’ and ‘up’) in Q2 and PT ,

Q2
avg,i =

q
Q2

dn,iQ
2
up,i and PT,avg,i =

p
PT,dn,iPT,up,i , (8)

together with the definition of the scales in equation (6) as

µ̃2
i = Q2

avg,i + P 2
T,avg,i . (9)

10

σ = predictions 
𝜍 = measurements 
V = Covariance matrices → rel unc.   
• Vhad = hadronisation corrections 
• VPDF = PDFs 
• Vexp = Experimental uncertainties

Perform fit to all H1 data: 

• All inclusive jet data sets (137 data points)  

• All dijet data sets (103 data points)  

• All H1 jet data taken together (denoted as 'H1 jets’) 
    (exclude HERA-I dijet data as correlations to inclusive jets are not known)  
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Figure 12: Ratio of inclusive jet (upper panel) and dijet cross sections (lower panel) to NNLO
predictions obtained with the fitted value ↵s(mZ) = 0.1157. Data points are ordered according
to their scale µ̃ and are displayed on the horizontal axis within the respective µ̃-interval. Within
a single interval multiple data points are displayed with equal horizontal spacing and are thus
not to scale. The displayed intervals reflect the choices made for the studies of the running of
the strong coupling (compare figures 13 and 14). The shaded area indicates the uncertainty on
the NNLO calculations from scale variations. The open circles show data points which are not
considered for some fits, because their scale µ̃ is below 2mb. The squares show data points not
considered for the ‘H1 jets’-fit, since the statistical correlations to the respective inclusive jet
measurements are not known.
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predictions obtained with the fitted value ↵s(mZ) = 0.1157. Data points are ordered according
to their scale µ̃ and are displayed on the horizontal axis within the respective µ̃-interval. Within
a single interval multiple data points are displayed with equal horizontal spacing and are thus
not to scale. The displayed intervals reflect the choices made for the studies of the running of
the strong coupling (compare figures 13 and 14). The shaded area indicates the uncertainty on
the NNLO calculations from scale variations. The open circles show data points which are not
considered for some fits, because their scale µ̃ is below 2mb. The squares show data points not
considered for the ‘H1 jets’-fit, since the statistical correlations to the respective inclusive jet
measurements are not known.
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• NNLO describes data very well 

• Also justified by good  "  values  

• Great success of pQCD

χ2

"μ̃ = Q2
ave + P2

T,ave

Define for each measurement bin

Average of upper and lower bin edge

Data with "  > 28 GeV : 
• independent of "  used in PDF 
• reduced scale dependence

μ̃
αs
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!  From DIS Jets at NNLOαS
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Strong coupling in NNLO from jets

αs from individual data sets
● High experimental precision
● Scale uncertainty is largest (theory) error
● All fits with good χ2

-> consistency of data

Main result
● Inclusive jets  &  dijets

μ>28GeV, 91 data points

● Moderate exp. precision (due to μ>28GeV)

● Scale uncertainty dominates
● PDF uncertainties negligible

Smallest exp. uncertainty
● Fit to all data: Δαs = (9)exp 

For the fits to the individual data sets the �2/ndof is around unity in most cases. The
↵s(mZ) values are all found to be consistent, in particular between inclusive jet and dijet
measurements.

The fits to the inclusive jet data exhibit �2/ndof values around unity, thus indicating the
consistency of the individual data sets. The value of ↵s(mZ) from ‘H1 inclusive jets’ has a
significantly reduced experimental uncertainty compared to the results for the individual
data sets. The cut µ̃ > 28GeV results for inclusive jets in ↵s(mZ) = 0.1152 (20)exp (27)th,
which is consistent with the world average [2, 108].

Value of �2/ndof around unity are obtained for fits to all dijet cross sections confirming
their consistency. The results agree with those from inclusive jet cross sections and the
world average. At high scales µ̃ > 28GeV, a value ↵s(mZ) = 0.1147 (24)exp (25)th is found.

The fit to H1 jets yields �2/ndof = 0.98 for 200 data points and ↵s(mZ) = 0.1143 (9)exp (43)th.
The scale uncertainty is the largest among the theoretical uncertainties and all other un-
certainties are negligible in comparison.

The ↵s(mZ) value obtained from H1 jet data restricted to µ̃ > 28GeV is

↵s(mZ) = 0.1157 (20)exp (6)had (3)PDF (2)PDF↵s (3)PDFset (27)scale

with �2 = 63.2 for 91 data points. Although the reduced number of data points leads
to an increased experimental uncertainty, as compared to the option µ̃ > 2mb, it is still
smaller than the scale uncertainty, which is found to be reduced significantly. All PDF
related uncertainties essentially vanish1. Therefore, this ↵s(mZ) determination is taken as
the main result. This result as well as those results obtained from the inclusive jet and
dijet data separately are consistent with the world average.

The main result is also found to be consistent with ↵s(mZ) = 0.1165(8)exp(38)pdf,theo
determined previously in NLO accuracy from normalised H1 HERA-II high-Q2 jet cross
section data [24]. That result is experimentally more precise, mainly because data at
somewhat lower scales and three-jet data are included2. The scale uncertainty of the
previous NLO fit is larger than for the present analysis in NNLO, despite of the fact that
it was considered to be partially uncorrelated bin-to-bin in the previous NLO fit, whereas
the present approach is more conservative.

In the present analysis, the value with the smallest total uncertainty is obtained in a fit
to H1 jets restricted to µ̃ > 42GeV with the result ↵s(mZ) = 0.1168 (22)exp (20)theo and a
value of �2/ndof = 37.6/40. This result, however, is obtained from a very limited number
of measurements, the precision of which is limited by statistical uncertainties.

The ratio of all H1 jet cross section measurements to the NNLO predictions is displayed
in figure 12. Overall good agreement between data and predictions is observed.

1 The di↵erence of the main fit result to ↵PDF
s (mZ) = 0.118 is covered by the systematic variation

↵PDF
s (mZ) = 0.118± 0.002.

2No NNLO calculation is available for three-jet production in DIS to date
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!  from individual data sets 
• High experimental precision 
• Scale uncertainty is largest error 
• All fits have good "  → consistency of data

αs

χ2

Combined ! from all data sets 
• Inclusive & dijet data 
• "  > 28 GeV → 91 data points 
• All fits have good "  → consistency of data 
• Moderate exptl. precision 
• Dominated by scale uncertainty 
• Small PDF uncertainties

αs

μ̃
χ2
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Running of !αS

Test running of strong coupling  
• Perform fits to data at similar scale  
• Assumes running valid in limited interval range 
• All fits have good "   

Results  
• Consistency with expectation at all scales  
• Scale uncertainty dominates at lower µ  
• Consistency of inclusive jets and dijets 

χ2
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Alternative Approach: PDF + !  fitαs

Simultaneous PDF and !  fit 
PDFs mostly determined from  
H1 inclusive DIS data  

Perform H1 alone PDF fit: H1PDF2017  
Use all H1 inclusive DIS data  
Use all H1 normalised jet cross section data  
→ 1529 data points  

Normalised jet cross sections  
Jet cross sections normalised to inclusive DIS 
Correlations of jets and inclusive DIS cancel 

αS
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Alternative α
s
 fitting approach: 'PDF+α

s
-fit'

Simultaneous fit PDFs and αs 
● PDFs are predominantly determined from H1 

inclusive DIS data

Perform H1 alone PDF fit: H1PDF2017
● Use (all) H1 inclusive DIS data
● Use (all) H1 normalised jet cross section data

-> 1529 data points

Normalised jet cross sections
● Jet cross sections normalised to inclusive DIS 
● Correlations of jets and inclusive DIS cancel 

PDFs are parameterised as 

Normalised jets

Cross section:  ~ PDF ⊗σ

Inclusive NC & CC DIS

order to avoid regions of phase space where the predictions exhibit an enhanced infrared
sensitivity [72, 73], the phase space definitions impose asymmetric cuts on the transverse
momenta of the two leading jets [12]. Such an asymmetric cut may also be obtained by
choosing hPTi larger than the minimum P jet

T . For this reason, data points with hPTi <
7GeV are excluded from the HERA-I low-Q2 data set (table 1).

Data from di↵erent periods and Q2 ranges are statistically independent, whereas dijet
and inclusive jet data of the same data set are statistically correlated. These correlations
have been determined for the HERA-II data sets [15, 24]. Di↵erent data sets, as well as
inclusive jet and dijet data of the same data set, may furthermore share individual sources
of experimental uncertainties [15,56] and thus correlations are present for all data points
considered.

Normalised jet cross sections The more recent data sets [15, 21, 24] also include
measurements where the jet cross sections are normalised to the inclusive NC DIS cross
section of the respectiveQ2 interval, as indicated in table 2. Correlations of systematic and

Data set Q2 domain Inclusive Dijets Normalised Normalised Stat. corr.

[ref.] jets inclusive jets dijets between samples

300GeV [17] high-Q2 X X – – –

HERA-I [23] low-Q2 X X – – –

HERA-I [21] high-Q2 X – X – –

HERA-II [15] low-Q2 X X X X X
HERA-II [15, 24] high-Q2 X X X X X

Table 2: H1 jet cross section measurements. Normalised dijet cross sections and statistical
correlations between inclusive and dijet measurements are available only for the most recent
measurements [15, 24].

statistical uncertainties partially cancel for the ratio of jet cross sections and inclusive NC
DIS cross sections. Therefore, normalised jet cross sections are ideally suited for studies
together with inclusive NC DIS data.

Inclusive DIS cross sections In order to constrain the parameters of the PDFs in the
PDF+↵s-fit, polarised and unpolarised inclusive NC and CC (charged current) DIS cross
sections [61–66] measured by the H1 experiment are used in addition. Data taken during
di↵erent data taking periods and with di↵erent centre-of-mass energies are considered and
a summary of these measurements is given in table 3. This data sample is identical to
the one used in the H1PDF2012 PDF fit [65], where correlations of experimental uncer-
tainties have been quantified. Inclusive DIS and jet cross sections are statistically and
experimentally correlated. These correlations are taken into account by using normalised
jet cross sections.

7

Data set Lepton
p
s Q2 range NC cross CC cross Lepton beam

[ref.] type [GeV] [GeV2] sections sections polarisation

Combined low-Q2 [64] e+ 301,319 (0.5) 12 – 150 X – –

Combined low-Ep [64] e+ 225,252 (1.5) 12 – 90 X – –

94 – 97 [61] e+ 301 150 – 30 000 X X –

98 – 99 [62,63] e� 319 150 – 30 000 X X –

99 – 00 [63] e+ 319 150 – 30 000 X X –

HERA-II [65] e+ 319 120 – 30 000 X X X
HERA-II [65] e� 319 120 – 50 000 X X X

Table 3: Summary of the inclusive NC and CC DIS data sets. The lepton type, the ep centre-
of-mass energy

p
s and the considered Q2 range are shown. The numbers in parenthesis show

the whole kinematic range of the data prior to applying the Q2 cut specific for this analysis.
The check-marks indicate the available measurements. The last column indicates cross sections
determined with longitudinally polarised leptons.

3 Determination of ↵s(mZ) from H1 jet cross sections

The strong coupling constant ↵s(mZ) is determined from inclusive jet and dijet cross
sections in NC DIS measured by the H1 collaboration and using NNLO QCD predictions.

3.1 Predictions

The cross sections for inclusive jet and dijet production for a given phase space interval i
(for instance a ‘bin’ in the relevant physical observables) are calculated [4, 74] as a con-
volution in the variable x of the PDFs fk and perturbatively calculated partonic cross
sections �̂i,k,

�i =
X

k=g,q,q

Z
dxfk(x, µF)�̂i,k(x, µR, µF) · chad,i , (1)

where the sum runs over all parton flavours k. The calculations depend on the renormalisa-
tion scale µR and the factorisation scale µF. The factors chad,i account for non-perturbative
e↵ects (hadronisation corrections).

Both the fk and the �̂i,k are sensitive to the strong coupling. The partonic cross sections
are given in terms of the perturbative expansion in orders of ↵s(µR)

�̂i,k =
X

n

↵n
s (µR)�̂

(n)
i,k (x, µR, µF) . (2)

For high PT jet production in the Breit frame the lowest order is n = 1. The hard
coe�cients �̂(n)

i,k are calculated for the expansion up toO(↵3
s ) taking into account properties

of the jet algorithm in the integration over the phase space. The renormalisation scale
dependence (‘running’) of the coupling satisfies the renormalisation group equation

µ2
R

d↵s

dµ2
R

= �(↵s) . (3)
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Inclusive Neutral and Charged Current DIS data

Inclusive Jets and Dijets data

Data set Lepton
p
s Q2 range NC cross CC cross Lepton beam

[ref.] type [GeV] [GeV2] sections sections polarisation
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98 – 99 [62,63] e� 319 150 – 30 000 X X –
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HERA-II [65] e+ 319 120 – 30 000 X X X
HERA-II [65] e� 319 120 – 50 000 X X X

Table 3: Summary of the inclusive NC and CC DIS data sets. The lepton type, the ep centre-
of-mass energy

p
s and the considered Q2 range are shown. The numbers in parenthesis show

the whole kinematic range of the data prior to applying the Q2 cut specific for this analysis.
The check-marks indicate the available measurements. The last column indicates cross sections
determined with longitudinally polarised leptons.

3 Determination of ↵s(mZ) from H1 jet cross sections

The strong coupling constant ↵s(mZ) is determined from inclusive jet and dijet cross
sections in NC DIS measured by the H1 collaboration and using NNLO QCD predictions.

3.1 Predictions

The cross sections for inclusive jet and dijet production for a given phase space interval i
(for instance a ‘bin’ in the relevant physical observables) are calculated [4, 74] as a con-
volution in the variable x of the PDFs fk and perturbatively calculated partonic cross
sections �̂i,k,

�i =
X

k=g,q,q

Z
dxfk(x, µF)�̂i,k(x, µR, µF) · chad,i , (1)

where the sum runs over all parton flavours k. The calculations depend on the renormalisa-
tion scale µR and the factorisation scale µF. The factors chad,i account for non-perturbative
e↵ects (hadronisation corrections).

Both the fk and the �̂i,k are sensitive to the strong coupling. The partonic cross sections
are given in terms of the perturbative expansion in orders of ↵s(µR)

�̂i,k =
X

n

↵n
s (µR)�̂

(n)
i,k (x, µR, µF) . (2)

For high PT jet production in the Breit frame the lowest order is n = 1. The hard
coe�cients �̂(n)

i,k are calculated for the expansion up toO(↵3
s ) taking into account properties

of the jet algorithm in the integration over the phase space. The renormalisation scale
dependence (‘running’) of the coupling satisfies the renormalisation group equation

µ2
R

d↵s

dµ2
R

= �(↵s) . (3)
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PDFs are parameterised as 

"  = partonic cross section 
"  = hadronisation corrections

̂σi, j
chad,i
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Alternative Approach: PDF + !  fitαs

Result for PDFs  
Set of PDFs determined with high precision  
(even with "  a free fit parameter) 
→ precision is competitive with global PDF fitters  

Gluon at lower x-values tends to be higher  
→ now typically favoured by small-x resummed PDFs  

αs

PDF + !  fit  
"  = 1.01 
Simultaneous fit with H1 jet data  
→ precise determination of the gluon PDF and "  

αs

χ2/ndf

αs
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Figure 16: Gluon and singlet distributions determined by the PDF+↵s-fit, denoted as
H1PDF2017 [NNLO], as a function of the convolution variable x (see equation 1). The distri-
butions are displayed at µF = 20GeV. The PDFs are compared to the NNPDF3.1 PDFs
determined with values of ↵PDF

s (mZ) of 0.114 and 0.118. Ratios to NNPDF3.1 are shown in the
right panels.
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Figure 17: Error ellipses of Hessian uncertainties at 68% confidence level of ↵s(mZ) and the
gluon density xg at µF = 20GeV and x = 0.01 as a result of two di↵erent PDF+↵s-fits. The
filled ellipse indicates the result of the H1PDF2017 [NNLO] fit and the dashed line of a PDF+↵s-
fit with jet data excluded. The error ellipses represent the combined e↵ect of experimental and
hadronisation uncertainties as described in the text. The diamonds indicate the gluon density
of the NNPDF3.1 PDF set for fixed values ↵PDF

s (mZ).
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Figure 17: Error ellipses of Hessian uncertainties at 68% confidence level of ↵s(mZ) and the
gluon density xg at µF = 20GeV and x = 0.01 as a result of two di↵erent PDF+↵s-fits. The
filled ellipse indicates the result of the H1PDF2017 [NNLO] fit and the dashed line of a PDF+↵s-
fit with jet data excluded. The error ellipses represent the combined e↵ect of experimental and
hadronisation uncertainties as described in the text. The diamonds indicate the gluon density
of the NNPDF3.1 PDF set for fixed values ↵PDF

s (mZ).
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Results: PDF + !  fitαs
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Results
αs determined in PDF+αs-fit

● High experimental precision
● Moderate theory uncertainty from NNLO

Comparison
● Higher precision than most of other 

(comparable) determinations
-> PDF groups commonly determine exp. 
uncertainties (only)
-> We further estimate scale uncertainties

● All H1 results consistent
● Results competitive with world average

● All results from DIS data tend to be lower than 
world average value

Inner errors: exp. uncertianty
Outer errors: total uncertainty

Comparison  
• Higher precision than most comparable determinations  
→ PDF groups commonly determine exp. uncertainties only 
→ We further estimate scale uncertainties  

• All H1 results consistent 
• Results competitive with world average  
• All results from DIS data typically lower than world average 

larger of the two deviations from the central fit, corresponding to a scale factor of 0.5, is
taken as symmetric scale uncertainty. A more detailed study is beyond the scope of this
paper.

The PDF+↵s-fit di↵ers from the ↵s-fit outlined in section 3 in the following aspects: the
usage of normalised jet cross sections, the inclusion of NC and CC DIS cross sections
and the low starting scale µ0 of the DGLAP evolution, thus assuming the validity of the
running coupling and the PDF evolution down to lower scale values.

4.2 Results

Fit results and the value of ↵s(mZ) The results of the PDF+↵s-fit are presented in
table 6. The fit yields �2/ndof = 1539.7/(1529� 13), confirming good agreement between
the predictions and the data. The resulting PDF is able to describe 141 jet data points
and the inclusive DIS data simultaneously.

The value of ↵s(mZ) is determined to

↵s(mZ) = 0.1142 (11)exp,had,PDF (2)mod (2)par (26)scale .

and is determined to an overall precision of 2.5%. It is worth noting that the result is
largely insensitive to the PDF model and parametrisation choices. The scale uncertainty
is dominating. The ↵s(mZ) value is consistent with the main result of the ‘H1 jets’ fit.
The result is compared to values from the PDF fitting groups ABM [111], ABMP [104],
BBG [112], HERAPDF [56], JR [113], NNPDF [57] and MMHT [58] in figure 15 and
consistency is found. The value is consistent with the world average and the ‘pre-average’
value of the structure function category [2]. The result exhibits a competitive experimental
uncertainty to other determinations [57,58,104], which is achieved by using H1 normalised
jet cross sections in addition to the H1 inclusive DIS data.

PDF parametrisation results The PDF and ↵s(mZ) parameters determined together
in this fit (table 6) are denoted as H1PDF2017 [NNLO]. It is released [114] in the LHAPDF
[93] format with experimental, hadronisation and ↵s(mZ) uncertainties included. The
gluon and singlet momentum distributions, xg and x⌃, the latter defined as the sum of
all quark and anti-quark densities, are compared to NNPDF3.1 at a scale µF = 20GeV
in figure 16. The uncertainties of the fitted PDFs are somewhat larger than the uncer-
tainties of NNPDF3.1. For NNPDF3.1, ↵PDF

s (mZ) is fixed while it is a free parameter
in the H1PDF2017 [NNLO] fit. Within uncertainties, the singlet distribution obtained for
H1PDF2017 [NNLO] is in fair agreement with NNPDF3.1 over a large range in x, whereas
the gluon density is consistent with NNPDF3.1 only for x > 0.01 and is significantly higher
than NNPDF3.1 at lower x. This di↵erence can not be explained by the assumptions made
on the strong coupling in NNPDF3.1, as can be seen from the NNPDF3.1 distributions
obtained for ↵PDF

s (mZ) = 0.114. However, there are di↵erences in the datasets used for
the fits. For H1PDF2017 [NNLO] only H1 data are considered, restricted to the range

17

Simultaneous PDF and !  fitαS

• High experimental precision 
• Moderate theory uncertainty from NNLO 
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Summary

NNLO used for determination of "  in two methods:αs(mZ)

larger of the two deviations from the central fit, corresponding to a scale factor of 0.5, is
taken as symmetric scale uncertainty. A more detailed study is beyond the scope of this
paper.

The PDF+↵s-fit di↵ers from the ↵s-fit outlined in section 3 in the following aspects: the
usage of normalised jet cross sections, the inclusion of NC and CC DIS cross sections
and the low starting scale µ0 of the DGLAP evolution, thus assuming the validity of the
running coupling and the PDF evolution down to lower scale values.

4.2 Results

Fit results and the value of ↵s(mZ) The results of the PDF+↵s-fit are presented in
table 6. The fit yields �2/ndof = 1539.7/(1529� 13), confirming good agreement between
the predictions and the data. The resulting PDF is able to describe 141 jet data points
and the inclusive DIS data simultaneously.

The value of ↵s(mZ) is determined to

↵s(mZ) = 0.1142 (11)exp,had,PDF (2)mod (2)par (26)scale .

and is determined to an overall precision of 2.5%. It is worth noting that the result is
largely insensitive to the PDF model and parametrisation choices. The scale uncertainty
is dominating. The ↵s(mZ) value is consistent with the main result of the ‘H1 jets’ fit.
The result is compared to values from the PDF fitting groups ABM [111], ABMP [104],
BBG [112], HERAPDF [56], JR [113], NNPDF [57] and MMHT [58] in figure 15 and
consistency is found. The value is consistent with the world average and the ‘pre-average’
value of the structure function category [2]. The result exhibits a competitive experimental
uncertainty to other determinations [57,58,104], which is achieved by using H1 normalised
jet cross sections in addition to the H1 inclusive DIS data.

PDF parametrisation results The PDF and ↵s(mZ) parameters determined together
in this fit (table 6) are denoted as H1PDF2017 [NNLO]. It is released [114] in the LHAPDF
[93] format with experimental, hadronisation and ↵s(mZ) uncertainties included. The
gluon and singlet momentum distributions, xg and x⌃, the latter defined as the sum of
all quark and anti-quark densities, are compared to NNPDF3.1 at a scale µF = 20GeV
in figure 16. The uncertainties of the fitted PDFs are somewhat larger than the uncer-
tainties of NNPDF3.1. For NNPDF3.1, ↵PDF

s (mZ) is fixed while it is a free parameter
in the H1PDF2017 [NNLO] fit. Within uncertainties, the singlet distribution obtained for
H1PDF2017 [NNLO] is in fair agreement with NNPDF3.1 over a large range in x, whereas
the gluon density is consistent with NNPDF3.1 only for x > 0.01 and is significantly higher
than NNPDF3.1 at lower x. This di↵erence can not be explained by the assumptions made
on the strong coupling in NNPDF3.1, as can be seen from the NNPDF3.1 distributions
obtained for ↵PDF

s (mZ) = 0.114. However, there are di↵erences in the datasets used for
the fits. For H1PDF2017 [NNLO] only H1 data are considered, restricted to the range
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For the fits to the individual data sets the �2/ndof is around unity in most cases. The
↵s(mZ) values are all found to be consistent, in particular between inclusive jet and dijet
measurements.

The fits to the inclusive jet data exhibit �2/ndof values around unity, thus indicating the
consistency of the individual data sets. The value of ↵s(mZ) from ‘H1 inclusive jets’ has a
significantly reduced experimental uncertainty compared to the results for the individual
data sets. The cut µ̃ > 28GeV results for inclusive jets in ↵s(mZ) = 0.1152 (20)exp (27)th,
which is consistent with the world average [2, 108].

Value of �2/ndof around unity are obtained for fits to all dijet cross sections confirming
their consistency. The results agree with those from inclusive jet cross sections and the
world average. At high scales µ̃ > 28GeV, a value ↵s(mZ) = 0.1147 (24)exp (25)th is found.

The fit to H1 jets yields �2/ndof = 0.98 for 200 data points and ↵s(mZ) = 0.1143 (9)exp (43)th.
The scale uncertainty is the largest among the theoretical uncertainties and all other un-
certainties are negligible in comparison.

The ↵s(mZ) value obtained from H1 jet data restricted to µ̃ > 28GeV is

↵s(mZ) = 0.1157 (20)exp (6)had (3)PDF (2)PDF↵s (3)PDFset (27)scale

with �2 = 63.2 for 91 data points. Although the reduced number of data points leads
to an increased experimental uncertainty, as compared to the option µ̃ > 2mb, it is still
smaller than the scale uncertainty, which is found to be reduced significantly. All PDF
related uncertainties essentially vanish1. Therefore, this ↵s(mZ) determination is taken as
the main result. This result as well as those results obtained from the inclusive jet and
dijet data separately are consistent with the world average.

The main result is also found to be consistent with ↵s(mZ) = 0.1165(8)exp(38)pdf,theo
determined previously in NLO accuracy from normalised H1 HERA-II high-Q2 jet cross
section data [24]. That result is experimentally more precise, mainly because data at
somewhat lower scales and three-jet data are included2. The scale uncertainty of the
previous NLO fit is larger than for the present analysis in NNLO, despite of the fact that
it was considered to be partially uncorrelated bin-to-bin in the previous NLO fit, whereas
the present approach is more conservative.

In the present analysis, the value with the smallest total uncertainty is obtained in a fit
to H1 jets restricted to µ̃ > 42GeV with the result ↵s(mZ) = 0.1168 (22)exp (20)theo and a
value of �2/ndof = 37.6/40. This result, however, is obtained from a very limited number
of measurements, the precision of which is limited by statistical uncertainties.

The ratio of all H1 jet cross section measurements to the NNLO predictions is displayed
in figure 12. Overall good agreement between data and predictions is observed.

1 The di↵erence of the main fit result to ↵PDF
s (mZ) = 0.118 is covered by the systematic variation

↵PDF
s (mZ) = 0.118± 0.002.

2No NNLO calculation is available for three-jet production in DIS to date
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PDF and !  fit:αS

!  fit:αS

• NNLO predictions for jets are used for PDF fits for the first time  
• Successful determination of gluon-density and "  simultaneously  
• Competitive precision of PDFs and "  
• H1PDF2017 available in LHAPDF 

αs(mZ)
αs(mZ)

• All H1 jet data compared with NNLO predictions  
• NNLO theory provides improved description w.r.t. NLO  
• Quantitative comparisons of all data 
• NNLO predictions studied in great detail 

Special thanks to NNLOJET team for fruitful collaboration of theoreticians and experimentalists

High experimental and theoretical precision achieved
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Scale Choice for !  fitαS

13Daniel Britzger – α
s
(m

Z
) in NNLO using H1 jetsICHEP2018, Seoul

Scale choice for α
s
 fit

Study scales calculated from Q2 and pT

'pT' refers to:  pT
jet or <pT>

αs results and χ2 values
● Spread of results covered by scale uncertainty
● χ2 values are similar for different choices

-> NNLO with small 'scale dependence'

NLO matrix elements
● Large scale uncertainty
● Relevant dependence of result on scale choice
● Mainly larger χ2 values than NNLO
● Larger fluctuation of χ2 values than NNLO

NNLO with reduced scale dependence

NLO matrix elements  
Large scale uncertainty  
Relevant dependence of result on scale choice  
• Mainly larger "  values than NNLO  
• Larger fluctuation of "  values than NNLO 

χ2

χ2

!  results and !  values  
• Spread of results covered by scale uncertainty  
• "  values are similar for different choices  
→ NNLO with small 'scale dependence'  

αs χ2

χ2

Study scales calculated from Q2 and PT  
'PT' refers to: PTjet or <PT>  


