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Inclusive production of D∗±-mesons in deep inelastic scattering at HERA is studied at
high photon virtualities 100 GeV2 < Q2 < 1000 GeV2 for the first time with the H1
experiment [1]. The data were collected during the years 2004-2007 and correspond
to an integrated luminosity of 351 pb−1. Differential D∗ production cross sections
are measured and compared to predictions from the next-to-leading order program
HVQDIS and the leading order Monte Carlo codes RAPGAP and CASCADE. The
charm contribution F cc̄

2 to the proton structure function F2 is extracted.

1 Introduction

Heavy flavour production in ep collisions at HERA is dominated by boson gluon fusion
(BGF), i.e. γg → QQ, in leading order (LO) pQCD in the massive scheme. This process
constrains the gluon density in the proton as demonstrated in previous analyses at lower
photon virtuality Q2 [2]. A proper treatment of charm and beauty quarks in pQCD models
is one of the central issues in the determination of the parton distribution functions (PDFs)
of the proton. Within the measurement of charm production at large photon virtualities the
reliability of the pQCD calculations in the massive scheme for Q2 >> 4m2

c is tested.
The current analysis uses data collected with the H1 detector [3] at HERA during the

running periods of 2004-2007 when HERA operated with 27.5 GeV electrons and 920 GeV
protons colliding at a centre of mass energy of

√
s = 319 GeV. The integrated luminosity for

this analysis is L = 351 pb−1. Charm events are tagged via fully reconstructed D∗±-mesons
using the decay chain D∗± → D0 +π±

slow → K∓ +π± +π±
slow. D∗±-meson production cross

sections are measured in the kinematic range of 100 GeV2 < Q2 < 1000 GeV2.

2 Theoretical models

The measured cross sections are compared to results from next-to-leading order (NLO)
calculations in the massive approach provided by the HVQDIS program [4]. The calculations
are done at fixed order with massive quarks assuming three active flavours in the proton. The
heavy quarks are assumed to be produced at the perturbative level via BGF. The momentum
densities of the three light quarks and the gluon in the proton are evolved by the DGLAP
equations [5]. For the calculations the parton densities from the PDF set MRST2004FF3 [6]
are used, the renormalisation and factorisation scale are set to µr = µf = µ0 ≡

√

Q2 + 4m2
c

and a charm quark mass is chosen as mc = 1.43 GeV. To obtain cross sections of D∗±-meson
production the outgoing charm quarks are fragmented non-pertubatively into D∗± mesons
by using the Kartvelishvili et al. fragmentation function [7] with fragmentation parameters
as measured by H1 [8]. To estimate the theoretical systematic uncertainty of the predicted
cross sections the variations 1.3 GeV < mc < 1.6 GeV, µ0/2 < µr = µf < 2µ0 are done as
well as the fragmentation parameter is varied within the experimental uncertainites [8].
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The data are also compared to calculations of the LO Monte Carlo (MC) programs RAP-
GAP [9] and CASCADE [10]. Both simulations are based on leading order matrix elements
with the higher order corrections implemented via parton showers. Parton evolution accord-
ing to the DGLAP [5] equations is used in the RAPGAP program with parton distribution
functions according to the parametrisation set CTEQ65M [11]. CASCADE implies the in-
trinsic kt factorisation and parton evolution according to the CCFM equations [12]. The
parametrisation set A0 [13] is used for the unintegrated gluon distribution of the proton.
In both MC models the fragmentation of quarks into hadrons is based on the Lund String
model in case of light quarks and on the Bowler parametrisation for heavy quarks. The
RAPGAP MC is also used to estimate the detector response using a full GEANT [14] based
simulation of the H1 detector.

3 Experimental method

DIS events are selected by requiring the scattered electron in the liquid argon (LAr) calorime-
ter [15]. Together with the information from the hadronic final state (HFS), reconstructed
from the corresponding tracker and calorimeter information the kinematic of the events is
reconstructed where the following Lorentz invariant variables are used: the negative four-
momentum squared Q2 of the virtual photon, the Bjorken scaling variable x and the lepton
inelasticity y.

Events with charm quarks are identified via full reconstruction of the decay chain D∗± →
D0 + π±

slow → K∓ + π± + π±
slowwhich has a branching ratio B of 2.57% [16]. The three

tracks of the decay particles are reconstructed in the central track detector [17]. The cross
section is measured in the visible range 100 GeV2 < Q2 < 1000 GeV2, 0.02 < y < 0.7,
−1.5 < η(D∗) < 1.5 and pt(D

∗) > 1.5 GeV.
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Figure 1: Distribution of the mass differ-
ence m(K, π, π)−m(K, π) for 100 GeV2 <
Q2 < 1000 GeV2

In Fig. 1 the mass difference ∆m =
m(K, π, π) − m(K, π) is shown for the complete
data sample (points). A clear peak containing
N(D∗) = 497 ± 37 events is visible at the nom-
inal D∗± − D0 mass difference of 145.4 GeV.

The histogramm shows the wrong charge
background obtained by requiring like sign
charge Kπ combinations associated with an op-
positely charged πslow candidate. The fit to the
mass-difference distribution for the full sample
assumes a symmetric Gauss-function for the sig-
nal and the Granet et al. parametrisation [18]
for the background. The latter accounts for the
characteristic power law behavior of the phase
space at threshold and includes an exponential
damping term to describe the behavior at larger
values of ∆m.

Visible D∗ production cross sections are calculated as follows:

σvis =
N(D∗) (1 − R)

LB(D∗ → Kππs) εrec (1 − δr)
(1)

Here N(D∗) is the number of D∗ obtained from fit to the ∆m - distribution and εrec is
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the total reconstruction efficiency determined using the RAPGAP Monte Carloa. For this
purpose the Monte Carlo was reweighted in Q2 to better describe the measured differential
cross-sections. R stands for the contribution of reflections in the D0 mass window, coming
from D0 decay channels other than the one considered in this analysis. It amounts to
R = (4.4±0.5)%. The radiative corrections δr (less than 5 %) determined from Monte Carlo
are applied to get the visible cross sections at the Born level.

4 Results

A total cross section in the visible range defined in Sec. 3 of

σtot
vis(e

±p → e±D∗±X) = 243 ± 18 (stat.) ± 25 (syst.) pb,

is observed. The prediction of the HVQDIS [4] program of

σtot
vis(e

±p → e±D∗±X) = 251 +6

−7 (model) pb.

is in good agreement with the data.
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Figure 2: Differential cross sections as a function of Q2 together with the result from the
lower Q2 analysis [19].

Fig. 2 shows the differential cross section as a function of Q2 together with the result
from the lower Q2 analysis [19] in comparison with the NLO calculation (HVQDIS, left)
and predictions from the LO MCs RAPGAP and CASCADE (right). The NLO calculation
describes the Q2 slope reasonably well over the full range.

RAPGAP with the parton density CTEQ6LL [20] describes the data at medium Q2 well,
while the PDF-set CTEQ65M [11] gives a better description of the high Q2 data. Neither
of the PDF-sets accounts for the slope over the full range in Q2, since the PDFs were not
consistently determined. In case of CASCADE which uses the consistently determined PDF
set A0 the description is much better.

aThe trigger efficiency is determined without Monte-Carlo simulation by inspecting independent triggers
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Figure 3: Differential cross sections as a function of x, pt(D
∗), η(D∗) and z(D∗).
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Figure 4: Extracted F c
2

Figure 3 shows the measured differential
cross sections as a function of log x, pt(D

∗),
η(D∗) and the fraction z(D∗) = (E(D∗) −
pz(D

∗))/(2yEe) of the virtual photon mo-
mentum which is transferred to the D∗.
These are compared to the Monte Carlo sim-
ulations RAPGAP [9] and CASCADE [10]
and to the NLO calculation HVQDIS [4].
The latter describes all data distributions
well, while RAPGAP and CASCADE give
a poorer description, i.e. CASCADE fails to
reproduce the cross sections in pt(D

∗) and
z(D∗) and RAPGAP shows different depen-
dencies in η(D∗) and x than observed in
data.

The double differential cross sections in
Q2 and x are used to extract F c

2 [21]. The ex-
trapolation to the full phase space in pt(D

∗)
and η(D∗) is done by HVQDIS with the
parameters given in Sec. 2. The result
is shown in Fig. 4. In the three high-
est Q2 bins corresponding to this analy-
sis the NLO calculation describes the data
well.
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5 Conclusion

Cross sections of D∗±-meson production have been measured at photon virtualities 100 GeV2

< Q2 < 1000 GeV2. The cross sections were compared to the predictions from the LO MC
programs RAPGAP and CASCADE and NLO calculations provided by HVQDIS. The NLO
calculations describe the data well whereas the LO MCs shows deficiencies in some regions
of the phase space. By extrapolating double differential cross sections in Q2 and x to the full
phase space F cc̄

2 has been extracted. The NLO calculations describe this measured quantity
well.
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