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Abstract:

We present an experimental study of the $ep \rightarrow e\gamma + p$ and $ep \rightarrow e\gamma + X$ processes using data recorded by the H1 detector in 1993 at the electron-proton collider HERA. These processes are employed to measure the luminosity with an accuracy of 4.5%. A subsample of the $ep \rightarrow e\gamma + X$ events in which the hard photon is detected at angles $\theta'_\gamma \leq 0.45$ mrad with respect to the incident electron direction is used to verify experimentally the size of radiative corrections to the $ep \rightarrow eX$ inclusive cross section and to investigate the structure of the proton in the $Q^2$ domain down to 2 GeV$^2$, lower than previously attained at HERA.
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1 Introduction

The measurement of the radiative elastic ($e p \rightarrow e \gamma + p$) and inelastic ($e p \rightarrow e \gamma + X$) scattering processes is of primary importance at HERA. Owing to the large centre of mass energy of the collisions, $\sqrt{s} = 296$ GeV, the above processes can be studied at HERA in a kinematic domain covering several orders of magnitude in $q^2$, the four-momentum squared carried by the exchanged virtual photon.

At low four-momentum transfer squared, $-q^2 \ll m_p^2$, where $m_p$ is the proton mass, the elastic process dominates and, since the internal proton structure is unresolved, the corresponding cross section can be precisely calculated. This process is therefore used to monitor the luminosity at HERA [1, 2].

At large four-momentum transfer squared, $-q^2 \gtrsim m_p^2$, the inelastic process dominates. In most deep inelastic lepton-nucleon scattering (DIS) experiments, at SLAC, the SPS and the Tevatron, the contribution of the inelastic radiative process ($\ell N \rightarrow \ell \gamma + X$) to inclusive DIS ($\ell N \rightarrow \ell + X$) was not resolved. This led to large radiative corrections to the measured nucleon structure functions. A fraction of these corrections arising from wide angle photon bremsstrahlung was experimentally verified by the EMC collaboration [3]. At HERA, efficient identification of radiative processes involving hard photon emission reduces the uncertainty of the radiative corrections [4, 5]. First results on the photon spectrum in radiative DIS have been given in [6, 7].

The emission of photons collinear with the incident electrons can be interpreted as a reduction of the effective electron beam energy. This effect can be exploited in order to probe the internal structure of the proton at distances larger than previously studied at HERA and to determine the cross sections for scattering of longitudinally, $\sigma_L$, and transversely, $\sigma_T$, polarized photons [8].

In the present paper we analyse the radiative processes observed in the H1 detector. Our primary goal is to discuss various methods of luminosity measurement, their uncertainties and the possibility of improvements in this domain. Another aim is to cross-check experimentally the size of radiative corrections to the DIS cross section at HERA. Finally, we present a study of a subsample of radiative DIS events with hard photons detected in the angular range of $\theta'_\gamma = \pi - \theta_\gamma \leq 0.45$ mrad. (Note that in the HERA convention used throughout this paper, the polar angles $\theta$ are measured with respect to the incoming proton direction, while the angles $\theta'$ are measured with respect to the incoming electron direction). It is our aim to provide first constraints on the proton structure functions at low $Q^2$.

The paper is organized as follows. The terminology and characteristics of radiative events are discussed in section 2. In sections 3 and 4 we describe the H1 detector and specify the selection criteria for the five radiative event samples which are used in the following sections. In section 5 we present four largely independent methods of luminosity measurement and discuss their systematic uncertainties. The spectrum of radiative photons originating from radiative deep inelastic scattering and measured in the angular range $\theta'_\gamma \leq 0.45$ mrad is compared with theoretical calculations in section 6. In section 7 we present the measurement of the differential cross section $d\sigma/dQ^2$ using the sample of radiative DIS events.
2 Radiative processes and their kinematics

2.1 Definitions

The dominant contributions to radiative elastic and inelastic scattering are those described by the diagrams shown in Fig. 1. The processes of real photon emission from the lines linked to the hadronic vertex can be neglected in the kinematic domain discussed in this paper.

\[ e(k) \rightarrow e^*(q') \rightarrow e(k') \]

\[ P(p) \rightarrow \gamma(K) \rightarrow e(k) \]

\[ \gamma^*(q) \rightarrow e^*(q'') \rightarrow e(k') \]

\[ X(p') \]

\[ P(p) \rightarrow \gamma^*(q) \rightarrow e(k') \]

\[ X(p') \]

Figure 1: The diagrams for the radiative \((e p \rightarrow e \gamma + X)\) scattering.

The kinematic variables, \(p, k, p', k'\) and \(K\) are, respectively, the four-vectors of the incident proton, incident electron, hadronic system (a proton in the elastic case), scattered electron and radiated photon. Five independent Lorentz-invariant variables describe the kinematics of radiative processes:

\[
q^2 = (p' - p)^2 \quad (1) \\
\quad s = (k + p)^2 \quad (2) \\
\quad t = (K - k)^2 \quad (3) \\
W^2_{e\gamma} = (k' + K)^2 \quad (4) \\
W^2 = p'^2 \quad (5)
\]

The four-momentum transfer squared, \(t\), and \(W^2_{e\gamma}\), the \(e\gamma\) invariant mass squared, correspond to \(q^2\) and \(q''^2\) in the diagrams in Fig 1.

The radiative scattering cross section is large in the neighbourhood of the poles of the virtual electron and virtual photon propagators. Following ref. [9] we define three classes of radiative processes corresponding to these kinematic domains:

- The **bremsstrahlung process** corresponding to the poles in both the virtual electron and the virtual photon propagators.

- The **QED Compton process** corresponding to the pole in the virtual photon propagator and to a large virtual electron mass.

- The **radiative DIS process** corresponding to the pole in the virtual electron propagator and to a large virtual photon mass.
In the H1 detector (see section 3 for more detailed detector description) the radiative photons are measured in two angular domains: $\theta'_\gamma \leq \theta'_{pa} \simeq 0.45$ mrad corresponding to the acceptance region of the photon arm of the luminosity detector and $\theta'_\gamma \leq \theta'_\text{cd} \leq \theta'_\text{cd2}$, where $\theta'_\text{cd} \simeq 0.07$ rad and $\theta'_\text{cd2} \simeq \pi - 0.05$ rad, corresponding to the acceptance region of the central detector. The scattered electrons are measured either in the central detector or in the electron arm of the luminosity detector, which detects electrons in the angular range $\theta'_e \leq \theta'_\text{ea} \simeq 5$ mrad. The produced hadrons are measured in the angular acceptance region of the central detector. A radiative photon and the scattered electron of energy $E'_e \geq 10$ GeV cannot be resolved in any region of the central detector if the photon emission angle, $\delta_{\gamma\gamma}$, with respect to the electron is smaller than $\delta_{\text{cd}} \simeq 0.02$ rad.

In the following we discuss the experimental signatures of the three classes of radiative processes in the H1 detector in which $E_p = 820$ GeV protons interact with $E_e = 26.7$ GeV electrons. We shall define the way we separate these processes on the basis of their distinct experimental signatures.

### 2.2 The bremsstrahlung process

In the bremsstrahlung process the masses of the virtual photon and of the virtual electron are small: $0 \leq -q^2, -q'^2, q'^2 \simeq (E_e \theta'_{pa})^2 \simeq 0.00015$ GeV$^2$. In this kinematic domain the elastic channel ($ep \rightarrow e\gamma p$) is the dominant process. The electron radiates a photon in the electromagnetic field of a proton, which can be regarded as point-like. Both the outgoing electron and the photon emerge at very small angles with respect to the incident electron direction ($\theta'_e \simeq \theta'_{pa}$ and $\theta'_{\gamma} \simeq \theta'_{ea}$). The recoil proton continues its motion almost undisturbed. Events of this type are identified either by detecting both the scattered electron and the photon, or by detecting only the photon. In the bremsstrahlung process the energy of the photon, $E_{\gamma}$, and the energy of the scattered electron, $E'_e$, are constrained:

$$E_e = E'_e + E_{\gamma}. \quad (6)$$

In the ultrarelativistic limit and in the small angle approximation the bremsstrahlung cross section is described by the Bethe-Heitler formula [10]. The effects related to the transverse and longitudinal beam sizes and densities [11, 12] can be safely neglected for the range of photon energies ($E_{\gamma} \geq 5$ GeV) discussed in this paper. Since the cross section is insensitive to the internal proton structure, the bremsstrahlung process can be used for luminosity measurement at $ep$ colliders [2].

### 2.3 The QED Compton process

In the QED Compton process both $-q^2$ and $q'^2$ are large, $-q^2, q'^2 \simeq (E_e \theta'_{pa})^2 \simeq 3.5$ GeV$^2$ (off-shell electron) and $-q^2$ is small, $m_e^2 (W^4/s^2) \leq -q^2 \ll -q'^2, q'^2$ (quasi-real photon). Ignoring the hadronic vertex, this process corresponds to the Compton scattering of a quasi-real photon on an incident electron [1]:

$$\epsilon + \gamma^* \rightarrow \epsilon + \gamma \quad (7)$$

The dominant contribution to Compton scattering, which is sometimes called wide angle bremsstrahlung is due to the elastic channel ($ep \rightarrow e\gamma p$). Since the elastic form factor of the proton is well measured this process can also be used to measure the luminosity at
HERA. The inelastic contribution is no longer negligible with respect to the elastic one because the minimal $-q^2$ in the Compton process is significantly larger than the minimal $-q^2$ for the bremsstrahlung process ($W_{e\gamma} \gg m_e$). This contribution is, however, small and well known as long as $-q^2$ remains small.

The scattered electron and the photon are observed in the central detector ($\theta'_{e,\gamma} \geq \theta'_{\text{cut}}$). As $-q^2$ is small, the proton (hadronic final state system) and the ($e - \gamma$) system have transverse momenta close to zero. The hadronic final state remains undetected in most of the cases ($\theta_{p,x} \leq \theta_{\text{cut}}$).

Six kinematic variables describing the Compton process are measured in the H1 detector, namely the emission angles of the final state particles ($\theta_e, \theta_\gamma$) and ($\phi_e, \phi_\gamma$) and their energies $E'_e$ and $E_\gamma$. Only three of these are independent if one neglects the hadronic (the ($e - \gamma$) system) transverse momentum. In this case the following three conditions constrain the kinematic variables of the Compton process:

$$\Delta \phi = \pi - |\phi_e - \phi_\gamma| \simeq 0 ,$$

where $\Delta \phi$ is the acoplanarity angle, and

$$E'_e(\theta_e, \theta_\gamma) = \frac{2 E_e \sin \theta_\gamma}{\sin \theta_e + \sin \theta_\gamma - \sin (\theta_e + \theta_\gamma)}$$

$$E_\gamma(\theta_e, \theta_\gamma) = \frac{2 E_e \sin \theta_e}{\sin \theta_e + \sin \theta_\gamma - \sin (\theta_e + \theta_\gamma)} .$$

Note that in the Compton process the corrections of the order $\alpha^4$ (second order radiative corrections) have to be taken into account, in particular the dominant one corresponding to hard photon emission in the direction of the incoming electron.

### 2.4 The radiative DIS process

In the radiative DIS process $-q^2$ is large, $-q^2 \gtrsim (E_e \theta'_{\text{cut}})^2 \simeq 3.5 \text{ GeV}^2$ (off-shell photon), while either $-q^2$ or $q'^2$ is small, $-q^2 \lesssim (E_e \theta'_{pa})^2 \simeq 0.00015 \text{ GeV}^2$, $q'^2 \lesssim (E_e \delta_{cd})^2 \simeq 0.3 \text{ GeV}^2$ (quasi-real electron). Since the elastic form factors of the proton decrease rapidly with increasing $-q^2$ and the inelastic structure functions rise, this process is dominated by the inelastic channel.

As $-q^2$ is large, the scattered electron or the ($e - \gamma$) system is observed in the angular range $\theta'_e \geq \theta'_{\text{cut}}$ and a large fraction of the produced hadrons is detected. The transverse momentum of the hadronic system is balanced by the transverse momentum of the electron ($e - \gamma$ system). The angular distribution of radiated photons in DIS exhibits two peaks around the directions of the incident and of the scattered electron, corresponding to the regions of small $-q'^2$ and small $q'^2$ respectively.

Most of the radiative photons emitted in the direction of the scattered electrons of energy $E'_e \geq 10 \text{ GeV}$ can not be resolved in the H1 detector. However a sizeable fraction of events with radiative photons emitted in the direction of the incoming electrons can be identified in the H1 detector. These events may be interpreted as originating from non-radiative scattering at reduced electron beam energy [8]. The effective electron beam energy $E_t$ is determined directly from the measured radiative photon energy $E_\gamma$:

$$E_t = E_e - E_\gamma ,$$

(10)
and/or, as in [13], from the formula:

\[ E_t = E_e (1 - (y_e - y_h)). \]  

(11)

The inelasticity parameters \( y_e \) and \( y_h \) are expressed in terms of the energy, \( E'_e \), and the angle, \( \theta_e \), of the scattered electron, and the momenta, \( p_h \), and the angles \( \theta_h \), of all produced hadrons, according to the formulae:

\[ y_e = 1 - \frac{E'_e}{E_e} \sin^2 \frac{\theta_e}{2} \]  

(12)

and

\[ y_h = \frac{\sum (E_h - p_h \cos \theta_h)}{2 E_e} \]  

(13)

We describe \( ep \) collisions at reduced energy \( E_t \) using the “true” variables Bjorken-\( x_t \), \( y_t \) and \( Q_t^2 \) defined as:

\[ x_t = \frac{E_t E'_e \cos^2 \theta_e/2}{E_p (E_t - E_e \sin^2 \theta_e/2)}, \]  

(14)

\[ y_t = 1 - \frac{E'_e}{E_t} \sin^2 \frac{\theta_e}{2}, \]  

(15)

\[ Q_t^2 = 4 E_e E_t \cos^2 \theta_e/2, \]  

(16)

where \( E_p \) denotes the energy of the proton beam. These formulae are obtained by replacing the nominal electron beam energy, \( E_e \), by the effective electron beam energy, \( E_t \), in the conventional expressions for \( x_e \), \( y_e \) and \( Q_e^2 \), given e.g. in [6].

For the process of collinear emission of a radiative photon with respect to the incoming electron these variables describe directly the interaction of the virtual photon with the proton (\( Q_t^2 = -q^2 \)).

### 3 The H1 detector

A detailed description of the H1 detector and its performance can be found in [14]. Below, we discuss a few aspects of the detector which are relevant for the measurement of the processes introduced in section 2.

Electrons and photons originating from bremsstrahlung processes are detected in the H1 luminosity system. This consists of a photon detector (PD) and water Čerenkov counter (VC), forming the photon arm, and an electron tagger (ET). A typical bremsstrahlung event is shown in Fig. 2.

Photons emitted collinearly with the incident electron direction leave the proton beam pipe through an exit window at \( z = -92.3 \) m where the pipe bends upwards, and hit the photon detector. This detector, situated at \( z = -102.9 \) m, is built out of 25 KRS-15 crystals [15] with a total surface of \( 100 \times 100 \) mm² and a depth of 22 radiation lengths (\( X_0 \)). A 2\( X_0 \) long lead filter (F), followed by a 1\( X_0 \) long water Čerenkov counter (VC), is located in front of the photon detector. The filter protects the photon detector against synchrotron radiation. The water Čerenkov counter serves primarily as a veto counter (to tag and reject early photon showers), but also provides a rough energy measurement, which is combined with the energy measurement in the crystals. The aperture of the
photon detector is $\theta_{pa} \leq 0.45$ mrad, limited by the inner diameter of a lead collimator. This corresponds to an acceptance of $\approx 98\%$ for bremsstrahlung photons, which varies only slightly with changes of the beam optics.

Electrons emerging from the bremsstrahlung process are deflected by the HERA beam magnets in the region $5.8 \text{ m} < -z < 23.8 \text{ m}$, pass through an exit window at $z = -27.3 \text{ m}$, and hit the electron tagger at $z = -33.4 \text{ m}$. The latter, of the same type as the photon detector calorimeter, is made of 49 crystals, covering a total area of $154 \times 154 \text{ mm}^2$. The acceptance of the electron tagger is defined by the fields in the machine magnets, and thus may vary significantly if the beam optics changes. The dependence of the tagger acceptance on the electron beam tilt and horizontal offset at the H1 interaction point (IP), as predicted by Monte Carlo simulation, is illustrated in Fig. 3. The actual value of the beam tilt is measured online with a precision of 0.01 mrad by reconstructing the average position of the photon spot in the PD. A possible offset of the electron trajectory at the IP cannot be directly monitored in the present detector configuration and therefore is not known online.

The measurement of the bremsstrahlung event rate within the acceptance of the luminosity detectors provides fast online monitoring of the luminosity. The H1 luminosity system trigger allows for several independent and dead time free scalers which can be used simultaneously. Thus, different methods of counting bremsstrahlung events can be

![Figure 2](image_url)

**Figure 2**: Example of a typical bremsstrahlung event detected in the H1 luminosity system: The top view of the H1 luminosity system is shown in the lower figure (a) where the location of the electron tagger (ET) and the photon detector (PD) can be seen with respect to the beam lines of $e, p$ and the interaction point (IP). The electron tagger (b) is located directly beside the electron beampipe. A side view of the photon arm consisting of a filter (F), a water Čerenkov counter (VC) and the photon detector (PD) is shown in (c). The photon detector (d) is located in the median plane of the electron ring.
implemented online. A final absolute measurement of the integrated luminosity used for physics analysis requires a precise absolute energy calibration and detailed understanding of the acceptances of the luminosity detectors, and is performed offline. The absolute calibration of the luminosity system is continuously monitored during data taking and is discussed in section 4.1.

Electrons and photons originating from Compton processes are detected either in the backward electromagnetic calorimeter (BEMC) or in the liquid argon (LAr) calorimeter. A typical Compton scattering event is shown in Fig. 4.

The BEMC is made of 88 lead/scintillator sandwich stacks, each with a depth of 22 radiation lengths ($X_0$), corresponding to about 1 interaction length. It covers the angular range of $155^\circ < \theta_e < 176^\circ$. The stacks have transverse dimensions of $16 \times 16 \text{ cm}^2$. Two pairs of 8 cm wavelength shifter bars with photodiode readout cover opposite sides of each stack. The absolute calibration of the BEMC stacks is determined from dedicated studies of deep inelastic scattering events (the kinematic peak method [16]). For events analysed in this paper the overall BEMC energy scale is verified using a sample of Compton scattering events as discussed in the following section.

Four planes of a proportional chamber (BPC) located in front of the BEMC measure the impact position of charged particles hitting the BEMC with a precision of 1.5 mm.

At angles $\theta$ smaller than $155^\circ$, particle energies are measured in the highly segmented LAr calorimeter [17]. This consists of an electromagnetic section with lead absorber and a hadronic section with stainless steel absorber. The depth of the electromagnetic section varies between 20 and 30 radiation lengths whereas the total depth of both sections varies between 4.5 and 8 interaction lengths. The calibration of the LAr calorimeter
Figure 4: A QED Compton event in the H1 detector. The electron and photon are detected in the BEMC, the electron is also observed in the CJC and BPC whereas the photon produces no signals in these detectors.

segments has been obtained from test beam measurements using electrons and pions [14, 17, 18]. The electromagnetic energy scale has been verified to a 3 % accuracy in the H1 detector by comparing the measured track momentum of electrons and positrons with the corresponding energy deposit in the calorimeter cells and, at high electron energies, by exploiting the double angle method [16] for kinematic reconstruction of DIS events. The absolute scale of the hadronic energy is presently known to 6 % as determined from studies of the \( p_t \) balance of deep inelastic scattering events [16].

Charged particle tracks are measured in two concentric drift chamber modules (CJC) of angular acceptance \( 15^\circ < \theta < 165^\circ \) and in forward tracking detectors (FTD) covering smaller angles. A superconducting coil provides a uniform magnetic field of 1.15 \( T \) in the tracking region which allows the determination of charged particle momenta. In the majority of events analysed in this paper the electrons detected in the BEMC leave no track in the CJC due to the limited angular acceptance of these chambers. Therefore their angles \( (\theta_e, \phi_e) \) have to be determined in the same way as the angles of photons \( (\theta_\gamma, \phi_\gamma) \), namely from the position of the reconstructed event vertex and the centre of gravity of the corresponding shower detected in the BEMC calorimeter. The vertex position is determined on an event by event basis, if one track reconstructed in the CJC or FTD crosses the beamline in the interaction region. If no such track is reconstructed the interaction vertex is assumed to be at its nominal \( z \) position. In the majority of radiative DIS events the vertex position is determined from charged hadron tracks as shown in Fig. 5.

The determination of \( y_h \) according to relation (13) uses combined calorimetric measurements and reconstructed charged tracks, avoiding double counting of energy [16].
4 Event selection and detector calibration

Three types of bremsstrahlung samples, a Compton event sample and a radiative DIS event sample were selected from the data accumulated by the H1 detector in the 1993 run period.

The rate of bremsstrahlung events observed in the H1 detector is very high (≈ 15 kHz at the average 1993 luminosity). Typically, therefore, only a small proportion of these events are selected for analysis. Nonetheless the resulting statistical errors are much smaller than the systematic uncertainties which were already dominant at very low luminosity shortly after the commissioning of HERA. On the other hand the expected samples of Compton and of radiative DIS events are small. Here the statistical errors still dominate the systematic ones.

In 1993 HERA was operated with 84 colliding bunches at 96 ns intervals. In addition, 10 electron and 6 proton bunches (pilot bunches) had no partners allowing the level of beam gas background to be monitored.
4.1 The bremsstrahlung event samples

Three samples of bremsstrahlung events were selected. The \( (\epsilon - \gamma) \) coincidence sample, the hard \( \gamma \) sample and the random sample. The selection criteria used are discussed below.

Events belonging to the \( (\epsilon - \gamma) \) coincidence sample were required to have coincident energy deposits in the photon arm, \( E_{\gamma} = E_{PD} + E_{VC} \), \( (E_{PD} \) and \( E_{VC} \) are correspondingly the energy deposits in the photon detector and the water Čerenkov counter) and in the electron tagger, \( E_{ET} \). These deposits were required to satisfy the following conditions:

- \( E_{ET} \geq 5 \) GeV,
- \( E_{\gamma} \geq 5 \) GeV,
- \( 23 \) GeV \( \leq E_{ET} + E_{\gamma} \) \( \leq 30 \) GeV,
- \( |x_{ET}| \leq 65 \) mm and \( |y_{ET}| \leq 65 \) mm.

The last condition, where \( x_{ET} \) and \( y_{ET} \) are the coordinates of the electron impact point with respect to the centre of the electron tagger, was used to reject events in which a large amount of energy leaks over the transverse detector boundaries, which is essential only for the electron tagger. This sample was used for the offline energy calibration of the luminosity system. The crystal calorimeters were calibrated with events having \( E_{VC} < 0.2 \) GeV, while the water Čerenkov counter was calibrated with those having \( E_{VC} > 0.2 \) GeV.

The first three requirements were also implemented in the dead time free luminosity system trigger, which provides the online monitoring of the instantaneous luminosity variations and fast estimation of the luminosity. To a large extent this measurement is independent of time variations of the trigger thresholds and of the precise understanding of the time dependent energy calibration of the detectors. On the other hand, as we mentioned in the previous section, it depends strongly upon the beam optics, and therefore has to be cross-checked offline by another method, insensitive to such effects.

To cross-check the results of the above luminosity measurement the hard \( \gamma \) sample was used. The events belonging to this sample selected using only the photon arm, were required to have a reconstructed photon energy \( E_{\gamma} \geq 10 \) GeV. The main advantage of this event sample over the previous one is that its selection efficiency is insensitive to possible time dependent variations of the beam optics. On the other hand, it requires a precise knowledge of the absolute calibration and resolution of the photon detector.

The selection criteria for the two event samples described above were based solely on the quantities measured in the luminosity system. These events were triggered, read out and analysed on a stand alone basis, i.e. independent of the status of the central detector. The third sample, on the contrary, contains bremsstrahlung events which happened to occur in the same bunch crossing as another electron proton interaction which triggered the readout of the full H1 detector. This random sample was selected using the following criteria:

1. \( E_{\gamma} \geq 5 \) GeV,
2. An electromagnetic cluster was reconstructed in the BEMC with \( E'_\gamma \geq 25 \text{ GeV}. \)
This requirement rejects all radiative DIS events with a photon of \( E_\gamma \geq 5 \text{ GeV} \)
emitted in the acceptance region of the photon arm.

This event sample is small (170 events). The bremsstrahlung events were registered
independently of the electron tagger and photon arm triggers, providing a cross-check of
their efficiencies.

All three event samples described above contain background events. These are mainly
due to bremsstrahlung on the residual gas in the beam pipe. The contribution of such
a background is changing with time and on average amounts to \( \approx 30 \% \) for the 1993
run period. It can be monitored using a sample of bremsstrahlung events associated
with electron pilot bunches and statistically subtracted. The accuracy of the statistical
subtraction is discussed in section 5.

The absolute calibration of the sum of energies \( (E_\gamma + E_{ET}) \) is determined with a
precision better than 1\% using the energy constraint (6) discussed in section 2.2. This is
illustrated in Fig. 6 where the correlation of \( E_\gamma \) vs. \( E_{ET} \) and the distribution of \( E_\gamma + E_{ET} \)
are shown for the coincidence sample. Note that the calibration of the total visible energy
of the bremsstrahlung events is determined directly from the data and does not require
a precise knowledge of the electron tagger acceptance. The relative calibration of \( E_\gamma \) and
\( E_{ET} \) is determined with a precision of 1.3\% from studies of the \( E_\gamma \) and \( E_{VC} \) dependence
of the mean \( E_\gamma + E_{ET} \). Relative miscalibration of more than 1.3\% between the electron
and the photon arms would lead to an observable tilt of the mean \( E_\gamma + E_{ET} \) distribution
as a function of \( E_\gamma \).

![Figure 6: The correlation of the reconstructed electron energies \( E_{ET} \) and photon energies
\( (E_\gamma = E_{PD} + E_{VC}) \), for the bremsstrahlung event sample. The corresponding distribution
of \( E_\gamma + E_{ET} \) is shown in the right upper corner.](image-url)
In addition the absolute energy scale of the photon detector is determined using the high energy edge of the $E_\gamma$ spectrum (Fig. 7) with a precision of better than 1 %. Taking into account a maximum nonlinearity of 1.3 % in the response of the photon arm the global energy scale is known with a precision of 1.5 % for $E_\gamma > 5$ GeV.

The resolution function of $E_\gamma$ was determined from the measured tail of the reconstructed photon energies with $E_\gamma \gtrsim E_\gamma$. This tail is due both to the finite detector resolution and to the overlap of two bremsstrahlung events occurring in the same bunch crossing. To resolve the two contributions we assumed a gaussian shape of the $E_\gamma$ resolution function, verified by studies of the coincidence sample. In Fig. 7 we show the measured energy spectrum of bremsstrahlung photons and compare it with the Monte Carlo spectrum simulated using the Bethe-Heitler formula [10]. The Monte Carlo includes event selection efficiency, $E_\gamma$ resolution effects and pileup effects. The data and the theoretical predictions are seen to be in good agreement providing an independent cross-check of our understanding of the energy calibration of the luminosity detector.

![Figure 7: The $E_\gamma$ spectrum for the bremsstrahlung process. The points represent the H1 data and the shaded area the Monte Carlo predictions based on the Bethe-Heitler formula.](image)

**4.2 The QED Compton event sample**

The QED Compton event sample was selected by demanding the presence of two localized energy deposits (clusters) in the electromagnetic calorimeters of the central detector, corresponding to the final state electron and photon, explicitly demanding that no hadrons are detected. The deposits were required to satisfy the following conditions:

- the energy of one cluster: $E_{d1} \geq 8$ GeV,
- the energy for the other cluster: $E_{cl2} \geq 2$ GeV,
- the total energy of the two clusters: $E_{\text{vis}} \geq 18$ GeV,
- the energy of any additional cluster: $E_{\text{cl3}} \leq 2$ GeV,
- the acoplanarity angle between the centres of gravity of the first two selected clusters $\Delta \phi < 45^\circ$.

In order to reject the remaining photoproduction background events we use the kinematic constraint defined in section 2.3 and restrict the selection to electromagnetic clusters. We define an estimator $\xi^2$:

$$
\xi^2 = \sum_{i=1}^{2} \left( \frac{R_{\text{cl}_i} - \langle R_{\text{cl}} \rangle}{\sigma_R} \right)^2 + \left( \frac{E_{\text{cl}_i}^{\text{meas}} - E_{\text{cl}_i}(\theta_{\phi1}, \theta_{\phi2})}{\sigma_E} \right)^2,
$$

where $R_{\text{cl}_i}$ is the transverse size of the energy cluster $i$ as defined in [19], $\langle R_{\text{cl}} \rangle$ is the corresponding average value for electromagnetic clusters, $E_{\text{cl}_i}^{\text{meas}}$ is the measured cluster energy and $E_{\text{cl}_i}(\theta_{\phi1}, \theta_{\phi2})$ the energy calculated using equation (9). The errors $\sigma_R$ and $\sigma_E$ are derived from the data [19]. In the limit of the small transverse momentum of the $(e - \gamma)$ system, $p_T^{\gamma} \rightarrow 0$, and neglecting radiative processes of order $\alpha^4$ or higher, $\xi^2$ is equivalent to $\chi^2$. We required the $\xi^2 < 14$.

The cross section for the Compton process is proportional to $dW_{e\gamma}/W_{e\gamma}^3$ [9]. The majority of events thus have a relatively small $(e - \gamma)$ invariant mass, leading to a small quasi real photon energy and to a boost of the $(e - \gamma)$ system in the direction of the incident electron (towards the BEMC).

In the selected sample of 338 events, 263 events have both the electron and photon detected in the BEMC and 70 events have one of the two final state particles in the BEMC and the other in the liquid argon calorimeter. The remaining 5 events with relatively high $(e - \gamma)$ invariant masses, up to 50 GeV, have both electron and photon detected in the liquid argon calorimeter.

The constraints relating the electron and the photon energies measured in the calorimeters (mostly the BEMC) to those derived from angles (equations 9) enable us to calibrate the absolute energy scale of the BEMC calorimeter with a precision better than 1 % and its transverse position to 1 mm [19]. The obtained energy scale is averaged over time and integrated over the fiducial volume of the BEMC. In addition, the QED Compton events allow us to cross-check the linearity of the BEMC response. It should be stressed that the calibration of the energy scale of the BEMC, including the effects of the dead material in front of it, is obtained directly from the $e\gamma$ scattering data and, except for the estimation of the residual radiative corrections to the Compton process, does not rely on a Monte Carlo simulation.

Fig. 8 shows the distributions of the three variables characterizing the Compton event sample: the invariant mass of the $(e - \gamma)$ system (for high masses this distribution has already been presented in [20]), the visible energy $(E'_e + E'_\gamma)$ and the acoplanarity angle. These distributions are compared to the theoretical predictions. The latter are calculated using the COMPTON 2.0 event generator [9], which includes $\alpha^4$ radiative processes, followed by a detailed simulation of the detector response and event reconstruction procedures identical to those used in the data reconstruction. The agreement observed between data (dots) and Monte Carlo predictions (histogram) indicates an adequate understanding and control of both the experimental data and the theoretical predictions.
Figure 8: The distributions of: the mass of the \((e - \gamma)\) system, \(W_{e\gamma}\); the visible energy, \(E_{\text{vis}} = E'_e + E'_\gamma\); the acoplanarity angle, \(\Delta \phi\); for the Compton event sample. The points represent the H1 data. The shaded areas are the Monte Carlo predictions obtained using the COMPTON 2.0 generator normalized to the same number of events.

4.3 The radiative DIS event sample

Candidates for deep inelastic radiative event scattering were selected according to the following criteria:

1. A BEMC energy cluster associated to a space point in the BPC was required. The cluster had to lie within \(160^\circ \leq \theta_e \leq 172^\circ\) and had to have an energy \(E_{\text{clus}} \geq 10\ \text{GeV}\). The transverse separation of the cluster centre of gravity and the BPC space point was required to be smaller than 5 cm.

2. An event vertex, reconstructed from tracks in the central tracker, was required within \(\pm 50\ \text{cm}\) of the nominal interaction point along the \(z\) axis.

3. An electromagnetic energy cluster of energy larger than 5 GeV in the photon detector was demanded.

4. The energy deposited in the electron tagger was required to be less than 1 GeV.
The selected sample of 330 events contains both radiative DIS events and events in which non-radiative scattering occurs in the same bunch crossing as a bremsstrahlung event. These latter will be called hereafter pileup events. They are partly removed from the sample by requirement 4, but a sizeable fraction of them remains and this has to be subtracted statistically. The majority of these background events has the bremsstrahlung electrons outside the acceptance region of the electron tagger.

To estimate the pileup event background we use the redundancy of the effective electron beam energy measurement (equations (10) and (11) discussed in section 2). For radiative DIS events we expect the quantity $\Delta$ defined as:

$$\Delta = \frac{(E_\gamma - E_e(y_e - y_h))}{E_\gamma}$$

(18)
to be concentrated around zero. For pileup events we expect $\Delta$ to be significantly different from zero. In particular, for pileup of bremsstrahlung and non-radiative DIS events we expect $y_e = y_h$, and the $\Delta \approx 1$.

![Graph](image)

Figure 9: The distribution of $\Delta = (E_\gamma - E_e(y_e - y_h))/E_\gamma$ for the radiative DIS candidates. Only statistical errors are shown. The shaded area represents the background due to pileup events (see text for details).

In Fig. 9 the distribution of $\Delta$ is shown for the selected event sample. As expected, two peaks, at $\Delta = 0$ and $\Delta = 1$, are observed. In order to estimate the contribution of the pileup events as a function of $\Delta$ we randomly mixed events satisfying requirements 1 and 2 with the bremsstrahlung events. The $\Delta$ distribution for this artificial event sample was then normalized to the corresponding distribution of the radiative DIS candidates in the region $\Delta \geq 0.8$ where the radiative events do not contribute. The good agreement between the shapes of both spectra above $\Delta = 0.8$ strongly suggests the dominant contribution to the background is indeed pileup events. We therefore used the shape of the $\Delta$ distribution corresponding to the artificial event sample to estimate the remaining background for $\Delta \leq 0.8$. 

18
5 Luminosity measurement

5.1 The \((e - \gamma)\) coincidence and the hard \(\gamma\) rate methods

In this section we present two methods of luminosity measurements based on the \((e - \gamma)\) coincidence and the hard \(\gamma\) bremsstrahlung event samples. The \((e - \gamma)\) coincidence method, which is insensitive to the observed rate dependent variations of the gain factors in the luminosity detectors, provides the online measurement in H1. The \(\gamma\) rate method, based on the hard \(\gamma\) sample selected according to the criteria specified in section 4.1, gives the most accurate offline value for the integrated luminosity after precise final calibration of the photon arm.

In both cases the average luminosity is calculated from the following relation:

\[
L = \frac{N_{\text{data}}(\Delta t) - N_{\text{bgr}}(\Delta t)}{\sigma_{BH}^{\text{cc}} \Delta t},
\]

(19)

where \(N_{\text{data}}(\Delta t)\) is the number of events satisfying the selection criteria for the given method collected in the time interval \(\Delta t\) and \(N_{\text{bgr}}(\Delta t)\) is the number of background events originating from the interactions of electrons with residual gas in the beam pipe. This number is measured using the pilot bunches using the formula:

\[
N_{\text{bgr}}(\Delta t) = \frac{I_{\text{alt}}}{I_{\text{pilot}}} N_{\text{pilot}}(\Delta t),
\]

(20)

where \(N_{\text{pilot}}\) is the number of accepted bremsstrahlung events originating from the pilot bunches, \(I_{\text{pilot}}\) is the current of these bunches and \(I_{\text{alt}}\) is the total electron current. The acceptance corrected value of the cross section for bremsstrahlung events \(\sigma_{BH}^{\text{cc}}\) is calculated using the Bethe-Heitler formula [10]. The relation (20) is based on the assumption that the pilot and colliding electron bunches are equivalent in terms of the background rate per unit of current (i.e. the background originates predominantly from beam gas bremsstrahlung while the beam wall contribution can be neglected). This assumption was checked by separating the electron and proton beams in several luminosity runs and was verified with an accuracy of better than 1 % (0.3 % in 1994). The precision of the background subtraction procedure in (19) using the estimate (20) depends on the error of the relative current measurement \(\delta(I_{\text{alt}}/I_{\text{pilot}}) \lesssim 1\%\), on the vacuum in the beam pipe and on the number of pilot bunches. For the 1993 running conditions this gave 0.9 % per 10 second online measurement cycle, and 1.5 % for the selected offline samples, reflecting the available statistics.

The major contribution to the systematic error in (19) comes from the determination of the acceptance corrected cross section \(\sigma_{BH}^{\text{cc}}\). In the hard \(\gamma\) rate method this correction includes the effects of energy smearing in both the photon detector and the Čerenkov counter and residual losses of events due to trigger inefficiency. The acceptance correction for the \((e - \gamma)\) coincidence method depends upon the optics of the electron beam and requires precise knowledge of the electron trajectory in the magnetic fields of HERA up to the entry to the electron tagger. An overall normalization error of up to 10 % is possible in extreme cases of large variations of the beam orbits. One has to stress that this problem concerns only the online measurements. Offline the electron tagger acceptance can be determined from the data, using the hard \(\gamma\) sample which contains \(\approx 40\%\) of \((e - \gamma)\) coincidence events. Such a procedure was used to verify the energy and
time dependence of the integrated electron tagger acceptance function with a precision of ≈ 3% and to correct the overall normalization used in the online measurement.

The dominant contributions to the systematic error of the absolute luminosity measurement in the \((e-\gamma)\) coincidence method are:

- **Acceptance determination.** In the online monitoring, where only the electron beam tilt is measured and can be accounted for, the overall error can be large. This is predominantly related to possible changes in the horizontal offset of the electron orbit at the IP. Other sources, such as the precision of the ET position and accuracy of the beam tilt measurement, are known at the level of ≈ 1%, or better. Offline, the actual acceptance of the electron tagger is determined from the data with a precision of ≈ 3% which is mainly defined by the absolute energy calibration of the luminosity system. No significant changes in the electron tagger acceptance were observed during the 1993 run period. Thus the corresponding uncertainty of 3% was assigned to the online measurements as well.

- **Background subtraction.** This contribution is less than 1% in the online, and ≈ 1.5% for the offline sample, as discussed above.

- **Trigger efficiency and purity.** Both the online and offline errors from this source are small (≈ 1%) because the minimal energies required are well above the thresholds for both ET and PD.

In total the corresponding uncertainty of the measured instantaneous luminosity with the \((e-\gamma)\) coincidence method in 1993 was estimated to be 4%.

The dominant contributions to the systematic error of the luminosity measurement using the hard \(\gamma\) rate method are:

- **Absolute energy calibration and resolution of the \(\gamma\)-arm.** 1.5% precision of the photon arm energy calibration, together with the energy smearing due to the finite resolution, translates to ≈ 1.7% uncertainty in \(\sigma_{BH}^{\gamma}\) for \(E_{\gamma} \geq 10\) GeV.

- **Trigger efficiency and purity.** The corresponding error was estimated from several independently triggered samples having hard photons in the photon arm, and was found to be ≈ 2%.

- **Background subtraction and effect of multiple photons.** The probability of having more than one energetic photon \((E_{\gamma} > 0.3\) GeV) in the same bunch crossing, which may in principle change the shape of the reconstructed energy spectrum in the photon detector, was small in 1993. The effect is visible for the high energy tail, \(E_{\gamma} > E_{c}\), but the corresponding correction \((0.2 \pm 0.2\%)\) is neglected in the analysis. The error of the background subtraction using equation (20) is 1.5%.

In total the corresponding uncertainty in the measured integrated luminosity with the hard \(\gamma\) rate method in 1993 is 3.4%.
5.2 The random coincidence method

The integrated luminosity can also be derived from the random event sample selected according to the criteria described in section 4.1.

We determine first the average conditional probability $P_{DIS-B}$ that a bremsstrahlung event satisfying requirement 1 ($E_\gamma \geq 5$ GeV) of the selection criteria for the random coincidence sample happen to occur in the same bunch crossing as a DIS event satisfying requirement 2 ($E'_e \geq 25$ GeV). This probability is given by $P_{DIS-B} = N_{1,2}/N_2$, where $N_{1,2}$ is the number of random coincidences satisfying both criteria 1 and 2, and $N_2$ is the number of events fulfilling the condition 2. If the luminosity were constant over a given running period then $P_{DIS-B}$ would be equal to the probability $P_{BC-B}$ of registering a bremsstrahlung event in any randomly chosen bunch crossing. In reality the instantaneous luminosity varies with each electron and proton fill of the HERA storage rings and is unevenly distributed over 84 colliding bunches. Therefore, $P_{BC-B} = (1 - \kappa) P_{DIS-B}$ where $\kappa$ is an average correction for the time variation of the instantaneous luminosity. This correction was determined using the time variation of the $(\epsilon - \gamma)$ coincidence rate and was found to be $(5 \pm 1)\%$ [21]. Note, that this correction is insensitive to both the absolute calibration of the luminosity system and the selection criteria for bremsstrahlung events.

Having determined $P_{BC-B}$ we calculate the total number of bremsstrahlung events fulfilling requirement 1 as: $N_{BC-B}(\Delta t) = P_{BC-B} \times N_{bunch} (\Delta t)$, where $N_{bunch} (\Delta t)$ is the integrated number of bunch crossings over the time interval $\Delta t$. The corresponding luminosity is then calculated using formula (19) by replacing $N_{data}(\Delta t)$ by $N_{BC-B}(\Delta t)$.

The resulting integrated luminosity is independent of the efficiency of the photon detector trigger. Thus, the systematic errors for this method come from the same sources as for the hard $\gamma$ method except that there is no error due to uncertainties in the trigger efficiency but an additional 1% error due to $\kappa$. This results in a total systematic error of 2.8% and a measurement error that is dominated by the statistical precision.

5.3 The Compton method

In the Compton method the luminosity is calculated from the following formula:

$$L = \left( \frac{N}{N' \epsilon_{sel}} \right) L' 
, \quad (21)$$

where $N$ is the number of events in the Compton event sample selected according to the criteria given in section 4.2, $N'$ is the number of simulated events passing the same event selection criteria, $L'$ is the luminosity corresponding to the simulated event sample. The $\epsilon_{sel}$ is introduced to take into account differences between Monte Carlo and data selection efficiencies and was determined directly from the data using the monitoring data samples.

The events from the Monte Carlo and the data samples are reconstructed and analysed with the same program. We have checked that the ratios of distributions of the kinematic variables in the data and Monte Carlo are independent of the $\xi^2$ cut defined in section 4.2 as long as $\xi^2 \leq \xi^2_0 = 14$. This indicates a very good agreement of the data and the Monte Carlo samples. Above $\xi^2 = 14$, the increasing background contribution present in the data, but not in the MC, causes visible distortions of the data/MC ratios.

The following systematic error sources dominate the overall error of this method:
• The selection efficiency. The cut on the energy of the third cluster (see section 4.2) introduces selection inefficiencies if artificial calorimetric electronic noise clusters remain in events with an otherwise acceptable Compton signal. This efficiency and its error was estimated to be \((88.8 \pm 3.5)\) % using the monitoring sample of events in which this requirement was dropped.

• **Theoretical uncertainties in the Monte Carlo.** The theoretical error on the cross section, related to the uncertainty in the elastic proton form factor, is \(\approx 1\) % if we select events with \(q^2 \simeq p_T^2 \ll W^2_{en}\), using a very stringent cut on \(\Delta \phi\). Such a cut requires a precise understanding of the resolution of the acoplanarity angle measurement. We use, at present, a weak \(|\Delta \phi| \leq 45^\circ\) cut, which accepts some inelastic events. Their contribution is controlled using the observed tail of the \(\Delta \phi\) distribution (Fig. 8) with precision of 3 %.

The interaction vertex is not reconstructed in the majority of the Compton events due to the small \(W_{en}\). For these events the vertex is assumed to be at the run dependent nominal position. The uncertainties of the geometrical acceptance due to the time dependent variations of the position of the bunch crossing point as well as due to variations of the proton bunch size were found to be negligible.

The luminosity measured using the Compton method provides an important cross-check of the three methods discussed above. It is based solely on the measurements in the central detector. No additional corrections for data acquisition dead time and detector inefficiency are required.

### 5.4 Comparison of the methods

In order to represent the luminosity delivered in the acceptance region of the central detector, all luminosity values have to be further corrected for the effect of so called satellite bunches at HERA.

A fraction up to \(\approx 10\) % of the proton current may escape from the proton buckets during the preaccelerating and injection phase and form parasitic satellites distributed between the main proton bunches at distances which are integer multiples of \(\pm 4.8\) ns. Thus a fraction of the total integrated luminosity, originating from the satellite bunches colliding in the straight section of HERA (\(\pm 6\) m around the interaction point) and contributing to the luminosity measurement, but outside the fiducial volume of the main detector, must be corrected for.

The fraction of the luminosity originating from satellite bunches was estimated from an analysis of the \(ep\) vertex distributions using unbiased samples of photoproduction and low \(Q^2\) DIS events (for the bremsstrahlung methods) and directly from the subsample of Compton events in which the interaction vertex is reconstructed (for the Compton method). The corresponding satellite bunch corrections, which may be different for the Compton method and for the three bremsstrahlung methods, were found to be \((3.6 \pm 2.5)\) % and \((3.3 \pm 3.0)\) % respectively.

The four methods of the luminosity measurement discussed above have different sensitivity to the detector data acquisition dead time. In contrast to the measurement with the Compton events the three luminosity measurements which are based on the bremsstrahlung event samples have to be dead time corrected. This correction is made
<table>
<thead>
<tr>
<th>Method</th>
<th>Stat. error</th>
<th>Syst. error</th>
<th>Sat. corr. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\epsilon - \gamma)$ coincidence</td>
<td>negligible</td>
<td>4.0 %</td>
<td>$-3.0 \pm 0.8 %$</td>
</tr>
<tr>
<td>hard $\gamma$ rate</td>
<td>0.6 %</td>
<td>3.4 %</td>
<td>$-3.0 \pm 0.8 %$</td>
</tr>
<tr>
<td>random coincidence</td>
<td>7.7 %</td>
<td>2.8 %</td>
<td>$-3.0 \pm 0.8 %$</td>
</tr>
<tr>
<td>Compton</td>
<td>5.4 %</td>
<td>5.0 %</td>
<td>2.5 %</td>
</tr>
</tbody>
</table>

Table 1: The systematic, statistical and satellite bunch correction errors for the four methods of the luminosity measurement used in H1 in 1993.

In Table 1 we compare the precision of the four methods of luminosity measurement, achieved in the analysis of 1993 data. The $(\epsilon - \gamma)$ coincidence method refers to the online measurements. For all bremsstrahlung methods the systematic errors also include a theoretical uncertainty of 0.5 %, reflecting the accuracy of the Bethe-Heitler formula used in the calculations. The random coincidence and the Compton method precisions are presently limited by the statistical error, while for the $(\epsilon - \gamma)$ coincidence and the hard $\gamma$ rate method the systematic errors dominate.

The luminosity values obtained using each of the four methods are compared in Fig. 10 for three running periods in 1993. We conclude that all methods give compatible results. The observed agreement of the measured values using largely independent methods gives us confidence that we understand the luminosity measurement, including the satellite bunch correction, at the 4.5 % level in 1993.

In the future we expect to significantly improve the accuracy of the luminosity measurement in H1. Preliminary analyses of the 1994 data show that a precision of 2 % for the hard $\gamma$ method is attainable while the increased statistics enables us to reduce the size of the errors in the statistics limited methods by a factor of three.

Figure 10: The results of the four luminosity measurements discussed in the text for three run periods in 1993. The error bars correspond to the statistical, systematic and satellite bunch correction errors added in quadrature.
In order to extract the proton structure functions from the inclusive measurement of the deep inelastic differential cross section for the ($\ell p \rightarrow \ell X$) reaction, the contributions due to higher order electroweak processes have to be calculated and subtracted from the measured distributions. These radiative corrections have given rise to significant systematic uncertainties in the structure functions measured in several DIS fixed target experiments, especially in those using electron beams.

At HERA, the sources of uncertainty are twofold. The first is related to the precision of the calculation and to the knowledge of higher order electroweak corrections to lepton-quark scattering. The corresponding uncertainty is small due to the significant theoretical progress made in this domain [22]. The second and dominant source of uncertainty, affecting the measurements in the large $y_e \gtrsim 0.3$ region, comes from the unknown shape of the structure functions in the unexplored domain of $(x,Q^2)$, especially at $Q^2 \lesssim 4$ GeV$^2$. Extrapolations of the structure functions to this domain based on QCD [23] or on phenomenological models [24] have to be used to calculate the radiative corrections for the processes which involve the emission of hard photons. The resulting radiative correction uncertainty reflects the arbitrariness of the extrapolation method used and is not very well known.

At HERA, unlike most previous lepton-nucleon scattering experiments, the uncertainty of the radiative corrections can be significantly reduced due to the measurement of the hadronic flow associated with the deep inelastic scattering and to the measurement of hard photons emitted in the direction of the incoming electron. At low $y_e$ (below $\approx 0.3$) the event kinematics can be reconstructed using the hadronic variables as well as the electronic ones. The corresponding structure functions have different sensitivity to the radiative corrections and their agreement provides a direct cross-check of the radiative corrections.

At larger $y_e$ the method based on the hadronic variables becomes less precise and the event kinematics have to be determined from the electronic variables. In this region hard photon radiation collinear to the incident electron direction is kinematically allowed ($E_{\gamma,\text{max}} \leq y_e E_e$) and the radiative correction due to photons of $E_{\gamma} \simeq E_{\gamma,\text{max}}$ dominates the total radiative correction [5]. For a given $(x_e,Q^2_e)$ value this correction is sensitive to the shape of the structure functions in a narrow path in the $(x(E_{\gamma}),Q^2(E_{\gamma}))$ plane. For details see [4]. The energy spectrum of radiative photons in the photon detector is sensitive to the assumed form of the structure functions in such a path and provides an experimental cross-check of the corresponding radiative corrections.

In this section we compare the measured and calculated energy spectrum of radiative photons for the event sample selected as described in section 4.3. A similar comparison [25] was made using data collected by the H1 detector in 1992, corresponding to 1/10 of the luminosity available here.

A Monte Carlo simulation of the detector response was used to unfold detector resolution effects. The corresponding corrections are small (up to 20 %). The trigger and vertex finding efficiencies are determined directly from the data. The corresponding efficiency varies as a function of the photon energy in the range from 50 to 80 % and is known with a precision of 10 %. The background due to pileup events is subtracted statistically using the sample of artificially mixed events (see section 4.3). The background contribution is large at the lowest $E_{\gamma}$ (30 %) and at the highest $E_{\gamma}$ (40 %), and small (7 %)
Figure 11: The comparison of the measured (full circles) cross section $d\sigma/dE_\gamma$ for the $ep \rightarrow e\gamma + X$ process, integrated over the kinematic domain defined in the text with the corresponding cross section determined using the HERACLES event generator [27] with the GRV parton distribution parametrizations (shaded area). The inner error bars represent the statistical errors. The full error bars correspond to the statistical and systematic errors added in quadrature. The overall normalization uncertainty related to the luminosity error of 4.5 % is not shown.

around 10 GeV [26] where the acceptance of the electron tagger approaches 100 %. This contribution is known to an accuracy of 25 %. To estimate the systematic error due to a possible miscalibration of the photon detector of 1.5 % we use Monte Carlo methods as in the studies of resolution effects. The resulting error is smaller than 4.5 %.

Fig. 11 shows the cross section $d\sigma/dE_\gamma$ integrated over the kinematic domain specified by the following boundaries: $E'_e > 10$ GeV, $160^\circ \leq \theta_e \leq 172^\circ$ and $\theta'_\gamma \leq 0.45$ mrad. The overall normalization uncertainty related to the luminosity error is 4.5 %. The data is compared to theoretical predictions calculated using the HERACLES program with the parton density parametrization of Glück, Reya and Vogt [23]. The HERACLES program includes all radiative processes to order $\alpha^3$. The chosen set of parton distributions describe well all available structure function data. Good agreement is observed both in shape and in magnitude, providing an important experimental cross-check of the radiative corrections in the large $y_e$ region with an average error of 25 %. Such a cross-check is of relevance if, in a conservative approach, one does not rely on modelling the proton structure functions in the unmeasured kinematic domain.
7 Probing the proton structure in radiative DIS

As was argued in section 2.4 a radiative deep inelastic scattering event with a hard photon emitted in the direction of the incoming electron can be treated as a non-radiative $ep$ scattering at a reduced centre of mass energy. Thus, with such events, one can measure the proton structure functions at $Q^2$ values lower by a factor $\approx 2$ than those attainable using electrons of the nominal beam energy.

The measurement of the radiative photon energy allows us to determine the effective energy of the incoming electron from the equation (10). Subsequently, we reconstruct the event kinematics in terms of $x_t$ and $Q_t^2$ variables defined by formulae (14) and (16), which describe scattering at a reduced centre of mass energy. At present we are unable, due to small event sample, to measure the double differential cross section and the corresponding structure function $F_2$. However, we can measure the differential cross section $d\sigma/dQ_t^2$ integrated over $x_t > 2 \cdot 10^{-4}$. The $Q_t^2$ resolution is typically 10 % and determined primarily by the resolutions of the measured energies of the inelastically scattered electron and of the radiative photon. The differential cross section $d\sigma/dQ_t^2$ is measured in the kinematic region specified by the following boundaries: $E'_e > 10$ GeV, $160^\circ \leq \theta_e \leq 172^\circ$, $E_\gamma > 5$ GeV and $\theta'_\gamma \leq 0.45$ mrad. A Monte Carlo simulation of the detector response was used to unfold the detector resolution and geometrical acceptance effects. The event selection efficiencies were determined from the data (see preceding section). The background due to the pileup of deep inelastic and bremsstrahlung events was subtracted statistically. It is present mostly at low $Q^2$ (corresponding to large $E_\gamma$), where it reaches 30 % [26].

In Fig. 12 we show the resulting differential cross section. The errors shown are the statistical (inner bars) and statistical and systematic errors added in quadrature. The statistical errors clearly dominate. The systematic errors include:

- up to 5 % error in the unfolding of the resolution effects,
- up to 20 % error of the event selection efficiency,
- up to 3 % error arising from the energy measurement of the radiative photon and scattered electron,
- up to 10 % error originating from uncertainties in the background subtraction.

The overall normalization error of 4.5 % reflecting the uncertainty in the luminosity measurement is not shown in the figure.

The measured distribution is compared to those calculated using two structure function parametrizations: the GRV parametrization [23] and the MRSD$^-$ parametrization [29]. The MRSD$^-$ parametrization is valid down to $Q^2 = 4$ GeV$^2$. We have used the phenomenological model of [24] to extrapolate the structure functions down to lower $Q^2$. The observed trend of the data is similar to that calculated using the GRV structure function parametrization.

In order to separate the contribution of transversely and longitudinally polarized photons to the DIS $ep$ inclusive cross section, the variation of the cross section at fixed $x$ and $Q^2$ as a function of the centre of mass energy has to be measured. Following the method presented in [8] and using the event sample selected in section 4.3 we investigated the possibility of ruling out one of the two extreme hypotheses for the value of $R = \sigma_L/\sigma_T$, namely $R = 0$ and $R = \infty$. In the parton model these two hypotheses can be related to virtual photon scattering off spin 1/2 and spin 0 partons. We found that neither of these hypotheses can be excluded by the presented data.
Figure 12: The cross section $d\sigma/dQ_t^2$ for the $ep \rightarrow e\gamma + X$ process, integrated over the kinematic domain defined in the text. The data are represented by full circles with the statistical errors marked by the inner bars and statistical and systematic errors added in quadrature marked as full errors. The shaded area and full line represent the theoretical predictions corresponding to two distinct parametrizations of the structure functions: the GRV and the MRSD' (BK) [24] sets. These predictions were calculated using the HERACLES event generator. The overall normalization uncertainty related to the luminosity error of 4.5% is not shown.

8 Conclusions

We have shown that using the H1 detector we can detect and measure the radiative processes $ep \rightarrow e\gamma + p$ and $ep \rightarrow e\gamma + X$ over a large $Q^2$ range. These processes are employed in order to measure the luminosity. We have demonstrated that 4 largely independent methods of luminosity measurement yield compatible results. From these results we conclude that the integrated luminosity corresponding to the data collected with the H1 detector in 1993 is measured with a precision of 4.5%. We have measured the spectrum of radiative photons emitted collinearly with respect to the incoming electrons and verified with an accuracy of 25% the theoretical calculation of the radiative corrections to the differential inclusive DIS cross section. For deep inelastic $ep$ scattering the cross section is measured down to $Q^2 = 2$ GeV$^2$ using a radiative event sample. The cross section is compatible with that calculated using the GRV parton distributions.
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