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Abstract:

Multi-jet production is observed in deep-inelastic electron proton scattering with the H1 detector at HERA. Jet rates for momentum transfers squared up to 500 GeV$^2$ are determined using the JADE jet clustering algorithm. They are found to be in agreement with predictions from QCD based models.
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1 Introduction

The study of deep-inelastic lepton scattering (DIS) off protons has been extensively used for quantitative tests of QCD. To date most experiments have studied the evolution of the inclusive structure functions with momentum transfer $Q^2$, which is predicted in perturbative QCD. First measurements of QCD effects in the hadronic final states have been performed by fixed target experiments[1] and jet analyses have been carried out [2]. These measurements suffer, however, from the limited available energy and therefore limited phase space in which to observe multi-jet production. This situation has changed with the advent of the HERA electron-proton collider. With 26.7 GeV electrons incident on 820 GeV protons, the accessible range in $Q^2$ is about two orders of magnitude larger than in fixed target experiments. With our 1992 data sample and an integrated luminosity of 22.5 nb$^{-1}$, we give results on jet rates for values of $Q^2$ up to 500 GeV$^2$, including events with $Q^2$ up to 2600 GeV$^2$. The invariant mass $W$ of the final state hadrons ranges from about 70 to 230 GeV, in contrast with $e^+e^-$ experiments which typically measure at fixed $W$.

DIS from a proton constituent produces one or more partons with large transverse momentum ($p_T$), which manifest themselves as high $p_T$ jets plus a proton remnant jet. In lowest order QCD, equivalent to the quark parton model, a single quark (antiquark) is scattered, leading to one current and one spectator jet — a (1+1) jet configuration. To next order in $\alpha_s$, 2 jets are produced by gluon emission from the scattering quark (QCD Compton) and by the photon-gluon fusion process ($\gamma g \rightarrow q\bar{q}$) \(^1\), leading to a (2+1) configuration. This makes for a more complex situation than in $e^+e^-$ collisions where no strongly interacting particles are present in the initial state. Higher order QCD effects can be approximately described by parton showers as demonstrated in $e^+e^-$ experiments. Exact QCD calculations to $\mathcal{O}(\alpha_s^2)$ have been performed for jet production in DIS [3] and so, with good event statistics, new precision tests of QCD are possible at HERA.

The H1 and ZEUS experiments have recently reported on first studies of global properties of hadronic final states in deep-inelastic scattering at HERA [4,5]. The ZEUS collaboration also presented results on the characteristics of jet production based on a cone algorithm [6]. In this letter we study the multi-jet production rates based on the JADE jet reconstruction algorithm [7], and compare the measurements with the predictions of QCD models. Preliminary results of the present analysis have already been presented \([8]\).

2 Detector description

A detailed discussion of the H1 apparatus can be found elsewhere \([9]\). Here we describe briefly the components of the detector relevant to this analysis, which primarily makes use of the calorimeters, and to a lesser extent the central and backward tracking systems.

The scattered electrons and the hadronic energy flow are measured in a liquid argon (LAr) calorimeter and a lead-scintillator calorimeter (BEMC). Leaking hadronic showers are measured

\(^1\)For presently accessible $Q^2$, $Z^0$ and $W^\pm$ exchange do not contribute significantly.
in a surrounding instrumented iron system. For the present analysis, the major part of the hadronic energy flow (> 90%) is measured in the LAr calorimeter. The range $-3 < \eta < 3.2$ of pseudorapidity $\eta = -\ln(\tan \frac{\theta}{2})$ is used for the energy flow measurement. Here and elsewhere polar angles $\theta$ are defined with respect to the proton beam direction ($z$ axis).

The liquid argon (LAr) calorimeter [10] extends over a polar angle range from $4^0 < \theta < 153^0$ with full azimuthal coverage. The calorimeter consists of an electromagnetic section with lead absorbers (EMC), corresponding to a depth between 20 and 30 radiation lengths, and a hadronic section with steel absorbers (HAC). The total depth of the LAr calorimeter varies between 4.5 and 8 hadronic interaction lengths. The calorimeter is highly segmented in both sections with a total of around 45000 geometric cells. The EMC (HAC) has a 3 to 4 (4 to 6) fold longitudinal segmentation. The lateral cell size in the forward region corresponds to about 1 Molière radius in the EMC and 1 interaction length in the HAC. The cells in the barrel region are approximately twice this size. The electronic noise per channel is typically between 10 and 30 MeV (1 $\sigma$ equivalent energy). The method used to reconstruct the energy flow is described in [9,11].

Test beam measurements of the LAr calorimeter modules have demonstrated that the energy resolution is $\sigma_E/E \approx 12%/\sqrt{E}$ (GeV) for electrons and $\approx 50%/\sqrt{E}$ (GeV) for charged pions [9–11]. Both the hadronic energy scale and resolution from these beam tests have been verified from the balance of transverse momentum between hadronic jets and the scattered electron in DIS events, and they are known to a precision of 7% and 20% respectively. The uncertainty of the absolute scale for electrons is $\approx 3%$.

The lead-scintillator calorimeter BEMC, with a thickness of 22 radiation lengths, covers the backward region of the detector ($151^0 < \theta < 177^0$). The main task of the BEMC, besides the contribution to the energy flow measurement, is to trigger on and to measure electrons scattered from DIS processes with $Q^2$ values ranging from 5 to 100 GeV$^2$. The resolution is presently $10%/\sqrt{E}$ (GeV) $\pm 3%$. From a comparison of the measured electron energy in the BEMC with a determination using only the angles of both the hadronic system and the electron, the energy scale of the BEMC is known to 2%.

The calorimeters are surrounded by a superconducting solenoid providing a uniform magnetic field of 1.15 T along $z$ in the tracking region. The return yoke surrounding this coil is fully instrumented with streamer tubes to measure leakage of hadronic showers and to recognize muons.

The main components of the tracking systems, which are located inside the calorimeters, are central drift and proportional chambers, a forward track detector, and a backward multiwire proportional chamber, covering the polar angle ranges $25^0 < \theta < 155^0$, $7^0 < \theta < 25^0$ and $155^0 < \theta < 175^0$ respectively.

A scintillator hodoscope situated behind the BEMC is used to veto proton-induced background events based on their early time of arrival compared with nominal electron-proton collisions.
3 Data Selection

The analysis is split into a “low $Q^2$ sample” ($Q^2 < 80$ GeV$^2$) where the electron is measured in the BEMC, and a “high $Q^2$ sample” ($Q^2 > 100$ GeV$^2$) where the electron is measured in the LAr calorimeter. The systematic uncertainties and the event selection criteria are different for these samples. The hardware trigger for both samples is based only on the scattered electron so as to avoid any trigger bias in the hadronic final state.

Events in the “low $Q^2$ sample” satisfy the following requirements:

- an electron candidate in the BEMC, defined as a cluster associated with a space point in the backward proportional chamber, with angle $160^\circ < \theta_e < 172.5^\circ$ with respect to the proton beam axis,
- momentum transfer squared $Q^2 = 4E_eE'_e\cos^2(\theta_e/2)$ between 12 and 80 GeV$^2$, where $E_e$ and $E'_e$ are the energies of the incoming and scattered electron, and
- $E'_e > 14$ GeV, corresponding to $y \lesssim 0.5$, where the scaling variable $y = 1 - E'_e/E_e \sin^2(\theta_e/2)$, to eliminate possible background from photoproduction.

A more detailed discussion of triggering and event selection for this sub-sample can be found in [12].

The “high $Q^2$ sample” consists of events with the scattered electron detected in the LAr calorimeter. The electromagnetic cluster [9,11] in the LAr calorimeter with the largest transverse energy is considered as a candidate electron if it fulfills the following criteria:

- $Q^2 > 100$ GeV$^2$ and $y < 0.7$,
- it should be fully contained in the LAr calorimeter,
- it must not be associated (to within a cone of half opening angle of 5°) with a muon track candidate reconstructed in the instrumented iron (to reject cosmic showers),
- the energy deposited in the electromagnetic section in a cylinder of radius between 15 and 30 cm around the electron direction must be less than 1.2 GeV, and in the hadronic section within 30 cm around the electron direction must be less than 0.5 GeV ($\lesssim 1\%$ of clusters are lost by this isolation cut).

The following additional requirements are common to both samples:

- at least one charged particle track is demanded in the central tracking system to define an event vertex within ±50 cm in $z$ from the nominal interaction point, and
- $W^2 > 5000$ GeV$^2$, to ensure large enough hadronic energy flow into the detector. The invariant mass squared of the hadronic system, given by $W^2 = (p + q)^2$, with $p$ and $q$ the four-momenta of the incoming proton and virtual photon respectively, is evaluated using the angles of the electron and of the hadronic system (double angle method [13]).

The final low and high $Q^2$ samples contain 769 and 47 events respectively.
4 Jet Reconstruction

In the present analysis jets are reconstructed using the JADE algorithm [7] which was developed originally for $e^+e^-$ interactions. The two main reasons for this choice are a) in Monte Carlo (MC) studies we find good correspondence between the jet rates calculated at the parton level and at the level of fully simulated and reconstructed events (see section 6), and b) higher order QCD predictions, to be compared with future larger data samples, are available on the basis of the JADE clustering scheme [3].

We reconstruct “particle” four-vectors using the energy in individual calorimeter cells and the vector joining the reconstructed event vertex with the centre of the cells. Use of clusters of calorimeter cells [9] as “particle” four-vectors instead of individual cells, yielded equivalent results. The invariant mass of all “particle” pairs (or combined objects) $(i, j)$ is then calculated in the JADE algorithm using $m_{ij}^2 = 2E_iE_j(1 - \cos \theta_{ij})$, thus neglecting the masses of “particles” $i$ and $j$, and the pair with the smallest mass is taken to form a new combined object $k$ by adding the four-vectors, $p_k = p_i + p_j$. The procedure is repeated until all remaining pairs have masses $m_{ij}$ exceeding a cut-off which is defined by $m_{ij}^2 > y_{cut} M^2$, where $y_{cut}$ is a resolution parameter and $M$ is a mass scale taken to be the invariant mass of all objects entering the cluster algorithm ($\approx W$, including the beam pseudoparticle, see below). The energy deposition attributed to the scattered electron is excluded from this procedure. To account for the loss in the beam pipe of most hadrons from the proton remnant we introduce a pseudoparticle with a longitudinal momentum given by the missing longitudinal momentum of the event and no transverse momentum [14]. The final results given in section 6 are obtained with $y_{cut} = 0.02$, corresponding to a cut in $m_{ij}$ of 10 to 30 GeV depending on $W$.

We investigated implementations of the JADE algorithm in alternative Lorentz frames and for different recombination schemes. We also tested other jet algorithms [15,16]. No significantly better agreement of the jet rates at the parton level with those obtained at the hadron level was achieved, both before and after full simulation of the detector.

5 QCD Models and Event Simulation

In QCD to $\mathcal{O}(\alpha_s)$ the 2+1 jet configuration is expected from the $\gamma$-gluon fusion process and the QCD Compton diagrams. Some of the models with which we will compare the data make explicit use of these matrix elements; others approximate the QCD effects with parton showers.

The model MEPS is based on the $\mathcal{O}(\alpha_s)$ matrix elements and an approximate treatment of higher order effects with leading-log parton showers. The model MEPS is implemented in the Monte Carlo generator LEPTO 6.1 [17]. We also use this generator without the parton showers (ME), and without parton showers and QCD matrix elements (QPM), to compare the data also with predictions from a simple quark parton model. Further we study in the frame of LEPTO a model (PSWQ) in which QCD effects are taken only to be leading-log parton showers with a scale $W \cdot \sqrt{Q^2}$. This scale fixes the maximum allowed virtuality at the beginning of the parton cascade. Extreme choices of scales such as $W^2$ and $Q^2$, are already excluded.
by previous data analyses [4,5]. In MEPS the scale for the parton showers is considerably restricted by the matrix element. The hadronization of partons follows the Lund string model as implemented in JETSET [18]. The PSWQ model includes QED radiation from the electron, which is achieved by combining the appropriate version of LEPTO with the radiative correction program HERACLES [19]. The radiative corrections for the (2+1) jet rates at $y_{cut} = 0.02$ are less than 5%.

In contrast with the Bremsstrahlung-like parton shower model used in LEPTO, the colour dipole model does not distinguish between initial and final state radiation and includes interference effects between them. It describes gluon emission by a chain of radiating colour dipoles, starting with a dipole formed between the scattered point-like quark and the extended proton remnant. We use the implementation of this model in ARIADNE [20], in which the scale is given by the $p_T^2$ of the radiated gluon with an upper limit proportional to $W^{4/3}$. Events are generated with LEPTO 6.1 for the electroweak interaction and for the $\gamma$-gluon fusion, followed by ARIADNE 4.03 which includes QCD Compton and further gluon emission in the framework of the colour dipole model. Such event simulations are henceforth referred to as CDMS.

The data are also compared with the HERWIG event generator [21] where the QCD processes, without explicit $O(\alpha_s)$ matrix elements, are based on leading-log parton showers which differ from those in LEPTO. Here the scale is essentially $Q^2$. It sets the upper limit for the shower evolution variables, which in HERWIG, in contrast to LEPTO, are related to energies and angles rather than to parton virtualities. As a result a more complete description of coherence effects is possible with HERWIG. For the final hadronization step, HERWIG uses a cluster fragmentation model.

No attempt has been made to tune the parameters of the models to the data in the new kinematical region at HERA. For LEPTO and ARIADNE the default parameters are used with the exceptions of $\Lambda_{QCD} = 200$ MeV and of the $y_{cut}$ at the parton level (PARL(8)=0.0025 in case of MEPS and ME). For HERWIG we use a version specified by parameters suggested in [22]. None of the models, besides PSWQ (see above), contains radiative corrections.

The jet fractions predicted by the models depend also on the proton structure function used in the event generation. In particular the gluon distribution is important at low $Q^2$ due to the contribution of $\gamma$-gluon fusion to the jet production. In general we have assumed the MRSD0 parametrization [23]. The parton distributions in such a parametrization enter the prediction for the fraction of (2+1) jet events, $R_{2+1}$, in two ways. For the production of two non-remnant jets with $m_T^2 > y_{cut}W^2$, the parton momentum fraction $x$ of the proton which enters the hard scattering process must be larger than $y_{cut}$ ($= 0.02$). For such parton $x$, present parton density parametrizations differ only marginally. On the other hand, the total number of events (in the denominator of $R_{2+1}$) averages over a Bjorken $x$ range between $10^{-4}$ and $10^{-2}$ (for the low $Q^2$ sample) where the predictions of parton density parametrizations, based on extrapolations of fixed target data, are quite different. The predicted $R_{2+1}$ at $y_{cut} = 0.02$ using the MRSD+ parametrization [23], which is closer to the recent measurements of the proton structure function $F_2$ at HERA [12,24], is less than that using the MRSD0 parametrization by 0.025 in the lowest $Q^2$ bin of our event sample. At higher $Q^2$ this difference is smaller.
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6 Results

In fig. 1 we show, for the low $Q^2$ sample and $y_{cut} = 0.02$, the flow of transverse energy, $E_t$, (transverse with respect to the beam) as a function of $\Delta \eta$ and $\Delta \phi$. Here $\Delta \eta$ and $\Delta \phi$ are the distance of the calorimeter cells from the jet axis in pseudorapidity $\eta$ and azimuth $\phi$ (radians) for non-remnant jets found with the JADE algorithm. The angle $\phi$ is taken to increase away from the scattered electron for the jet at smallest $\eta$. The energy flow is shown for the $(1+1)$ jet and the $(2+1)$ jet events. For the $(2+1)$ jet events, the profiles are shown separately for the jet at smaller (fig. 1c,d) and larger (fig. 1e,f) pseudorapidity $\eta$ respectively. Also shown are the $E_t$ flows actually attributed by the JADE algorithm to the jets. Distinct jet structures are observed for both event classes. The jets are predominantly at nearly opposite azimuth $\phi$ in the $(2+1)$ jet event class (fig. 1c,e), as expected at low $Q^2$.

The simulations of the QCD models MEPS and CDM (the latter not shown in fig. 1) reproduce the gross features in shape and height of the observed $\Delta \eta$ and $\Delta \phi$ jet profiles. The same is true for the parton shower model PSWQ (not shown in fig. 1b) which, however, fails to describe the forward energy flow in the $(1+1)$ jet events. For the $(2+1)$ jet events the HERWIG model shows a lack of $E_t$ flow in the region of the forward jet and between the jets (fig. 1d to f), and fails to describe the separation in $\phi$ (fig. 1c,e) 2.

The dependence of the jet rates on the resolution parameter $y_{cut}$ (see section 4) is shown for the low and high $Q^2$ data sample in fig. 2a and b respectively. The data are not corrected for detector bias. $R_{N+1}$ is the fraction of $(N+1)$ jet events in the sample. At $y_{cut} = 0.02$ the $(1+1)$ and $(2+1)$ classes dominate, with $R_{2+1} \approx 10$ to 20%. It should be noted that the data points in fig. 2 are strongly correlated as the same event sample is used for each value of $y_{cut}$. In this and the following figures only the statistical errors are given. Systematic effects are discussed in section 7.

To check if these rates can be taken as a measure of jet multiplicities at the parton level, the data in fig. 2a and b are compared to Monte Carlo predictions at the parton level (dotted curve), to the same model after hadronization (dashed curve), and to the prediction including a complete simulation of the H1 detector (full curve). In all cases the MEPS model is used. The figure demonstrates that in the high $Q^2$ sample hadronization and detector effects are small ($\approx 10\%$). For the low $Q^2$ sample the differences between these curves are larger ($\approx 15\%$) for $y_{cut} \geq 0.02$. For lower values of $y_{cut}$ more event structure is resolved as “jets” because the jet algorithm then fails to include individual hadrons in jet clusters.

It should be noted that the correspondence between parton and hadron jets is not “one to one” because there are migrations of events classified as $(2+1)$ jet at the parton level to the $(1+1)$ class at the hadron level and vice versa. This migration is because of the finite resolution of the $y_{cut}$ value at which a $(2+1)$ jet event is turned into a $(1+1)$ event at the parton and hadron levels (see table 1).

All QCD-based models discussed in section 5 reproduce the main dependence on $y_{cut}$ of the jet rates for both data samples, as shown in figs. 2c,d where the statistical errors due to the MC

---

2 Neither of these discrepancies are affected using the available option of an “soft underlying event”.
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simulation are less than half those of the experimental data. The PSWQ model prediction of the $(2+1)$ jet rate in the region around $y_{\text{cut}} = 0.02$ shows the most significant deviation from the data, namely by $\approx +50\%$ at $Q^2 < 80$ GeV$^2$. The fraction of $(0+1)$ jet events (not shown in fig. 2), for which all the hadronic energy is attributed to the proton remnant jet, increases with $y_{\text{cut}}$ somewhat more in the data than in the simulated models.

The $Q^2$ dependence of $R_{2+1}$ (not corrected for detector bias) is shown in fig. 3 for fixed $y_{\text{cut}} = 0.02$ together with the expectation of the different models discussed above. The experimental points are well described by the MEPS model. $R_{2+1}$ assuming the PSWQ model systematically exceeds the measurement. $R_{2+1}$ using HERWIG and especially CDM shows little $Q^2$ dependence. $R_{2+1}$ using the quark parton model (QPM, section 5, not shown in fig. 3) is $< 5\%$ of that measured.

The models with $O(\alpha_s)$ matrix elements, especially MEPS, describe the observed energy flow and the jet fractions $R_{N+1}$ in a satisfactory way without any further adjustment of parameters. We therefore correct the data in the above $Q^2$ bins for detector effects using the MEPS model and the simple ansatz

$$R_{(2+1)}^{\text{corrected}}(y_{\text{cut}} = 0.02, Q^2) = \frac{R_{(2+1)}^{\text{MC hadrons}}}{R_{(2+1)}^{\text{MC recon}}} \cdot R_{(2+1)}^{\text{data}}(y_{\text{cut}} = 0.02, Q^2)$$

where $R_{(2+1)}^{\text{MC hadrons}}$ was obtained applying the JADE algorithm to the hadrons generated by MC, with $W^2 > 5000$ GeV$^2$, and for the low and the high $Q^2$ sample $y < 0.5$. The fraction $R_{(2+1)}^{\text{MC recon}}$ was obtained from MC events, subjected to a full simulation of the H1 detector and to the same analysis as the data. The corrections for detector effects do not exceed 20%. The corrected $(2+1)$ jet rate is given in fig. 4 as a function of $Q^2$.

In the MEPS model, with present parameters, the $O(\alpha_s)$ matrix elements dominate the contribution to $R_{2+1}$, but the addition of parton showers improves the description of the data. This can be seen in fig. 4 by comparing the predictions of MEPS with the model ME which contains the matrix elements but not the parton showers. The observed jet rate is mainly due to the $\gamma$-gluon fusion process. In the low (high) $Q^2$ sample $\approx 75\%$ ($\approx 50\%$) of $(2+1)$ jet events simulated with MEPS are attributed to the $\gamma$-gluon fusion graph.

Because of the $Q^2$ dependence of the coupling constant $\alpha_s$, the matrix element for jet production decreases with increasing $Q^2$. This decrease is not manifest directly in $R_{2+1}$ because of the increase in phase space for jet production at higher $Q^2$, given the kinematic cuts of the present event sample and the jet definition. It is, however, interesting to test the sensitivity of the $Q^2$ variation of the $(2+1)$ jet rate due to the running of $\alpha_s$ by comparing the data to a model with constant $\alpha_s = 0.25$ (fig. 4). The curve with a running coupling constant ($\Lambda = 200$ MeV) gives a slightly better description of the data. However the large statistical and systematic errors at this stage allow no quantitative discrimination.

7 Systematic Errors

The main sources of systematic uncertainty in the measured jet fractions are due to detector effects and the model dependent description of the hadronic final state. To quantify these contributions we use the variation of $R_{2+1}$ at $y_{\text{cut}} = 0.02$. 
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The uncertainty of the energy calibration and resolution of the LAr calorimeter for this sample of low energy hadronic jets (7% and 20% respectively) leads to fractional errors of 7% and 10% for $R_{2+1}$ respectively. The limited hadronic response of the BEMC calorimeter has little influence on $R_{2+1}$. Changing its calibration by 50% results in a fractional change of less than 5% for $R_{2+1}$.

Particles hitting material close to the beam in the forward region outside the detector acceptance can generate additional energy flow in the calorimeter. Increasing in simulation this additional energy flow by 50% leads to a fractional change for $R_{2+1}$ of $\leq 5\%$. $R_{2+1}$ obtained with both the JADE algorithm and the assumption of a pseudoparticle for the remnant jet is also quite insensitive to the calorimeter acceptance, despite the fact that in most cases one of the two non-remnant jets appears at small polar angle ($< \theta_{\text{jet}} > \approx 8^\circ$). For example a variation of the minimum polar angle near the beam pipe between 3.7 and 6.7$^\circ$ changes $R_{2+1}$ for data and simulation (MEPS) by less than $\pm 10\%$, and this is not included in the overall systematic error.

The corrections for detector bias of the jet fractions as a function of $Q^2$ are determined using the MEPS model and found to be less than 20%. A rough estimate of the model dependence is given by evaluating the corrections with different models, whence an estimate of the systematic uncertainty in using the MEPS model to correct for detector bias is 14%.

Adding the errors above in quadrature, we estimate a total systematic error of $\pm 14\%$ for the measured jet fraction in fig. 3, and an uncertainty of $\pm 20\%$ for the corrected jet fraction in fig. 4. These systematic errors will decrease with future larger data samples, where it will be possible to improve the calorimeter calibration and simulation and to tune the models.

8 Conclusion

Multi-jet production has been observed in the new kinematic domain of lepton scattering at HERA. The jets were reconstructed using the JADE algorithm, requiring jet-jet masses above 10 GeV or more (depending on W). Between 10 and 20% of the events contain 2+1 jets (2 high $p_T$ and the proton remnant). Jet energy profiles and the dependence of multi-jet production rates on the jet resolution parameter and on $Q^2$ have been presented. It has been shown that hadronization and detector effects are small and controllable using the JADE jet reconstruction algorithm. A good overall description of multi-jet production is achieved using first order QCD matrix elements with higher order effects modelled by parton showers.
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<table>
<thead>
<tr>
<th></th>
<th>low $Q^2$ sample</th>
<th>high $Q^2$ sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) detector level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jet classes</td>
<td>not (2+1)</td>
<td>(2+1)</td>
</tr>
<tr>
<td>hadron level</td>
<td>not (2+1)</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>(2+1)</td>
<td>0.04</td>
</tr>
<tr>
<td>b) hadron level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jet classes</td>
<td>not (2+1)</td>
<td>(2+1)</td>
</tr>
<tr>
<td>parton level</td>
<td>not (2+1)</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>(2+1)</td>
<td>0.03</td>
</tr>
</tbody>
</table>

**Table 1**: Probabilities for the events in the two $Q^2$ samples to be classified as (2+1) jet or other (predominantly 1+1) at $y_{cut} = 0.02$. The MEPS simulation has been used to correlate the multiplicities a) at the hadron and detector level, and b) at the parton and hadron level.
**Figure 1:**
Transverse energy flow for the low \( Q^2 \) sample as a function of \( \Delta \phi \) and \( \Delta \eta \), each with respect to the jet axis of non-remnant jets, for \((1+1)\) jet events (a,b respectively) and for \((2+1)\) jet events (c,d and e,f for the jets with smaller and larger \( \eta \) respectively). The sense of \( \phi \) is away from the scattered electron for the jet at smallest \( \eta \). The points (●) are the data, and the dashed and dotted lines show the \( E_t \) flow attributed by the JADE algorithm to the jet at smaller or larger \( \eta \) respectively. The open and shaded histograms are Monte Carlo simulations using MEPS and HERWIG respectively.

**Figure 2:**
Fractions of \( N+1 \) jets \( (R_{N+1}) \) versus the cut variable of the jet algorithm for \( 12 < Q^2 < 80 \) GeV\(^2\) (a,c) and \( Q^2 > 100 \) GeV\(^2\) (b,d), compared in a),b) with simulation with MEPS at the detector level, at the hadron level and at the parton level, and in c),d) to predictions from the QCD based models MEPS, CDM, PSWQ and HERWIG.

**Figure 3:**
Uncorrected \((2+1)\) jet fraction \( R_{2+1} \) at \( y_{cut} = 0.02 \) versus \( Q^2 \) compared with different QCD based models: MEPS, CDM, PSWQ and HERWIG. The vertical error bars correspond to the statistical errors. For systematic errors see section 7.

**Figure 4:**
\((2+1)\) jet fraction \( R_{2+1} \) at \( y_{cut} = 0.02 \) versus \( Q^2 \), corrected for detector bias for \( W^2 > 5000 \) GeV\(^2\) and \( y < 0.5 \), in comparison with the MEPS model with a running \( \alpha_s \) and a constant \( \alpha_s = 0.25 \), and also with the matrix elements but no parton showers (ME model). The data are plotted at the corrected \(< Q^2 > \) per bin. The error bars correspond to the statistical errors of data and MC correction. For systematic errors see section 7.
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