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Total Photoproduction Cross Section Measurement at HERA Energies

H1 Collaboration

Abstract

We present first results on the total photoproduction cross section measurement with the H1 detector at HERA. The data were extracted from low $Q^2$ collisions of 26.7 GeV electrons with 820 GeV protons. The $\gamma p$ total cross section has been measured by two independent methods in the $\gamma p$ center of mass energy range from 90 to 290 GeV. For an average center of mass energy of 195 GeV a value of $\sigma_{\text{tot}}(\gamma p) = 159 \pm 7(\text{stat.}) \pm 20(\text{syst.}) \mu b$ was obtained.
1 Introduction

The total cross section is an important quantity strongly related to the fundamental properties of particle interactions and to the structure of the interacting particles. In particular, various theoretical models are quite sensitive to the high-energy behaviour of the photon-proton total cross section, predicting for $\sigma_{tot}(\gamma p)$ values between 145 $\mu$b and 760 $\mu$b at 250 GeV center of mass energy [1]. This uncertainty reflects the limitations in our present knowledge of both the proton and photon structure at high energies.

Since the previous experimental data [2] were limited to center of mass energies less than 18 GeV they allowed for different energy dependencies of $\sigma_{tot}(\gamma p)$. Here the new electron-proton collider HERA offers a unique possibility to measure the total $\gamma p$ cross section up to the center of mass energy of $\sim$ 300 GeV and to reduce the present uncertainty.

In this paper a measurement of $\sigma_{tot}(\gamma p)$ in the center of mass energy range between 90 and 290 GeV, performed with the H1 detector, is presented. The data for the analysis were collected during the first running period of the $ep$ collider HERA in July 1992 and correspond to a total integrated luminosity of 1.5 nb$^{-1}$. Preliminary results of this study were presented in [3]. Recently another measurement of $\sigma_{tot}(\gamma p)$ at HERA has been published in [4].

2 The Method

The $\gamma p$ cross section measurement at HERA is based on the low $Q^2$ $ep$-scattering process. In the single photon exchange approximation the $ep$ cross section at fixed center of mass energy can be written as

$$\frac{d^2\sigma_{ep}}{dydQ^2} = \frac{\alpha}{2\pi Q^2} \left\{ B(y, Q^2)\sigma_T(y, Q^2) + C(y, Q^2)\sigma_L(y, Q^2) \right\}$$

(1)

where $Q^2 = -q^2$ is the virtuality of the photon and, for small scattering angles, $y = 1 - E_e/E_\gamma$. $E_e$ and $E_\gamma$ are the energies of the initial and the scattered electron, $B(y, Q^2)$ and $C(y, Q^2)$ are kinematical factors, and $\sigma_T$ and $\sigma_L$ are the cross sections for transversely and longitudinally polarized virtual photons respectively. For very small $Q^2$ one can use the Weizsäcker-Williams approximation (WWA) [5] to simplify (1) after integrating over the $Q^2$ dependence:

$$\frac{d\sigma_{ep}}{dy} = \sigma_{tot}(W_{ep})Flux(y) = \sigma_{tot}(W_{ep}) \frac{\alpha}{2\pi} \frac{1+(1-y)^2}{y} \ln \frac{Q^2_{max}(y)}{Q^2_{min}(y)}$$

(2)

with $W_{ep} = \sqrt{s_{ep}} = 2\sqrt{yE_eE_p}$ and $Q^2_{min}(y) = (m_e y)^2/(1-y)$. The value of $Q^2_{max}(y)$ is defined by the actual experimental conditions.

In general, two different methods are possible to study photoproduction with the H1 detector:

- use only tagged events, in which the energy of small angle scattered electron ($\theta_\gamma < 5$ mrad with respect to the electron beam direction) is measured in the H1 electron tagger, or
use all events in which electrons are scattered by angles $\theta_e < 70 \text{ mrad}$. These electrons cannot be detected by the main H1 detector and escape in the beampipe (non-tagged events).

These methods access different but overlapping kinematical domains and are explored by different triggers, thus allowing for a complementary view on photoproduction events. For tagged events the acceptance of the H1 apparatus is limited to the range [6]

$$0.2 < y < 0.8, \quad 3 \cdot 10^{-8} \text{ GeV}^2 < Q^2 < 10^{-2} \text{ GeV}^2.$$  

For this small $Q^2$, equation (2) deviates from (1) by less than 0.3% [7]. Another important advantage of using tagged events is the possibility to measure $y$ with good precision and thus to know the actual value of $W_{np}$ within the range $150 \text{ GeV} < W_{np} < 250 \text{ GeV}$. On the other hand the non-tagged event sample has about a 10 times larger acceptance and covers a wider energy interval $90 \text{ GeV} < W_{np} < 290 \text{ GeV}$ although the $y$-resolution, based on the hadron energy flow measurement [9], is poor. Moreover, in this approach $Q^2_{\text{max}}$ is $\approx 4 \text{ GeV}^2$ and therefore corrections to the WWA of the order of 10 to 15% must be taken into account [7,8].

To summarize, we used tagged events as the basic and most precise method for the measurement of the total cross section and non-tagged events as an independent check of the measurement.

3 Experimental Setup

Presently the HERA accelerator collides 26.7 GeV electrons with 820 GeV protons. The particles are grouped in bunches separated by 96 ns time intervals. In the first running period in July 1992 usually 10 proton and 10 electron bunches were injected into the machine. Only 9 bunches were made to collide while one bunch per beam was used to check the background. The currents, typically of 100 to 200 $\mu$A per bunch, were measured for each bunch separately with a precision of $\approx 1\%$. The detectors H1 and ZEUS recorded the collision products at two interaction regions in the north and the south straight sections of the HERA ring, respectively. The size of the interaction region, determined by the lengths of the proton bunches, covered a range of $\pm 50 \text{ cm}$ around the nominal interaction point.

A description of the H1 detector can be found elsewhere [10]. Here we emphasize only those detector parts relevant to the total cross section measurement. The H1 detector is asymmetric with respect to the interaction point since the events are boosted in the proton (forward, $+z$) direction leading there to high particle energies and densities. Consequently the tracking system of the detector is split into a central part covering polar angles between 20 and 160 degrees and a forward part for particles between 7 and 25 degrees. Magnetic bending is provided by a superconducting solenoid with a radius of 3 m which produces a homogenous field of 1.14 T along the $z$ axis. The interaction region is surrounded by a system of cylindrical driftchambers with two jet chambers and two $z$ chambers. Resolutions of $\sigma_{r,\phi} = 200 \mu\text{m}$ for the jet chambers and $\sigma_z = 250 \mu\text{m}$ for the $z$ chambers have been achieved. The mean resolution for $dE/dx$ measurements
in the jet chambers is 12%. The drift chambers are interleaved by an inner (CIP) and an outer (COP) double layer of cylindrical multiwire proportional chambers with pad readout at radii of 16 cm and 51 cm. These are used for the first level trigger to select on charged tracks coming from the interaction region. The backward tracking region is covered by a multiwire proportional chamber with four wire planes. It provides space points for tracks with polar angles between 154 and 176 degrees.

The tracking area is surrounded by a fine grain liquid argon calorimeter consisting of the electromagnetic and hadronic sections. It covers polar angles between 4° and 155°. The energy resolutions are $\sigma(E)/E = 0.12/\sqrt{E}$ for electrons and $\sigma(E)/E = 0.50/\sqrt{E}$ for hadrons with $E$ in GeV. In the backward region the detector is completed by a lead-scintillator sandwich calorimeter with an energy resolution of $\sigma(E)/E = 0.11/\sqrt{E}$ for electrons. A time of flight counter system (TOF) behind this calorimeter acts as a veto against proton beam initiated background from upstream.

A luminosity system measuring the reaction $ep \rightarrow e\gamma p$ is located in the backward direction with an “electron tagger” at $z = -33$ m and a photon detector at $z = -103$ m. Each component consists of a $TlCl/TlBr$ crystal calorimeter having an energy resolution of $\sigma(E)/E = 0.1/\sqrt{E}$ and space resolution of $\sigma(x, y) = 0.2$ cm. The electron tagger accepts electrons with energies $E'_{e}$ in the range $0.2E_{e} < E'_{e} < 0.8E_{e}$ and polar angles below 5 mrad. The geometrical acceptance of the photon detector for bremsstrahlung photons is $\sim 98\%$. The system has two independent electronics branches which allows to measure luminosity and to trigger on photoproduction candidates simultaneously.

4 Trigger and Event Selection

At HERA the $ep$ signal has to compete with the strong background from proton—gas collisions and beam—wall events. Hence the number of triggers recorded by the experiment is large (about 3,000,000 in this first luminosity period) while the expected number of photoproduction events amounts to a few thousand only. The data for this analysis were taken in July 1992. The typical luminosity amounted to 40 mb$^{-1}$s$^{-1}$ yielding a total integrated luminosity of 1.5 nb$^{-1}$. A set of dedicated triggers for photoproduction events was included in the H1 trigger system which allowed continuous data taking of both tagged and non-tagged events throughout the whole run period simultaneously with triggers for other event classes. For tagged events the following trigger condition was imposed:

- Energy in the electron tagger calorimeter $E'_{e} > 4$ GeV and energy in the photon calorimeter $E_{\gamma} < 2$ GeV.
- At least one “ray” found in the central tracking detector.

The requirement $E_{\gamma} < 2$ GeV was necessary to reduce the high background from the bremsstrahlung events $ep \rightarrow e\gamma p$ having a typical rate of a few kHz. A “ray” was defined as a coincidence of 2 pads from the CIP and 2 pads from the COP, such that a straight line in the $\tau-z$ plane through all four pads intercepted the $z$ axis within $\pm 44$ cm of the nominal interaction point [11]. The requirement on $E'_{e}$ reduced the trigger rate by two
orders of magnitude [6] leading to an acceptable trigger rate of 0.1 Hz. For non-tagged events this suppression factor must come from a stronger requirement on the charged track multiplicity of the event. Therefore at least three rays were demanded. The z coordinate of the intercept of all rays with the z axis was added to a 16 bin wide z-vertex histogram. The event was triggered if the content of the peak bin was significantly above the mean content of all other bins and if the peak position was within ±33 cm. Both triggers were disabled if the signals from the TOF detector arrived in a time window expected from upstream proton induced background.

In a first step of the offline analysis some obvious sources of background events such as proton interactions in the beampipe and cosmic ray events were removed. Background events induced by electrons were almost completely suppressed by requiring at least one reconstructed track in the central tracker with a transverse momentum above 100 MeV/c. The dominant source of background events after these selections were interactions of protons with the residual gas within the H1 detector. For the tagged events they appeared in random coincidence with a signal in the electron tagger. The energy flow of these events was characterized by a value of $\sum p_z / \sum p$ near to 1, due to the large Lorentz boost, and a small value for $y_h = \sum (E - p_z) / 2 E_z$. The summation was performed over tracks and calorimeter cells, where calorimeter cells behind tracks were masked to avoid double counting of energy. Figure 1 shows the event distribution in the two variables for a background sample taken from events coming from the so called proton pilot bunch with no electron bunch partner compared to the photoproduction

![Figure 1: Distributions of $\sum p_z / \sum p$ versus $y_h$ for the proton pilot bunch data (a) and for tagged $\gamma p$ MC events (b). The cuts applied for the proton–gas background rejection are indicated by the solid line.](image)
events from Monte Carlo simulation (see section 5). Also the applied cuts are indicated. These background events are often accompanied by a number of protons which are identified by their energy loss in the central jet chamber. Thus events in which all reconstructed tracks were identified as protons and events with 3 or more protons were also rejected.

A total of 1383 tagged and 9073 non-tagged events survived the offline selection. The remaining background events were statistically subtracted from both data samples. For the tagged events the shape of the measured $E'_e$ spectrum has been used for this purpose. As shown in Figure 2a the spectrum consists of two parts, one part from $ep$ photoproduction events with a peak at about 15 GeV and another part with a different shape giving rise to a peak around 20 GeV. The shape of this background spectrum was monitored throughout the whole run period by a downscaled pure electron tagger trigger. As an independent cross check the events from the non-colliding electron bunch were used to define the background at the electron tagger. Both background samples agree well and give the same final result.

![Figure 2: Energy distributions of the tagged scattered electrons. In (a) the hollow histogram is for the full tagged sample and the hatched histogram denotes the normalized background spectrum. After statistical subtraction of the background the data (points) are compared to the Monte Carlo calculation (curve) taking into account the measured beam conditions (b). The arrows in (a) indicate the energy region used for the $\sigma_{np}$ measurement.](image)
The background peak was normalized to the measured distribution taking the part of the spectrum above 20 GeV. After the statistical subtraction the shape of the $E_{t}$ spectrum (Figure 2b) agrees well with the Monte Carlo calculation taking into account electron beam tilts in the horizontal and vertical planes of the order of 0.1 mrad, measured by the photon detector of the H1 luminosity system. In order to remove the tails of the distribution where the electron tagger acceptance is small, only the events from the energy interval between 10 GeV and 19 GeV have been used for the final analysis. The cuts were motivated by a compromise between the sensitivity to the absolute energy calibration of the tagger (~ 3%) and the signal to background ratio (10 to 1 in the chosen energy range). Four events in the electron pilot bunch survived all selections and gave an estimate of the non-random background from the $\gamma A$ photoproduction on the residual gas. After scaling up with the ratio of the electron current in the colliding bunches to the pilot bunch current this background was found to be $(4.2 \pm 2.1)\%$ and has been subtracted from the final sample as well.

For the non-tagged events the statistical background subtraction was done by exploiting the so-called "empty target" method using the proton and electron pilot bunches in which there is no colliding partner. Taking into account the measured currents for each of the bunches the number of photo-produced events can be derived from the total number of events by the formula

$$N_{\gamma p} = N_{\text{total}} - \sum R^p_i \times N^p_{i - \text{pilot}} - \sum R^e_i \times N^e_{i - \text{pilot}}$$

Here $R^p_i$ and $R^e_i$ denote the ratios of the total beam current to the pilot bunch current for a given run $i$ and $N^p_{i - \text{pilot}}$ and $N^e_{i - \text{pilot}}$ are the number of observed events in the pilot bunches. Figure 3a shows that the bulk of the background is concentrated at small values of $y_h$. The resulting $y_h$-distribution shown in Figure 3b demonstrates good agreement with the ep Monte Carlo simulated events passing the same selection criteria. To minimize the statistical error for this sample only the region of $0.15 < y_h < 1.0$ has been used where the signal to background ratio is 2.41. This cut selects $\gamma p$ events with an average center of mass energy $W_{\gamma p} = 183$ GeV, compared to the average $W_{\gamma p} = 195$ GeV for the tagged sample.

The quality of the event selection can be checked with the vertex distributions along the $z$ axis. It was found, that the distributions for both tagged and non-tagged samples have approximately gaussian shape with $\sigma_z \approx 14$ cm, in contrast to the expected flat shape for the background events.

The final number of photoproduction events is $917 \pm 38$ for the tagged sample and $940 \pm 65$ for the non-tagged sample where the errors are the statistical errors of the subtraction method. An overlapping part of the two samples contains 170 events satisfying both trigger conditions and all offline selections.
Figure 3: $y_h$-distribution for the non-tagged events. The arrows indicate the area used for the final analysis. (a) The points describe the distribution for the full sample and the hatched histogram is the distribution for the pilot bunch events normalized to the total current (an average normalization factor $<R^p> = 8.1$). (b) After statistical subtraction of the background the data (points) are compared to Monte Carlo simulations (histogram).

5 Acceptance Studies

One of the important aspects of this analysis is the determination of the detector acceptance. Here we define the acceptance as a function which takes into account the geometrical acceptance, the trigger efficiency and the event selection efficiency. Since the acceptance of the electron tagger depends only on the parameters of the scattered electron and not on the details of the photoproduction process, its calculation is rather simple. Therefore we concentrate on the study of the main detector acceptance.

The total cross section can be decomposed into a set of different subprocesses:

$$
\sigma_{tot} = \sigma_D + \sigma_{ND} = \sigma_{el} + \sigma_{sd} + \sigma_{ND}^{soft} + \sigma_{ND}^{hard}
$$

The diffractive component $\sigma_D$ contains contributions from the ‘elastic’ scattering $\gamma p \rightarrow \rho^0 p$, single diffractive dissociation $\gamma p \rightarrow \rho^0 M_z$ and $\gamma p \rightarrow M_z p$ and double diffractive dissociation $\gamma p \rightarrow M_{z1} M_{z2}$. The channel $\gamma p \rightarrow \gamma p$ contributes only 10% to the total elastic $\gamma p$ scattering [12] and therefore can be neglected. The non-diffractive part can be split into the ‘soft’ and ‘hard’ scattering processes.
The ‘soft’ processes were generated according to the vector-meson dominance model using the RAYPHOTON generator [13] in a low $p_T$ mode. For the ‘hard’ scattering events the PYTHIA 5.6 [14] was used to generate the photon interactions with the partons inside the proton. PYTHIA has also been adapted to generate the elastic and diffractive photoproduction events according to the distribution $\frac{d\sigma}{dt} \sim e^{-b|t|}$ with $b_{el} = \frac{1}{2} b_{el}$. In the elastic channel helicity conservation was required for the $\rho^0$ decay.

The various subprocesses have different acceptances which are themselves functions of the photon energy. Therefore one has to make some a priori assumption about the relative contribution of the subprocesses in order to translate the total number of observed events to the cross section. To make a realistic ansatz concerning the diffractive component, the measured properties of $\gamma p$ events at low energies [12] were extrapolated to the HERA domain using the energy dependencies known from hadron–hadron collisions [15]. All errors involved were propagated as well. The mean values for the relative contribution of ‘soft’ and ‘hard’ components to the total $\gamma p$ cross section were determined by comparing various experimental distributions of the tagged events with those from the Monte Carlo events. The best description of the data was obtained for the following set:

$$\frac{\sigma_D}{\sigma_{tot}} = 0.26; \quad \frac{\sigma_{soft}}{\sigma_{tot}} = 0.55; \quad \frac{\sigma_{hard}}{\sigma_{tot}} = 0.19.$$  \hspace{1cm} (3)

For example, the inclusive charged particle distributions shown in Figure 4 demonstrate a good agreement between our data and the Monte Carlo simulation using the composition (3), whereas an ansatz e.g. without ‘hard’ component cannot describe the data correctly. The assumption about the contribution of the diffractive part is in agreement with the observed (6.3 ± 1.9)\% of the tagged events with no energy deposition in the forward calorimeter ($\theta < 25^\circ$). To arrive at a conservative estimate of a systematic error in the acceptance determination due to the uncertainty in the decomposition (3) we varied the relative contribution of the subprocesses within the following limits: 0.26 ± 0.06, 0.55 ± 0.15, 0.19 ± 0.15.

The acceptance of the trigger and event selection for photoproduction events was derived from the Monte Carlo simulations. For the simulations the performance of the detector, in particular its trigger efficiency and acceptance was tuned to the trigger efficiencies as measured in the data. As an example, the efficiencies for giving a “ray” trigger as a function of the track parameters like transverse momentum, polar and azimuthal angle and $z$ position were determined from the data. The measured $z$-vertex distribution over the whole run period was also put into the Monte Carlo programs used for the efficiency calculations. The probability for an event to trigger was then derived from the MC simulations. Figure 5 shows the acceptance as a function of the photon energy for the different subprocesses. One can see that only a small fraction of events, namely elastic and proton diffraction channels (17±4\% of the total cross section) are invisible in both tagged and non-tagged samples. The mean efficiency for tagged events is about 6 times higher than for non-tagged ones. The significant difference in the efficiencies for the ‘hard’ and ‘soft’ $\gamma p$ events leads to a model dependence of the acceptance and was included in the systematic error.
Figure 4: Inclusive transverse momentum (a) and polar angle (c) distributions of charged particles in the tagged events (points) compared to the Monte Carlo (histograms). In (b) and (d) the contributions of 'soft' (solid), 'hard' (dotted) and diffractive (dashed) components are shown.

The sensitivity of the final result to the different model parameters has been studied varying the most important of them within $\pm(20 - 30)\%$ around the standard values:

- gaussian width of the transverse momentum distribution for primary hadrons in the fragmentation, $\sigma(p_{t,\pi}) = \sigma(p_{t,y}) = 350 \pm 100$ MeV/$c$,
- $p_T$ cut for the hard scattering $2 \rightarrow 2$ subprocesses: $p_T^{\text{min}} = 2.5 \pm 0.5$ GeV/$c$ [16],
- elastic and diffractive slopes $b_{el} = 12 \pm 3$ GeV$^{-2}$, $b_{sd} = 6 \pm 1.5$ GeV$^{-2}$ [17].

It was found that 20% changes of these parameters lead to a 3% change of the mean efficiency for the tagged sample and to an 8% change for the non-tagged sample. The main contribution to the systematic error comes from the uncertainty in the composition of the total cross section.
Figure 5: Acceptances for the different $\gamma p$ subprocesses as a function of the photon energy for the tagged (a) and non-tagged (b) events. Open circles = 'hard' processes, full circles = 'soft' processes, squares = $\gamma$-diffraction ($\gamma p \to M_3p$ and $\gamma p \to M_{z1}M_{z2}$), triangles = 'elastic' and proton diffraction.

Finally, the following result for the photon flux averaged acceptances was obtained:

$$< A > = \frac{\int_{y_{\text{min}}}^{y_{\text{max}}} A(y) Flux(y) dy}{\int_{y_{\text{min}}}^{y_{\text{max}}} Flux(y) dy} = \begin{cases} 0.274 \pm 0.026 & \text{for tagged sample} \\ 0.098 \pm 0.018 & \text{for non-tagged sample} \end{cases}$$

where $y_{\text{min}}, y_{\text{max}}$ define the limits of the area with non-zero acceptance. An average electron tagger acceptance for the energy range $10 < E_\gamma < 19$ GeV is $0.48 \pm 0.02$ and is included in $< A >$ for the tagged sample.

6 Cross Section

For both data samples an average $\sigma_{\text{tot}}(\gamma p)$ was calculated by integrating the $ep$ differential cross section (2) over the full $y$ range while taking into account the detector acceptance $A(y)$ as described in the previous section:

$$\sigma_{\text{tot}}(\gamma p) = \frac{N_{\gamma p}}{L \int_0^1 A(y) Flux(y) dy (1 + \delta_{WWA})}$$

where $\delta_{WWA}$ is a global correction to the Weizsäcker-Williams approximation, $N_{\gamma p}$ is the total number of observed photoproduction events, and $L$ is the integrated luminosity $\int Ldt$. 
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As already mentioned, the luminosity \( L \) was determined from the rate of bremsstrahlung events. After subtraction of background from the residual gas and accounting for the acceptance of the system one gets

\[
L = \frac{R_{\text{tot}} - (I_{\text{tot}}/I_0)R_0}{\sigma_{\text{vis}}C(\theta_x, \theta_y)}
\]

where \( R_{\text{tot}} \) is the total \( e\gamma \) coincidence rate and \( R_0 \) is the rate in the electron pilot bunch, \( I_{\text{tot}}, I_0 \) are the corresponding currents and \( \sigma_{\text{vis}} \) is the visible part of the \( ep \rightarrow e\gamma p \) cross section for the nominal beam conditions. The factor \( C(\theta_x, \theta_y) \) accounts for the dependence of the acceptance of the luminosity system on the electron beam tilt in the horizontal and vertical planes. Already in this first running period the statistical error in the integrated luminosity was negligible compared to the systematic error from the acceptance determination. A Monte Carlo simulation has shown that the permanent monitoring of the electron beam tilt with the precision of \( \Delta \theta_x, \Delta \theta_y \approx 0.02 \text{ mrad} \), achieved experimentally, guarantees an overall systematic error to be less than 7%. The main effect comes from the uncertainty in the acceptance, while the trigger efficiency and the detector calibration contribute \( \sim 3\% \) to the systematic error. The error in the background subtraction due to the systematics in the current measurements has been checked in stand alone electron beam runs and was found to be less than 2%. A special run taken for the acceptance study has proven that for an electron beam tilt within \( \pm 0.2 \text{ mrad} \) the Monte Carlo estimate differs from the data by less than 5%. Thus the total luminosity error has been estimated as

\[
\Delta L = 0.4\%(\text{stat.}) + 7.0\%(\text{syst.})
\]

The \( \gamma p \) total cross section defined from the tagged sample has been corrected for the radiative process \( ep \rightarrow e\gamma X \). The radiative corrections were calculated with the help of the TERAD91 program adapted to the low \( Q^2 \) domain [18]. For the actual experimental conditions the following result was obtained:

\[
\delta_{\text{RC}} = (2.5^{+1.4}_{-2.2})\%
\]

where \( \sigma_{\text{meas}} = (1 + \delta_{\text{RC}})\sigma_{\text{Born}} \). Thus for the tagged sample we give our measurement of the Born cross section at the average center of mass energy of \( W_{\gamma p} = 195 \text{ GeV} \) where the error of \( \delta_{\text{RC}} \) is included in the total systematic error:

\[
\sigma_{\text{tot}}(\gamma p) = 159 \pm 7(\text{stat.}) \pm 20(\text{syst.}) \text{ \mu b}.
\]

For the non-tagged sample the total \( \gamma p \) cross section at an average \( W_{\gamma p} = 183 \text{ GeV} \) was found to be \( \sigma_{\text{tot}}(\gamma p) = 152 \pm 10(\text{stat.}) \pm 32(\text{syst.}) \text{ \mu b} \). The final results for both methods are summarized in the table below where the statistical and systematic errors are added in quadrature.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( W_{\gamma p} ) (GeV)</th>
<th>( N_{\gamma p} )</th>
<th>( L ) (\mu b(^{-1}))</th>
<th>(&lt; A &gt; )</th>
<th>( \delta_{WWA} ) (%)</th>
<th>( \sigma_{\gamma p} ) (\mu b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tagged</td>
<td>195</td>
<td>917 ± 38</td>
<td>1536 ± 109</td>
<td>.274 ± .026</td>
<td>-0.2 ± 0.1</td>
<td>159 ± 21</td>
</tr>
<tr>
<td>non-tagged</td>
<td>183</td>
<td>940 ± 65</td>
<td>1081 ± 76</td>
<td>.098 ± .018</td>
<td>-12 ± 1</td>
<td>152 ± 34</td>
</tr>
</tbody>
</table>
The energy dependence of the total photoproduction cross section is shown in Figure 6 where our result from the tagged sample is compared with the ZEUS measurement [4] and with low energy data [2]. For both HERA experiments statistical and systematic errors are added in quadrature. The inner error bars show the statistical errors.

![Graph showing the total \(\gamma p\) cross section measurements at low energies together with those measured at HERA by H1 and ZEUS. The solid curve represents a Regge based fit of low energy data [19]. The dashed curve is the prediction of ALLM parametrization [20]. The dotted lines are obtained using PYTHIA Monte Carlo with the DG parametrization of the photon structure function for \(p_T^{\text{min}} = 1.4\ \text{GeV}/c\) (upper line) and for \(p_T^{\text{min}} = 2.0\ \text{GeV}/c\) (lower line).](image-url)

Figure 6: The total \(\gamma p\) cross section measurements at low energies together with those measured at HERA by H1 and ZEUS. The solid curve represents a Regge based fit of low energy data [19]. The dashed curve is the prediction of ALLM parametrization [20]. The dotted lines are obtained using PYTHIA Monte Carlo with the DG parametrization of the photon structure function for \(p_T^{\text{min}} = 1.4\ \text{GeV}/c\) (upper line) and for \(p_T^{\text{min}} = 2.0\ \text{GeV}/c\) (lower line).
only. The curves represent three main categories of theoretical predictions: parametrization of the existing data, Regge approach and QCD minijets. The phenomenological extrapolation from low energies are usually based either on the vector-meson dominance model or on the Regge model. As an example of this class the full line shows a recently published fit [19]. Another Regge-type parametrization [20] based on the analysis of $\gamma p$ and $\gamma^* p$ data is shown by the dashed line. Finally, the dotted lines are the $\gamma p$ cross section calculated by PYTHIA 5.6 using the ansatz $\sigma_{np}(s) = \sigma_{\text{soft}} + \sigma_{\text{jet}}(s)$. In these calculations the KMRS $F_0$ [21] proton structure function and the DG [22] photon structure function were used. The upper and lower curves correspond to different $p_T^{\min}$ cutoffs. Minijet models [23] assuming a very small $p_T^{\min} < 1.4$ GeV/c seem to be ruled out.

7 Conclusions

The $\gamma p$ total cross section has been measured in the new energy domain offered by the HERA ep collider. Two independent methods gave consistent results. Our measurement does not support extreme minijet models predicting a strong rise of the $\gamma p$ total cross section with energy. It is in a good agreement with the Regge motivated parametrizations.
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