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Abstract

The acceptance and resolutions of the proposedVery Forward Proton Spectrometer (VFPS)
are discussed. New studies of the physics potential of the device are described. The overall
status of the project is presented.

1 Introduction

The discovery of a large fraction of diffractive processes in DIS at lowx and the detailed mea-
surements of such processes is generally recognised to be one of the major successes of the
HERA I programme. HERA kinematics are particularly favourable for the study of the photon
dissociationep → eXp and quasi-elastic vector meson (V ) productionep → eV p processes,
since the asymmetric beam configurations result in the system X being well contained in the
main detectors. Although many detailed measurements have already been made,1 there is still
plenty of scope for further more precise measurements and investigations of new exclusive
channels. It is essential that diffraction remains an integral part of the physics programme at
HERA II, so that this unique opportunity to answer fundamental questions in hadronic physics
and QCD is not missed. The H1 Very Forward proton Spectrometer (VFPS) offers the oppor-
tunity to take advantage of the high luminosity available atHERA II to continue studies of
diffraction.

The physics topics which can be studied with the VFPS spectrometer have already been
described in [1]. Furthermore, acceptance calculations for particular processes [2] as well as
background studies [3] have been added to the proposal as addenda. In all these studies the
beam transport description was based on linear beam optics.In order to improve the under-
standing of how accurately the physical parametersxIP , t andφ can be reconstructed from the
spectrometer data, the beam transport description has now been refined. In this new descrip-
tion, the reconstruction of the physical parameters becomes more complicated. Although the

1At the time of writing, H1 and ZEUS have published 59 papers ondiffraction in refereed journals.
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acceptances are unaffected, the resolutions on the physical parameters found with the current
reconstruction methods have changed as described in detailbelow.

In section 2 the new beam transport description is outlined.In section 3 the resolutions on
the physical parametersxIP , t andφ are shown, the precision with which the slope parameterb
of thet distribution can be extracted is estimated and the detectorposition calibration is briefly
addressed. In the previous notes, the potential of the VFPS spectrometer as a triggering device
was not addressed. This issue is discussed in section 4 of this document. Further details of
the physics potential of the VFPS that were not covered in previous documents are reviewed in
section 5. Finally, in section 6, the status of the VFPS is briefly summarized from the technical
point of view.

2 Status of Transport Calculation and Acceptances

In the beam transport calculation, now used for detector acceptance and resolutions estimates,
all details regarding the beam pipe and the machine lattice are taken into account. More specif-
ically the following items are included:

1. a complete description of the beam pipe geometry from the interaction point up to the
VFPS location at 220 m as shown in fig. 1,

2. the positions and tilts of all the proton beam dipole and quadrupole magnets,

3. the beam-kick, displacing the nominal beam in the interval [150 m, 250 m] to avoid a
beampipe acceptance limitation otherwise encountered,

4. the effect of sextupole magnets which technically are accounted for in the simulation by
introducing a quadrupole field depending on the transverse distance from the sextupole
axis and

5. the beam divergence of both the proton and electron beam atthe interaction vertex as well
as smearing of the interaction vertex location (see [2]).

In the VFPS proposal [1] a linear beam optics calculation wasused in which the relation
between the positionx and the slopex′ = dx/ds of the proton at the VFPS location are related
to the scattering angleθx and the fractional proton energy lossxIP at the H1 interaction point
through the following matrix equation:

(

x
x′

)

=
(

Tx Dx

T ′

x D′

x

)

·
(

θx

xIP

)

(1)

whereTx, T ′

x, Dx andD′

x are energy-independent transport matrix elements which where cal-
culated from lists of optical functions provided by HERA. A similar matrix equation holds for
the vertical coordinatey.

The beam optics calculation now takes all the effects listedabove into account. The transport
matrix elements are calculated using the dipole and quadrupole magnet strengths. To properly
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a)

b)

c)

d)

Figure 1: Horizontal and vertical projection of the beam pipe: a)x-projection of the proton
beam pipe with respect to the absolute H1 coordinate system;b) x-projection of the beam pipe
relative to the nominal beam position; c)y-projection of the proton beam pipe with respect to
the absolute H1 coordinate system and d) y-projection of thebeam pipe relative to the nominal
beam position. Coloured lines show proton trajectories forgiven proton energy losses and
emission angles.
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account for off-momentum scattered protons, to all orders of ∆E/E (≡ −xIP ) the magnet field
strengths are scaled with aEp/E

′

p factor, whereEp andE ′

p are the beam and scattered proton
energies respectively andxIP = 1 − E ′

p/Ep. For the tracking of particles through the magnets
the true direction of the magnet axis (originally assumed tobe parallel to the beam axis) is taken
into account. This is important as for instance off-centered quadrupoles simulate the effect of
a dipole magnet which in turn influences the energy dispersion of the particle. A consequence
of the inclusion of these elements is that the transport matrix elements are now energy depen-
dent. The energy dependence of the transport matrix elements Tx, Ty, the dispersionDx and
the derivative of the dispersionD′

x are shown in fig. 2. As can be seen the effect cannot be ne-
glected. As the sextupole magnets might have a compensatingeffect, those magnets were also
included as described in item 4) above. The consequence of this inclusion is not only that the
matrix elements and the dispersion are energy dependent, but also that they become functions
of the transverse distance to the nominal beam. The global effect of these non-linearities are
shown by the coloured lines in the(x, x′) and(y, y′) plots, (see fig. 3). These figures show the
positions and angles of a particle at az position located half way in between the two Roman
pots for particles produced at specifiedθx, θy andxIP , whereθx andθy are the particle emission
angles at the vertex. The dotted grid shows the same correlations for the linear beam optics
which were used in the proposal [1]. As can be seen, the dottedgrid in the (x, x′) plot for the
linear beam beam optics changes to a much more complex shape for the new calculations. For
example, particles emitted at largeθx are mapped into a small region in the(x, x′) plane with
the consequence that theseθx angles can hardly be resolved.

In the calculation for linear beam optics, theχ2 minimization between the calculated and
measured positions and slopes in the Roman pots leads to a system of linear equations from
which the physical parametersxIP , t andφ (equivalentlyxIP , θx andθy) can be extracted. In
the new framework, theχ2 minimization results in a non-linear set of equations. The physical
parameters are obtained from an iterative minimization procedure (MINUIT). From a practical
point of view and at variance with the previous (linear) method, one has to worry about am-
biguous results and possible dependences of the results on the assumed starting values of the
extracted parameters for the minimisation procedure.

To study the beam pipe and detector acceptance with the new calculations, we have gener-
ated events with flat distributions inxIP andt in the ranges0.004 < xIP < 0.04 and0 < |t| <
1 GeV2 and passed the scattered protons through the simulation of the forward beamline with
the updated beam transport calculation. Fig. 4 shows the acceptance resulting from the aperture
of the proton beam pipe as a function of pairs of the kinematical variables. The acceptance of
the VFPS depends on how close to the beam it is possible to place the detectors. Fig. 5 shows
the acceptance for an example situation in which the detectors are conservatively positioned
3 mm away from the beam, in order to avoid large rates of background tracks from a possible
coasting beam component in HERA. Comparison of fig. 4 and fig. 5reveals that the acceptance
in t and the limit at largexIP are defined by the beam pipe aperture, while the lower limit ofxIP

that can be reached is directly related to the closest possible approach to the beam.

4



Figure 2: The transport matrix elementsTx, Ty and the dispersionsDx, Dy as defined in equa-
tion 1, shown as functions of the relative energy change between the beam and scattered protons
∆E/E (the effects of sextupole fields are not included).
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Figure 3: Iso-lines of constant emission anglesθx, θy and fractional proton energy lossxIP in
the planes defined by the quantitiesx, x′, y, y′ measured in the pots. The coordinatesx andy
are taken half way between the two pots. The full, coloured lines show the correlations with
the angles of scattered protons for particles emitted at fixed θx, θy andxIP according to the new
beam transport calculations. The dotted grid shows the samecorrelations for the linear beam
optics.
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Beam pipe aperture acceptance
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Figure 4: The VFPS acceptance as defined by the aperture of thebeam pipe as a function of the
pairs of variables (xIP , t), (xIP , φ), (φ, t) and (θx, θy). Values oft are given inGeV2. All angles
are in radians.
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Detector acceptance + coasting beam margin
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Figure 5: The VFPS acceptance when the detector is retractedby 3 mm to allow for a large
coasting beam component as a function of (xIP , t), (xIP , φ), (φ, t) and (θx,θy). Values oft are
given inGeV2. All angles are in radians.
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3 VFPS Resolutions and Calibration

3.1 Resolutions in xIP , t and φ

As noted in section 2, the variablesxIP , t andφ are reconstructed using aχ2 minimization pro-
cedure in which initial values for the parametersxIP , θx andθy are required. Here we estimate
the resolutions obtained onxIP , t andφ using simulations based on the non-linear beam-optics
and the minimisation procedure as discussed in section 2.

To obtain starting values ofxIP for the minimisation procedure, we use the redundancy
offered by the independent measurement of the photon dissociation systemX in the central
components of H1. This gives a measurement ofxIP with a typical resolution∆xH1

IP ≈ 0.005.
In the simulations, we therefore assume a starting value forxIP equal to the true value smeared
according to this resolution. For the scattering anglesθx and θy, a starting value of zero is
assumed as no direct measurement from the central H1 detector is available.
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Figure 6: (a) Shiftsθx (rec) − θx (gen) between the true and reconstructed value ofθx plotted
against the trueθx (gen) from the simulated sample of events. (b) Shiftsθy (rec) − θy (gen)
between the true and reconstructed value ofθy plotted against the trueθy (gen).

Figures 6a and 6b show the shifts between the generated and reconstructed values ofθx and
θy respectively. The proximity of the lines of constantθx with the non-linear optics (see fig. 3a)
leads to broadχ2 minima and hence to a poorer resolution onθx than was originally hoped.
This effect is completely determined by the beam optics and therefore represents an intrinsic
limitation of the apparatus. If the chosen starting values are too far from the true values, there
is also a finite probability of the minimisation procedure finding a falseχ2 minimum, resulting
in further deterioration of the resolutions. This effect isstrongest at large values of|θx(gen)|,
where the true value is furthest from the starting value ofθx = 0 (see fig. 6a). The deterioration
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in resolution induced by these wrong solutions is dependenton the choice of reconstruction
procedure and it is thus expected that the situation can be improved with more sophisticated
algorithms. The non-linear beam optics have a less pronounced effect on theθy reconstruction,
which is shown in fig. 6b.

µ(trec- tgen) vs tgen
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Figure 7: (a) Bias int (mean shift of the reconstructedtrec from the generatedtgen) as a function
of |tgen|. (b) Resolution ont (Root mean squared width of thetrec − tgen) distribution as a
function of|tgen|. All values are inGeV2.

The quality of thet-reconstruction is shown in fig. 7. The bias in theθx(rec) andθy(rec)
reconstructions results in a slight tendency to over-reconstruct p

T
and hence gives rise to a

positive bias in|t|, especially at low values (fig. 7a).

The resolution ont (fig. 7b) is approximately twice that obtained with the linear optics in
the original proposal [1]. To investigate whether an improved spatial resolution of the detectors
might help, we have repeated the procedure with the resolution set to1µm in place of the
expected100µm. The resulting resolutions are shown in fig. 8. The improvement in the t
resolution is small, indicating that the resolution is principally determined by the proximity of
the lines of constantθx in fig. 3.

The simulated bias and resolution forxIP from the assumed reconstruction procedure (us-
ing ∆xH1

IP = 0.005) are shown in fig. 9. Fig. 9a shows that the mean deviation between the
reconstructed and the true values ofxIP varies between 0.00075 and -0.0015. Fig. 9b indicates
that the resolution onxIP roughly scales withxIP and is approximately constant at 10%. The
first estimates of thexIP resolution in [1] gave an approximately constant value of 0.00075,
corresponding to∼ 8% at xIP = 0.01 and∼ 2% at xIP = 0.04. The non-linear optics and the
minimisation procedure thus lead to a slightly poorer resolution at the lowestxIP with larger
effects at higherxIP .

The bias and resolution of the reconstruction of theφ variable are shown as a function ofφ
and|t| in fig. 10. The resolution onφ is comparable to the value in the proposal [1]. The bias is
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σ(trec- tgen) vs tgen

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 8: Resolution ont (Root mean squared width of thetrec − tgen) distribution as a function
of |tgen|, assuming a 1µm detector resolution. All values are inGeV2.
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Figure 9: (a) Bias inxIP (mean shift of the reconstructedxrec
IP from the generatedxgen

IP ) as a
function ofxgen
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µ(φrec- φgen) vs φgen
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Figure 10: (a) Bias inφ (mean shift of the reconstructedφrec from the generatedφgen) as a
function ofφgen. (b) Resolution onφ (Root mean squared width of theφrec − φgen distribution)
as a function ofφgen. (c) Bias inφ as a function of|t|gen. (d) Resolution onφ as a function of
|t|gen. All φ values are in radians and allt values are inGeV2.
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small in comparison with the resolution. The resolution onφ also depends ont as can be seen
in fig. 10d. At |t| → 0, p

T
and henceθx andθy also tend to zero, such thatφ reconstruction

becomes increasingly difficult.

The effect on the reconstruction of the variablesxIP , t andφ of different assumptions regard-
ing the resolution onxIP from the central detectors has been investigated by assuming various
values for∆xH1

IP . For the unrealistically large value of∆xIP = 0.01, the VFPS resolution on
xIP becomes worse by a factor of 2, while the resolutions int andφ remain largely unaffected.

3.2 Calibration: Sensitivity to Detector Positioning

A full calibration scheme for the VFPS detector was given in the VFPS proposal [1] for the
case of linear beam optics. We are working towards a similar calibration scheme for the new
beam simulation, including the sextupoles, though the results are not yet available. Here, we
show that the potential exists for determining possible detector offsets on the basis of overall
distributions inθx andθy. Since the physical processes giving rise to protons in the VFPS are
azimuthally symmetric, deviations of the meanθx andθy can be interpreted as being due to
shifts in the detector positioning and can be used for calibration.

Fig. 11a,b show the effect on the simulatedθx andθy distributions of a 100µm vertical shift
on one of the two Roman pots for a sample of approximately 8000events. The mean value of
theθx distribution remains very close to zero, whereas the mean oftheθy distribution is shifted
by approximately180 µrad. Similarly, fig. 11c,d show the effect of a 200µm horizontal shift
in one of the pots. Theθy distribution is barely affected, whilst theθx distribution is again
shifted by around180 µrad. We thus conclude that the spatial positions of the detectors can be
calibrated to better that 100µm in the vertical direction and 200µm in the horizontal direction
with rather modest statistics.

3.3 Unfolding the Slope Parameter in t

Extracting the slope parameterb from the reconstructedt-distribution requires an unfolding
procedure taking account of the resolutions and shifts obtained from the beam transport cal-
culation. Work on the optimisation of such procedures is ongoing. Here, we show simulated
results using the iterative unfolding procedure describedin [4].

For these simulations, we generate a sample of “data” eventswith a particulart distribution,
following ebtruet. The events are then passed through the beam transport simulation with reso-
lutions as described in section 3.1. The reconstructedt spectrum is unfolded using correlation
matrices between generated and reconstructed events determined using a second Monte Carlo
simulation with a different inputt distribution followingebMC t. In the unfolding procedure, the
value ofbMC is changed at each iteration in order to improve the agreement with the “data”.
The procedure is stopped when theχ2 change between successive iterations becomes small
(<∼10 iterations).

This exercise has been performed for a variety of input slopeparameters in the range1 <
bMC < 8 GeV−2 and1 < btrue < 8 GeV−2. In each case, it was found that the real value of
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Figure 11: a),b) Reconstructedθx andθy distributions for a 100µm vertical shift of one of the
Roman pots; c),d) Reconstructedθx andθy distributions for a 200µm horizontal shift of one of
the Roman pots. All values ofθx andθy are in radians.
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0

5000

10000

15000

20000

25000

30000

35000

40000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Monte Carlo: -1.99

Unfolded:      -7.38

data (gen):    -8.02

(a)

Reconstructed data spectrum

0

2000

4000

6000

8000

10000

12000

14000

16000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

MC final iteration

MC zero iteration

Data (measured)(b)

Figure 12: (a) Unfolded and (b) reconstructedt spectra obtained using a “data sample” with a
btrue of 8 GeV−2, unfolded using a Monte Carlo simulation with inputbMC of 2 GeV−2. The
“data” are shown in black, the starting Monte Carlo distribution in red and the result of the last
iteration in green.

btrue in the data is determined to better than1 GeV−2. An extreme example is shown in fig. 12,
where a “data” t-distribution withbtrue = 8 GeV−2 is unfolded using a Monte Carlo simulation
with bMC = 2 GeV−2. The unfolded value ofb is within 1 GeV2 of btrue.

It is clear from these studies that the beam transport and finite spatial resolutions of the
detectors do not completely obscure the information ont values in the data. It should be noted
that calibration of thet spectrum will be possible using exclusive processes (e.g. vector meson
production with decays to two charged tracks) wheret is accurately reconstructed in the central
detectors. Performing the unfolding of the VFPStmeasurements on vector meson samples will
allow us to identify possible problems in the procedure and estimate the inherent uncertainties.

The precision with which theb parameter can be extracted is dependent on the accuracy
with which the correlation matrices used in the unfolding are known. The accuracy of these
correlation matrices is determined by how well we are able todescribe the beam line. Since
the locations and fields of the beam magnets are in principle known rather precisely, we do not
expect large systematic effects from this source. However,it is presently unclear which are the
key parameters that influence theb slope extraction.

We have considered other potential sources of systematic error on theb slope. The effect
of miscalibrations of the positions of one of the detectors by 100 µm in the vertical direction
or 200 µm in the horizontal direction was shown to be visible using themeasured data in sec-
tion 3.2. Conservatively estimating this to be the precision with which the spatial positions of
the detectors are known, we have simulated the effect on theb slope extraction of a systematic
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shift by 180 µrad in eitherθx or θy. The result is a systematic uncertainty on the extractedb
slope of1 GeV2.

On the basis of recent measurements using the FPS [5], the remaining systematics are ex-
pected to be dominated by background processes entering theVFPS sample.2 Random coin-
cidences between background tracks in the VFPS andep induced events with electrons in the
SPACAL were estimated to contribute a background of6 ± 2% to the FPS sample. Assuming
this background is a factor of 6 larger for the VFPS (see section 4.2), that the size of the back-
ground can also be determined with a30% error and taking the extreme case of a flat distribution
in t, we estimate that the resulting systematic uncertainty onb is approximately0.8 GeV−2. Pro-
ton dissociation processes were estimated to contribute approximately3% to the FPS sample at
xIP = 0.04, becoming negligible in the lowerxIP region of the VFPS acceptance. For a true
slope parameter ofbtrue = 6.5 GeV−2, we estimate that the systematic effect on the extracted
b slope of adding a 3% background from proton dissociation with a reconstructedt distribution
of e2.5t is to shift the measuredb by 0.2 GeV−2.

Taking the unfolding uncertainty onb to be1 GeV−2 and adding further uncertainties due
to θx andθy miscalibration and background processes, we reach a crude,and probably conser-
vative, estimate that the slope parameter can be determinedwith a systematic uncertainty of
2 GeV−2.

4 VFPS Trigger Potential

4.1 Triggering Diffraction in H1

After the upgrade, an increase by a factor of 5 in luminosity yields a totalep interaction rate
in excess of1 kHz. Background rates may also increase. With such high rates, most of the H1
trigger bandwidth will be taken up with rare processes involving high transverse momentum
final states. However, many processes of particular interest in HERA physics do not display
such signatures. By upgrading the calorimeter [6] and tracking [7] triggers, it will be possible
to collect large samples of processes involving heavy quarks or containing relatively lowp

T

jet topologies. However, these upgrades will not allow us totrigger the bulk of diffractive
interactions.

The strategy for triggering diffractive DIS at HERA I was to use all events triggered on the
basis of electromagnetic backward calorimeter (SPACAL) activity at relatively low threshold
(e.g. 6 GeV), combined with a minimal vertex requirement (from the MWPCs). Diffractive
selections were applied only off-line. This strategy will no longer be viable after the upgrade,
since SPACAL triggers will be heavily prescaled unless theyoccur in combination with a further
trigger indicating a hadronic final state of particular interest. A strong track requirement would
cut heavily into the acceptance for inclusive diffraction.New methods are thus needed if we

2The FPS measurements also have a sizeable systematic uncertainty arising from the track reconstruction effi-
ciency, which is due to the relatively poor single hit efficiency. It is expected that the single hit efficiencies (and
hence their uncertainties) will be improved considerably by replacing the photomultipliers. This uncertainty affects
only the normalisation and thus has no effect on theb slope extraction.
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are to reliably trigger on diffraction withQ2<
∼100 GeV2 at HERA II. ForQ2>

∼100 GeV2, the
electron is scattered into the liquid argon calorimeter, where no prescaling is expected to be
necessary.

H1 has considered triggering diffractive final states on thebasis of rapidity gaps, thus push-
ing the main pre-upgrade method for off-line diffractive analysis to the trigger level. One possi-
bility is to require an absence of activity in the most forward part of the liquid argon calorimeter.
The forward muon trigger (FMT) has also been reconfigured, such that the region3◦<∼θ<∼7◦ is
used as a diffractive veto trigger.3 Although triggers based on an absence of forward detector
activity are able to reduce rates considerably in combination with the SPACAL trigger, the re-
jection factors (FMT only) are around a factor of 3 for photoproduction background and more
like a factor of 2 for beam-gas interactions [8]. Larger factors are required in order to trigger
all diffractive SPACAL data. A further problem with gap-based triggers is that they are highly
sensitive to changes in background and noise conditions, making precise efficiency calculations
problematic.

It is thus clear that the only method of triggering diffraction after the upgrade that will meet
the requirement of a large and well known efficiency in a specified kinematic range will be to
use Roman Pot signals in the trigger. It has been shown that itis possible to provide trigger
information based on a coincidence of signals in the two VFPSstations to the first level trigger
of H1, with approximately 100 ns to spare within the requireddecision time. One of the main
contributions of the VFPS will thus be to provide a highly efficient trigger for diffraction within
its acceptance region.

In the next section, estimates are made of the rate at which a trigger based on a coincidence
of a SPACAL electron with a minimal central vertex requirement (MWPCs) and a VFPS trigger
would run.

4.2 Estimated Peak Rates for SPACAL Electrons

The rates estimated below are for themaximum post-upgrade luminosity. For average luminosi-
ties, the rates should be roughly halved. They are based on a luminosity increase to70 µb−1s−1

and increases in the proton and electron beam currents by factors of approximately 2 to160 mA
and58 mA respectively.

Background in the SPACAL calorimeter correlated with a vertex in the interaction region
arises from photoproduction and beam-gas interactions in which a high energy hadron fakes the
electron trigger. Background in the VFPS is expected to be entirely correlated with the proton
beam.

Prior to the upgrade, the maximum rate for the combination ofa SPACAL electron at
Q2>

∼5 GeV2 and a minimal vertex trigger was approximately 100 Hz [7] andfor a high energy
electron (above 15 GeV) about 30 Hz. The inner part of the SPACAL, roughly corresponding
to θ > 174◦, has now been removed. This restricts the acceptance in a manner dependent ony,
but corresponding approximately toQ2 > 8 GeV2.

3It is not possible to use more of the Forward Muon system for this veto without seriously compromising the
efficiency for muon triggering
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From the L2-L4 transparent run studied in [7], it is estimated that 30% of the rate in the
SPACAL comes fromθ < 174◦. There has also been an upgrade to the proportional chambers,
which may decrease the rate (e.g. by requiring a coincidenceof more layers), though no account
of this is taken in the calculations.

In order to be conservative, we assume that the rates from thecombination of a SPACAL
calorimeter and an MWPC vertex trigger scale with the luminosity rather than with the beam
currents. We therefore estimate a maximum post-upgrade rate for this combination of 175 Hz.

In [3], Monte Carlo simulations suggested that the expectedrate of coincident signals in
the two stations of the VFPS is approximately a factor of 3 larger than that for coincidences in
the two stations of the FPS. Prior to the upgrade, the FPS registered coincidence rates of up to
10 kHz. Assuming that this rate scales with the proton beam current, we estimate a post-upgrade
VFPS coincidence rate of 60 kHz.

Approximately 97% of beam interactions giving rise to background in the VFPS occur in
the warm section of the beamline between H1 and the Roman pots[3], the remaining 3% arising
from interactions further upstream. By contrast, the beam interactions giving rise to SPACAL /
MWPC triggers occur in the H1 interaction region or further upstream. The correlation between
SPACAL and VFPS background is made smaller still by the fact that the upstream beam-gas
interactions yielding VFPS background will be dominated byminimum bias lowp

T
processes,

where> 97% of the proton beam energy is carried away by the leading proton, whereas the
SPACAL triggers from this source arise from the tiny fraction of beam-gas interactions pro-
ducing sufficiently highp

T
particles to fake an electron in the SPACAL. Here, we neglectany

correlation between background rates in the SPACAL and in the VFPS.

Given that bunch crossings take place at 96 ns intervals, therate of random coincidences
between a VFPS and a SPACAL / MWPC chamber trigger is

Rate VFPS × SPACAL/MWPC =
(Rate VFPS) · (Rate SPACAL/MWPC)

Bunch Crossing Frequency
∼ 1.0 Hz

The rate at which diffractive DIS events that can be triggered by the combination of the
VFPS, the SPACAL calorimeter and the central MWPCs occur at70µb−1s−1 is estimated from
Monte Carlo simulations to be∼ 0.4 Hz, such that the overall peak rate is estimated to be
around1.4 Hz. The rate estimates given here are probably accurate to nobetter than a factor
of 3. However, it is clear that the VFPS will provide a crucialtriggering tool at acceptable
rates. With the Fast Track Trigger providing accurate tracking information to the second level
trigger [7], an extra requirement of a track withp

T

>
∼100 MeV could be imposed as is currently

done in off-lineFD
2 analysis. With this additional criterion, rates of well below 1 Hz are assured.

4.3 Triggering Exclusive Processes

Similar arguments can be made for the triggering of hard scattering processes in diffractive
DIS and in photoproduction (Q2 → 0). The most interesting channels here are dijet and charm
production and elastic heavy vector meson (J/ψ, Υ) production. These processes are all integral
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parts of the investigation of diffraction at HERA II. With the use of small angle electron taggers
6 m and 40 m downstream, the fast track trigger and the jet trigger, all of these channels can
be triggered [6, 7] without a diffraction-specific trigger,though the trigger rates may be high,
especially for dijet production at lowp

T
. It is clear that the additional use of the VFPS trigger

will allow us to keep trigger conditions as loose as possiblefor these processes.

For light vector meson electroproduction and the DVCS processes (see section 5.7), a high
energy (above 15 GeV) is always required in the electromagnetic SpaCal. The expected rate
with this threshold, based on the measured rates in 1997 and 1999 and including the effect of
the inner SpaCal removal, is about 30 Hz. These rates are not acceptable as such. Combining
the high threshold SPACAL trigger with the VFPS trigger willreduce the rate to 0.2 Hz (again
assuming a rate of 60kHz for the VFPS trigger, uncorrelated with the SPACAL rate). The
number of DVCS events available for analysis with and without the VFPS trigger are given in
section 5.7.

5 Physics Potential of the VFPS

5.1 Introduction

Some of the most interesting questions in diffractive DIS relate to its factorisation properties.
In [9], collinear factorisation was proven for a general class of semi-inclusive processes in DIS,
where the final state contains an identified particle with particular 4-momentum. Under these
circumstances, it is possible to define associated parton densities for the proton, which should
evolve withQ2 according to the usual DGLAP equations. A particular case ofsemi-inclusive
production is a leading proton with specified values ofxIP and t, corresponding to the final
states measured in diffractive DIS at HERA. This is the most promising channel in which to
perform tests of the semi-inclusive factorisation theoremand thus of the predictions of QCD for
diffraction.

The programme of measurements required to perform this factorisation test would begin by
obtaining very high precisionFD

2 data on theβ andQ2 dependence at a fixed value ofxIP , either
at fixedt or integrated over a fixedt range. Collins proof [9] then allows us to extract diffractive
parton densities at thesexIP andt values through DGLAP fits in the relatively largeQ2 region
where higher twist contributions (e.g. vector mesons) and possible saturation effects [10] can
be neglected. The region of the SPACAL calorimeter available at HERA II, corresponding to
Q2>

∼8 GeV2, is perfect for this exercise. High precision on theβ andQ2 dependence is crucial
in order to extract the diffractive gluon density on the basis of scaling violations with relatively
small uncertainties. Comparing predictions based on thesediffractive parton densities with
hadronic final state information in diffraction (e.g. jet and charm data) at identical values of
(xIP , t) would represent a unique test of semi-inclusive factorisation.

A second factorisation hypothesis, often termed ‘Regge factorisation’ or the Ingelman-
Schlein model, amounts to a statement that the diffractive parton densities extracted in diffrac-
tive DIS have no dependence onxIP or t and can be considered as representing the partonic
structure of the diffractive exchange or pomeron. Regge factorisation has no firm basis in QCD,
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but arises through the success of the idea of a universal pomeron exchange in soft hadronic
physics [11]. No deviations from Regge factorisation have yet been observed within diffractive
DIS [12], though the effective pomeron intercept describing the process is larger than that in
soft hadronic physics, suggesting that there is no universal pomeron. It is very important to
continue to test Regge factorisation, for example by searching for variations in the effective
pomeron interceptαIP (0) with β or Q2 within diffractive DIS data or variations in diffractive
parton densities withxIP or t.

In the following sections, the physics potential of the VFPSis addressed both for inclu-
sive measurements and for exclusive final states. The expected performance of the VFPS is
compared with measurements using rapidity gap methods, with the existing H1 FPS and the
now decommissioned ZEUS LPS. All studies shown are based on an integrated luminosity of
350 pb−1 for which the VFPS will be operational. This assumes three years of operation, with
approximately 50% of the full luminosity delivered available for analysis.

5.2 Rapidity Gap and Leading Proton Methods

Two methods have been used to identify and measure diffractive events of the typeep → eXp
to date:

1. Reconstruction of X: Here, the event kinematics are determined by measurement ofthe
hadrons comprisingX in the central components of the detector. The scattered proton or
its excitation leaves the interaction region unseen down the forward beampipe. Usually an
absence of activity is required in the forward region of the main detectors and in further
instrumentation sensitive to energy flow at large pseudorapidities (rapidity gap method).

2. Leading Proton Measurements: Here, the scattered proton is detected and measured in
the forward proton spectrometers.

Method 1 has yielded the most precise data to date, since it has been possible to use data
efficiently triggered as a subset of the inclusive lowQ2 DIS sample, in the backward electro-
magnetic calorimeter (SPACAL). Although the statistical precision achieved by this method is
high, such measurements are now limited by systematics associated with the unseen outgoing
proton. The efficiency for rejecting proton dissociation processes is not perfectly known, nor
are the relative cross sections for the proton-elastic and proton-dissociation channels and the
dissociation mass (M

Y
) andt dependences. The resulting systematic errors are at the level of

10% [12].

Measurements ofFD
2 by the rapidity gap method are already being used to test the factori-

sation properties discussed in section 5.1 [12], though it has not been possible to date to extract
separate parton densities at different values ofxIP andt. Even when Regge factorisation is as-
sumed when performing DGLAP fits to the present data, the limited statistics at highQ2, the
large systematics associated with the rapidity gap selection and the problems associated with
the separatexIP dependences of the pomeron and sub-leading exchange contributions imply that
the gluon density will still be measured to no better than30% at lowQ2 with the present data.
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To date, method 2 has suffered from statistical limitations, due to the relatively poor ac-
ceptances (a few %) of the leading proton spectrometers. Both H1 and ZEUS released Roman
pot data with much improved precision at the recent EPS-2001conference [5, 13]. However,
even taking the full data available from HERA I, only a few thousand events are available for
analysis. Despite the statistical limitations encountered up to now, the proton tagging method
does not suffer from the large systematic uncertainties associated with the proton dissociation
channel. Measurements can be made for unambiguous elastic-proton final states, over well de-
fined ranges oft, or even at fixedt. With sufficient statistics, proton tagging should become the
method that will yield the best precision on diffractive measurements.

5.3 Complementarity of FPS and VFPS

The existing H1 horizontal Roman pots (FPS) and the VFPS willprovide complementary in-
formation which, if used in combination, will cover most aspects of diffractive electron-proton
scattering. The horizontal FPS covers the range0.08 < |t| < 0.45 GeV2 over a wide range in
xIP , albeit with an acceptance of only a few per cent. (see e.g. fig. 2 of [1]). ThexIP coverage
extends from the kinematic limit (xIP = x) to xIP ∼ 0.09. Preliminary FPS results using all
available pre-upgrade data (29 pb−1) can be found in [5]. The total sample size was approxi-
mately 3000 events, but a 3-fold differential measurement in β, Q2 andxIP and measurements
of thet-slope parameter in 4 bins ofxIP were already possible. With the full HERA II dataset, a
sample size in the region of 50-100k events is expected, fromwhich it will be possible to make
precise measurements of thexIP dependence (and henceαIP (0)) and to search for variations in
thet dependence withxIP (theα′ / shrinkage question). However, these statistics will not permit
the high precision extraction of diffractive parton densities at fixedxIP andt.

By contrast, the VFPS covers a limited range inxIP (see section 2) but has a very high
acceptance in the region covered (∼ 100% for |t|<∼0.25 GeV2, falling to around 25% for
|t| = 0.8 GeV2). Thus, the VFPS is not optimised for measurements of the effective pomeron
trajectory, but is expected to yield data with high statistical precision in a restricted region of
xIP , from which detailed tests of diffractive hard scattering factorisation will be possible.

The existing vertical FPS consists of Roman pots at 81 m and 90m, which cover a higher
xIP region than the horizontal FPS or the VFPS, with an acceptance of≈ 20% (see e.g. fig. 2
of [1]). Combining data from all three sets of pots will thus yield high statistics throughout a
large kinematic region inxIP andt.

5.4 Inclusive Diffraction and Factorisation Tests with the VFPS

In this section, a feasibility study is presented for measurements of theβ andQ2 dependence of
the diffractive structure functionFD

2 , from which diffractive parton densities could be obtained
and tested using final state dijet and charm data.

The ability of the VFPS to efficiently trigger the data over a restricted range ofxIP andt (see
section 4) implies that the dijet and charm data can be collected as part of the same sample as
the inclusive data. These identical trigger conditions will considerably reduce the systematics
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on the comparisons compared to the present data, where dijetand charm data are collected using
triggers with harsher track conditions than is the case for the inclusive data. Furthermore, the
dominant systematics on the VFPS measurements depend to first order onxIP andt only.4 Since
systematic errors associated with the proton measurement in the VFPS are not expected to vary
significantly withx andQ2 as extracted from the central detector, they appear as normalisation
uncertainties in measurements of theβ andQ2 dependence in fixed regions ofxIP andt. These
systematics also cancel when making the comparisons of diffractive parton densities extracted
from FD

2 with dijet or charm data also obtained with the VFPS. The systematic uncertainties
which affect the measured kinematic distributions inβ andQ2 measurements in principle could
be reduced to the 2-3% achieved inF2 measurements [14]. For the present study, these errors
are taken to be 5% in each bin, arising dominantly from the unfolding procedure inβ andQ2

and from detector calibration and energy scales.

The simulated measurements are shown for a singlexIP bin centred onxIP = 0.017 in order
to maximise statistics throughout the phase space. It is assumed that all data from the VFPS
will be used in thexIP region where the acceptance is large and approximately constant under
the conditions where the coasting beam restricts the Roman pots to approximately 3.5 mm from
the beam, namely0.011 < xIP < 0.024. Thet range is restricted to|t| < 0.8 GeV2, where the
acceptance remains reasonable. Acceptance effects are accounted for as described in section 2.

If the coasting beam turns out not to be a problem, then the high and constant acceptance
region is extended to0.004 < xIP < 0.024, which might allow a secondxIP bin with similar
statistics centred aroundxIP = 0.007 covering the same region oft. Although this lowerxIP

range corresponds to the ‘truly diffractive’ region where in Regge models there is almost pure
pomeron exchange, it is also the region where dijet and charmproduction are kinematically
suppressed, so is less useful for testing extracted parton densities using hadronic final state
data. From the point of view of the semi-inclusive factorisation tests that are under discussion
here, the presence or absence of secondary exchanges is simply not an issue. It is the integrated
diffractive parton densities to which collinear factorisation applies. Whether or not the coasting
beam restricts the location of the VFPS, using data in a region where the VFPS has falling
acceptance would allow measurements of only slightly lowerquality in the region0.024 <
xIP < 0.034.

The simulated measurements are obtained using the RAPGAP [15] Monte Carlo model,
used in an identical manner to that described in [12]. It is assumed that all diffractive data
with electrons in the electromagnetic SPACAL (θe < 174◦) and Liquid Argon calorimeters
can be used. In order to ensure good kinematic reconstruction and suppress photoproduction
background, a vertex from the central or forward tracker is required within3σ of the nominal
position. To reduce background from photoproduction processes, the electron energy is required
to be greater than 8 GeV. Accepted events are required to satisfy ηmax < 3.3 to ensure that the
systemX is fully contained in the central detector, yielding a measurement ofxIP independent
of the VFPS. This redundancy proved very powerful in [5] to remove background from random
coincidences in the VFPS and SPACAL and is therefore necessary to keep systematic errors to a
minimum. It is also required to guarantee goodxIP resolution from the VFPS (see section 3.1).

The total expected VFPS event yields are shown in table 1 for avariety of different condi-
tions. Very high statistics are expected throughout most ofthe phase space, allowing high pre-
cision measurements in most channels. For the measurementsof φ dependences (section 5.6)

4These systematics were discussed in section 3.3.
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more than 10,000 events are expected in each of the 15 bins in the region whereφ can be reliably
reconstructed (|t|>∼0.2 GeV2).

Sample No coasting beam Coasting Beam
All events 2,100,000 1,000,000
Acceptance> 80% 1,100,000 390,000
Acceptance> 80%, IP only 930,000 280,000
0 < |t| < 0.2 GeV2 1,800,000 810,000
0.2 < |t| < 0.2 GeV2 330,000 160,000
0.4 < |t| < 0.6 GeV2 47,000 23,000
0.6 < |t| < 0.8 GeV2 6,000 3,000

Table 1: Expected VFPS yields for an integrated luminosity of 350pb−1.

The data are binned inx andQ2 using the same binning scheme as [14]. The differential
cross sectiondσ/dxdQ2dxIP (dt) is then extracted, using thexIP measurement from the VFPS.
This differential cross section is then converted to anFD

2 [β,Q2, xIP , (t)] usingβ = x/xIP .

The resulting simulated measurements for bins with high combined VFPS and central de-
tector acceptance are shown in figures 13 and 14. It is clear that the statistical precision on the
measurements remains high up to largeQ2. The kinematically accessible region inβ andQ2 for
xIP = 0.017 yields a large number of bins and is well suited to an extraction of the diffractive
parton densities.

In section 3.3 the resolutions of the VFPS int were shown. Using these resolutions as a
guide, it is expected that measurements will be possible in 3bins of t, corresponding to0 <
|t| < 0.2 GeV2, 0.2 < |t| < 0.45 GeV2 and0.45 < |t| < 0.8 GeV2. It will be very interesting
to search for variations in theβ andQ2 dependence or in the diffractive parton densities as a
function oft. Since many QCD models of diffraction (e.g. [10,16]) predict the diffractive cross
section att = 0 and insert the slope parameterb by hand, measurements in differentt intervals
are crucial for precise comparisons with models. The simulated measurements ofFD(4)

2 with
this t binning scheme are shown in figures 15 - 17. The measurement becomes statistically
limited only at the highest|t| and the highestQ2.

Unfortunately, it is not yet possible to estimate the precision expected on the extracted
diffractive parton densities, since H1 is still in the process of developing methods to obtain
errors on diffractive parton densities. However, it is clear from the quality of the expected mea-
surement and the possibility of making measurements of the full β andQ2 dependence at fixed
xIP andt, that the prospects with the VFPS are far superior to any previous measurements or
anything that will be possible by alternative methods at HERA II.

5.5 Hadronic Final States

As discussed in section 5.1 (see also [1]), diffractive charm and dijet production are particu-
larly powerful tools for the understanding of the underlying dynamics, since they are directly
sensitive to the role of gluons in the exchange. The VFPS offers the possibility of comparing
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Figure 13: Expected precision for350 pb−1 on FD(3)
2 (β,Q2, xIP ) at xIP = 0.017, integrated

over|t| < 0.8 GeV2, measured in the region0.011 < xIP < 0.024, where the VFPS acceptance
is large, even if the detector has to be∼ 3.5 mm from the beam due to the coasting beam. The
data points at differentβ values are scaled by arbitrary factors for visibility.

24



Figure 14: Expected precision for350 pb−1 on FD(3)
2 (β,Q2, xIP ) at xIP = 0.017, integrated

over|t| < 0.8 GeV2, measured in the region0.011 < xIP < 0.024, where the VFPS acceptance
is large, even if the detector has to be∼ 3.5 mm from the beam due to the coasting beam.
The inner error bars show the expected statistical errors. The outer error bars show the statisti-
cal errors added in quadrature with the expected non-normalisation systematic errors. Further
normalisation uncertainties arising from the VFPS (see text) are not shown.
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Figure 15: Expected precision for350 pb−1 on F
D(4)
2 (β,Q2, xIP , t) at xIP = 0.017 and

t = −0.05 GeV2, measured in the region0.011 < xIP < 0.024 and0 < |t| < 0.2 GeV2.
The inner error bars show the expected statistical errors. The outer error bars show the statisti-
cal errors added in quadrature with the expected non-normalisation systematic errors. Further
normalisation uncertainties arising from the VFPS (see text) are not shown.
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Figure 16: Expected precision for350 pb−1 on F
D(4)
2 (β,Q2, xIP , t) at xIP = 0.017 and

t = −0.25 GeV2, measured in the region0.011 < xIP < 0.024 and0.2 < |t| < 0.45 GeV2.
The inner error bars show the expected statistical errors. The outer error bars show the statisti-
cal errors added in quadrature with the expected non-normalisation systematic errors. Further
normalisation uncertainties arising from the VFPS (see text) are not shown.

27



Figure 17: Expected precision for350 pb−1 on F
D(4)
2 (β,Q2, xIP , t) at xIP = 0.017 and

t = −0.55 GeV2, measured in the region0.011 < xIP < 0.024 and0.45 < |t| < 0.8 GeV2.
The inner error bars show the expected statistical errors. The outer error bars show the statisti-
cal errors added in quadrature with the expected non-normalisation systematic errors. Further
normalisation uncertainties arising from the VFPS (see text) are not shown.
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measurements of these processes with predictions based on diffractive parton densities extracted
from inclusive diffractive data using a common region ofxIP andt with resulting cancellations
of systematic effects. The statistics expected from the VFPS for these two channels are esti-
mated below and are compared with the yields expected from pre-upgrade data.

5.5.1 Open Charm production

Cross sections for diffractive open charm production in DIShave been measured by H1 us-
ing the channelD∗ → D0πslow → Kππslow [17]. The statistics available from the 1996 and
1997 data used in that analysis amounted to only46 ± 10 events. The conclusions were cor-
respondingly limited, though the measured cross sections were approximately2σ smaller than
predictions based on parton densities extracted fromFD

2 . This is the only channel in diffrac-
tion at HERA where a suggestion of deviations from factorisation have been observed and it is
therefore highly important to repeat the measurements withimproved precision.

Although further data from the last years of HERA I are available for analysis, the improve-
ment in statistics is expected to be only a factor of 2-3, due to the trigger downscales that were
necessary to maintain acceptable rates. Using the VFPS to trigger this channel will be highly
beneficial, due to the cancellations of systematics when comparing with parton densities ex-
tracted from theFD

2 as measured using the VFPS. For HERA II, it is expected that this channel
can be triggered with up to 80% efficiency by using the Fast Track Trigger to reconstruct the
D∗ meson [7]. However, the additional use of the VFPS will clearly improve the efficiency and
its associated systematics and will allow relaxed trigger conditions for theD∗.

Fig. 18 illustrates the acceptance of the VFPS and the FPS forD∗ production in the kine-
matic regionxIP < 0.04, |t| < 1 GeV2, 0.005 < y < 0.7 (as covered in [17]) and8 < Q2 <
100 GeV2 (as will be available with the modified SPACAL). The data are kinematically re-
stricted to relatively largeM

X
due to the charm threshold, and thus appear dominantly at large

xIP . Thus, even allowing for the coasting beam restriction, approximately half of allD∗ events
observable in H1 give rise to leading protons in the VFPS. By contrast, due to the lower overall
acceptance, only a small fraction of diffractiveD∗ events are observable in the FPS.

Using the RAPGAP model, we estimate that a sample of 380 (310)D∗ → Kππslow events
will be obtained in a VFPS sample of350 pb−1 without (with) corrections for the coasting
beam. With these statistics, it will be possible to determine whether the anomalously small
cross section measured in [17] is a statistical fluctuation,or whether it represents a breakdown
of diffractive factorisation. Differential measurementswill also be possible, allowing us to
distinguish between alternative dynamical models.

5.5.2 Diffractive Dijet Electroproduction

Diffractive dijet production does not suffer from quite thesame statistical limitations as diffrac-
tive charm production, since there are no large factors due to branching ratios to observable
channels. A recent H1 measurement [18] using data from 1996 and 1997 was based on a sam-
ple of approximately 2500 events. These statistics will improve by using more recent data,
though higherEt thresholds to avoid downscaling in the later stages of the trigger will restrict
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Figure 18:xIP andp
T

distributions of charm electroproduction events observable in H1. The
full lines show the distributions for the full H1 central detector acceptance. The subsets of
events tagged by the VFPS at 12σ from the beam, tagged by the VFPS at 12σ+3 mm from the
beam and tagged by the FPS are also shown. The overall normalisation is arbitrary.

the phase space available for the analysis. Despite the large global sample, statistics remain
poor in regions of particular interest. For example, theexclusive production of dijets (i.e the
case where theX system contains only a pair of jets) has a very small cross section, but is
believed to be fully calculable in perturbative QCD [16]. Final states containing 3 highp

T
jets

are also of special interest, since diffractive final statesare often modelled asqq̄g systems. The
analysis of three-jet production in [18] was based on only 130 events.

Fig. 19 illustrates the VFPS acceptance for dijets in the kinematic range covered in [18],
further restricted toQ2 > 8 GeV2. The kinematic restriction to highxIP imposed by the jet
requirements is even more pronounced here than for the charmcase, with almost no loss of
acceptance at lowxIP due to the coasting beam. Almost all dijet events withxIP < 0.03 yield
protons in the VFPS. Again this contrasts dramatically withthe situation for the FPS. Using the
RAPGAP Monte Carlo model, we estimate that a VFPS sample of350 pb−1 will contain 22900
(20900) measurable diffractive dijet events without (with) the coasting beam restriction.

5.5.3 Diffractive Dijet Photoproduction

The study of diffractive dijet photoproduction was discussed in [1]. This channel provides an
important control experiment in attempting to understand the relationship between diffractive
DIS at HERA and diffractivepp̄ scattering, for instance at the Tevatron. At present, hard diffrac-
tive scattering rates at the Tevatron fall short of predictions based on parton densities extracted
fromF

D(3)
2 at HERA [19] by around an order of magnitude. This failure of diffractive hard scat-

tering factorisation is usually interpreted in terms of secondary scattering effects in processes
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Figure 19:xIP andp
T

distributions of dijet electroproduction events observable in H1. The full
lines show the distributions for the full H1 central detector acceptance. The subsets of events
tagged by the VFPS at 12σ from the beam, tagged by the VFPS at 12σ+3 mm from the beam
and tagged by the FPS are also shown. The overall normalisation is arbitrary.

where hadronic remnants exist, leading to ‘Rapidity gap survival probabilities’ lower than unity.
Specific phenomenological models of rapidity gap destruction effects [20,21] are able to repro-
duce the factor of 10 discrepancy, though the intrinsicallynon-perturbative nature of the effect
implies that such models have large uncertainties. An important control experiment is available
in diffractive dijet photoproduction, where relatively large rates are expected both where there
is no hadronic remnant of the photon (direct photoproduction) and where a hadronic remnant
exists (resolved photoproduction). Early HERA data [22] suggest that the rapidity gap survival
probability for resolved photoproduction is much larger than that forpp̄ data at higher centre of
mass energy.

For HERA II, H1 will have two low angle electron taggers. The 6m tagger will cover
the region0.7 <∼ y <∼ 0.8 with acceptance close to 100%, whereas the 40 m tagger will cover
the region0.1 <∼ y <∼ 0.3 with acceptance varying between 25% and 80%, depending ony
and on whethere+ or e− beams are in use. Data from the 6 m tagger will be used to obtain
photoproduction cross sections at aγp centre of mass energyW ∼ 275 GeV. The 40 m tagger
will yield results atW ∼ 140 GeV.

The RAPGAP Monte Carlo model has been used to simulate diffractive dijet photopro-
duction using parton distributions extracted fromFD

2 , without corrections for rapidity gap de-
struction effects. Using the 6 m tagger to detect the outgoing electron, the central detectors to
reconstruct jets with transverse energies above5 GeV and the VFPS to tag the leading proton,
we expect to collect a sample of around 1400 events from HERA II. Using the 40 m tagger, we
anticipate a sample of approximately 20000 events. As for the case of dijet electroproduction,
these yields are largely insensitive to the positioning of the detector relative to the beam, such
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that the coasting beam is not an issue. The high precision expected with these event yields,
the factor of two difference in centre of mass energy betweenthe measurements in the two
taggers and the correspondingly different fractions of direct and resolved photoproduction pro-
cesses should provide an extremely useful tool for distinguishing between different models and
understanding rapidity gap destruction effects.

5.6 Measurements of Azimuthal Asymmetries

The ability of the VFPS to measure the azimuthal angleφ of the scattered proton leads to
exciting possibilities of separately evaluating longitudinally and transversely polarised photon
induced diffractive cross sections. This could lead to the considerable progress in the under-
standing of diffractive DIS, as discussed in [1].

The relative angle∆φ is defined as the azimuthal angle between the electron scattering
plane and and the proton scattering plane. Since the precision on the electronφ obtained from
the SPACAL calorimeter is extremely good, the precision with which∆φ can be measured is
entirely determined by the VFPS.

For unpolarised electrons and protons, the cross section for ep → epX can be generally
written in terms of∆φ, the cross sections for longitudinally (σL) and transversely (σT ) polarized
photons and their interferences as

dσD

d∆φ
∝ σT + σL − 2

√

ǫ(1 + ǫ)σLT cos ∆φ− ǫσTT cos 2∆φ (2)

dσD

d∆φ
∝ 1 + ALT cos ∆φ (3)

whereσLT andσTT are the interference terms between the longitudinal and transverse contribu-
tions and between the two different transversely polarizedphoton contributions respectively and
the polarisation parameterǫ is a known function ofy only, close to unity throughout most of the
measurable kinematic region at HERA. The measurement of the∆φ dependence of the cross
section thus provides information on the interference terms, which are otherwise not accessible.

A first study of the∆φ asymmetry integrated over the region4 < Q2 < 100 GeV2, xIP <
0.03, M

X
> 1.5 GeV and0.0075 < |t| < 0.35 GeV2 using the ZEUS LPS [13] led to the

resultALT = −0.049 ± 0.058 (stat)+0.056
−0.009 (syst), which is compatible with zero. As shown in

fig. 10, the VFPS resolution inφ is expected to be approximately 0.4 radians for|t|>∼0.2 GeV2,
allowing measurements to be made in around 15 bins. It was shown in section 5.4 that for a
luminosity of350 pb−1, around 10000 events could be expected in each of these bins,such that
the measurement will certainly be systematically limited.With this level of statistics, it will
also be possible to perform the study in separate bins ofβ andQ2. Strong variations with these
variables are expected, with the higher twist longitudinalphoton induced cross section expected
to be dominant at largeβ and smallQ2 [10, 23]. It may also be possible to make separate
studies for exclusive channels such as dijet production, where there are definite predictions for
the longitudinal contribution [16].

Using the full beam and acceptance simulation of the VFPS, wehave made preliminary
studies of the sensitivity to asymmetries in the∆φ distribution. The smearing induced by the
finite resolutions tends to modify the asymmetry by up to a factor of 2, though full studies of
unfolding procedures and systematic uncertainties have yet to be performed.

32



5.7 Exclusive Channels

The acceptance regions of the VFPS for vector meson production were shown in [2]. Here, we
briefly discuss the possibilities for studying the Deeply Virtual Compton Scattering (DVCS),
i.e. the hard diffractive scattering of a virtual photon offa proton:e+p→ e+γp with the VFPS.
This is one of the most promising diffractive channels to be studied at HERA II. The interest
of this process resides in the particular insight it gives for the relevance and applicability of
perturbative QCD in the field of diffractive interactions. Compared to vector meson production,
DVCS is theoretically simpler because the composite meson in the final state is replaced by the
photon, thus avoiding large uncertainties due to the unknown meson wave functions. Moreover,
a considerable motivation comes from the access the DVCS process gives to a new class of
parton distribution functions, the skewed parton distributions (SPD) which are generalisations
of the familiar parton distributions of deep inelastic scattering, but include parton momentum
correlations. A first cross section measurement has been achieved by H1 (based on about 100
DVCS events collected in 1997) as a function of the photon virtuality, Q2, and the invariant
mass of the final stateγ − p system,W , in the kinematic range2 < Q2 < 20 GeV2, 30 < W <
120 GeV [24].

For HERA II, the inner SpaCal has been removed restricting the acceptance forQ2 below 8
GeV2, though some acceptance remains down toQ2 ∼ 2 GeV2. As has been shown in section 4,
the trigger rate is such that an inclusive SpaCal trigger would have to be downscaled. Assuming
aQ2 dependent downscaling scheme that achieves a maximum trigger rate of 1 Hz, the expected
number of events that will be triggered by the simple SPACAL trigger for the full period of
HERA II has been calculated. The results are shown in column 3of tables 2 and 3. Assuming
that an identical trigger with the additional requirement of a VFPS signal would operate without
any downscaling, DVCS events in the restricted kinematic range covered by the VFPS can be
triggered with a much enhanced efficiency. Column 4 of table 2shows the number of events
that would be expected from the VFPS trigger assuming that there are no complications from
the coasting beam. Column 4 of table 3 shows the same thing forthe scenario where the VFPS
detectors are placed an additional 3 mm from the beam in orderto accommodate the coasting
beam. The final columns of tables 2 and 3 show the combined number of events expected
from the downscaled SPACAL trigger and from the non-downscaled SPACAL× VFPS trigger,
correcting for the overlap of the two triggers.

Minimum Q2 (GeV2) Produced H1-triggered VFPS-triggered combined
2 29900 5052 8732 12010
8 5566 2707 2046 3636
20 828 828 487 828
40 172 172 128 172

Table 2: Number of DVCS events expected at HERA II including both events with final state
protons observed in the VFPS and events with no final state proton in the VFPS. It is assumed
that the coasting beam is not a problem.

It is clear that the prospects for studying DVCS at HERA II aregood. For comparison,
the collected data in 1997 used in [24] contained only around25 DVCS events withQ2 above
8 GeV2. The expected distributions inxIP , W andQ2 for events with and without protons
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Minimum Q2 (GeV2) Produced H1-triggered VFPS-triggered combined
2 29900 5052 4783 8754
8 5566 2707 1305 3287
20 828 828 320 828
40 172 172 94 172

Table 3: Number of DVCS events expected at HERA II including both events with final state
protons observed in the VFPS and events with no final state proton in the VFPS. It is assumed
that the VFPS detectors are shifted by 3 mm relative to their planned position, due to the coast-
ing beam.

in the VFPS are shown in fig. 20. The use of the VFPS trigger approximately doubles the
total number of collected DVCS events and gives the largest enhancement in the lowW region
where the Bethe-Heitler background is smallest. This gain occurs mainly at lowQ2 where the
downscaling of the non-VFPS trigger is largest.

5.8 The VFPS with Reduced Proton Beam Energy Running

It has been suggested that a running strategy for HERA II might include around50 pb−1 taken
with reduced proton beam energies. As in the case of inclusive DIS, low proton energy running
is particularly interesting for the diffractive case, since it allows access to a previously unex-
plored kinematic region at highx and lowQ2 and since it should yield a direct determination
of the longitudinal diffractive structure functionFD

L . In [25], it was shown that an extraction of
RD = FD

L /(F
D
2 − FD

L ) with an uncertainty of approximately40% and comparable statistical
and systematic errors is possible with a sample of50 pb−1 at a proton energy of 500 GeV.

At present no beam optics calculations exist that would allow us to evaluate the performance
of the VFPS at reduced proton beam energies. However on general principles one may assume
that the dispersion andβ function will not change too much and that the emittance willincrease
only slightly. Therefore we estimate that the upperxIP acceptance limit will probably not be
very different, but because of the slightly wider beam, it may not be possible to place the
detectors quite so close to the beam, thereby increasing thelower xIP acceptance limit. Until
detailed beam optics calculations become available, it is not possible to estimate the effect on
the VFPS resolution.

5.9 Further Physics Motivation

The remaining physics programme discussed in [1] remains largely valid. In particular, we
would still expect to be able to constrain double dissociation cross sections and the ratio of
single photon dissociation (ep → eXp) to double dissociation (ep → eXY ) as a function of
the kinematic variablesxIP , β andQ2 by comparing the results of VFPS analysis with rapidity
gap based analysis. This represents an interesting test of Regge factorisation and reduces the
systematic uncertainties on single photon dissociation measurements.
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Figure 20: Expected HERA II distributions inxIP ,W andQ2 for simulated DVCS events. The
distributions are shown for the case where there is no coasting beam problem, separately for the
full simulated sample, for events triggered using the SPACAL trigger only withQ2 dependent
downscaling to achieve a trigger rate of 1 Hz and for events triggered by the VFPS.

6 Technical Status Report

Below, we briefly summarise the present status of the VFPS project from a technical point of
view.

6.1 Status of Bypass - Warm beamline - Installation

The design of the “Cold bypass” was finished in October 2001. The full design including the
part drawings are ready for delivery to the construction firm, who were previously informed
about the status of the bypass in June. The agreement betweenBrussels-DESY-Damker& Part-
ner (design firm) and DEMACO (construction firm) has to be established. The firm Damker&
Partner is presently working on the beam line support structure for the cold bypass and on the
Roman pots. The installation procedure for the bypass in thetunnel remains to be worked out.
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6.2 Status of Roman pot

Earlier this year the DESY machine and vacuum groups raised concerns about vacuum problems
in the cold section of the beam line, which might occur if the full beam accidentally hit the base
of the Roman pot detector, e.g. in the event of a sudden magnetfailure. This scenario has since
been studied. The energy deposited and the associated temperature rise has been simulated with
GEANT and the report [26] has been sent to the DESY machine group. On October 8, 2001
the machine groups concluded that the VFPS Roman pot could bebuilt according to the FPS
drawing without further modification.

6.3 Status of detector

Scintillating fibre detectors were produced at the beginning of 2001. Placement of the detectors
in the Roman pots was delayed whilst the simulations described in section 6.2 were performed.
The production can now proceed.

6.4 Status of detector electronics

The detector electronics are similar to the FPS electronics. Some of the electronic boards had to
be reproduced (crate controller, master controller), whilst others had to be redesigned (pipeline
boards, trigger board). All design work has been completed and series production can be started.

6.5 Status of Stage (Roman pot) mover control

The FPS Roman pot mover control will be adapted such that it can be integrated into the new
H1 PVSS slow control system. This will require rewriting of the motor control software but
implementation in the new system will facilitate many of thecontrol tasks.

6.6 Status of Data Acquisition

The VFPS DAQ can easily be implemented as an extension of the existing FPS DAQ. The same
readout hardware will be used.

6.7 Status of Monte Carlo beamline and Roman Pot simulation

The coding of the geometry of the VFPS Roman pots in the H1 simulation code will be finalised
by the end of October. The proton beam line simulation in H1SIM has started. The results of
this full H1SIM beam line simulation and Roman pots can then be cross checked with the beam
transport calculation.
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7 Summary and Conclusions

To pursue and expand the diffractive physics results of the HERA I program into the HERA II
phase, the installation of the VFPS, a very forward proton spectrometer, is highly desirable,
not only for the improvements in measurement quality that itwill yield, but also to provide
the necessary trigger to allow high statistics samples to becollected. The physics program,
described on our first proposal, has been extended in the present addendum.

To fully evaluate the physics case, we have finalised a detailed description of the proton
beam line, essential in understanding the performance of the VFPS, determined the acceptance
for various processes and evaluated the resolutions on the physics parameters that can be ob-
tained from this device. This new beam transport calculation has shown that the reconstruction
of these physics parameters is more complicated than was previously thought from first stud-
ies using a linear beam optics approximation. However, the newly obtained resolutions do not
significantly impede the physics program.

At the technical level, one of the most important and technically complicated issues in the
VFPS installation is the cold bypass. Its complete design isfinished and construction can start.
At present all other components can be delivered in time for installation at the end of 2002.
Further delays in approval at this point could result in a failure to implement the device at that
time. We would therefore ask for a full approval of the project.
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