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Abstract

The acceptance and resolutions of the propddseg Forward Proton Spectrometer (VFPS)
are discussed. New studies of the physics potential of thieelare described. The overall
status of the project is presented.

1 Introduction

The discovery of a large fraction of diffractive processe®IiS at lowz and the detailed mea-
surements of such processes is generally recognised toéefdhe major successes of the
HERA | programme. HERA kinematics are particularly favdaleafor the study of the photon
dissociatiorep — eXp and quasi-elastic vector mesoi)(productionep — eV p processes,
since the asymmetric beam configurations result in the sysfebeing well contained in the
main detectors. Although many detailed measurements Heads been madethere is still
plenty of scope for further more precise measurements avekiigations of new exclusive
channels. It is essential that diffraction remains an irglegart of the physics programme at
HERA II, so that this unique opportunity to answer fundamaéqtiestions in hadronic physics
and QCD is not missed. The H1 Very Forward proton Spectron{8tePS) offers the oppor-
tunity to take advantage of the high luminosity availabldH&RA Il to continue studies of
diffraction.

The physics topics which can be studied with the VFPS speeter have already been
described in [1]. Furthermore, acceptance calculationpéoticular processes [2] as well as
background studies [3] have been added to the proposal &ndad In all these studies the
beam transport description was based on linear beam ogticsrder to improve the under-
standing of how accurately the physical parametgsst and¢ can be reconstructed from the
spectrometer data, the beam transport description has pew fefined. In this new descrip-
tion, the reconstruction of the physical parameters besomere complicated. Although the

1At the time of writing, H1 and ZEUS have published 59 papersliffraction in refereed journals.
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acceptances are unaffected, the resolutions on the phypsi@meters found with the current
reconstruction methods have changed as described in detai.

In section 2 the new beam transport description is outlinedection 3 the resolutions on
the physical parametersp, t and¢ are shown, the precision with which the slope paramieter
of thet distribution can be extracted is estimated and the detpaisition calibration is briefly
addressed. In the previous notes, the potential of the Vipe&m®meter as a triggering device
was not addressed. This issue is discussed in section 4sofitlcument. Further details of
the physics potential of the VFPS that were not covered imipus documents are reviewed in
section 5. Finally, in section 6, the status of the VFPS isflyrisummarized from the technical
point of view.

2 Statusof Transport Calculation and Acceptances

In the beam transport calculation, now used for detectoepterice and resolutions estimates,
all details regarding the beam pipe and the machine latte¢a&en into account. More specif-
ically the following items are included:

1. a complete description of the beam pipe geometry fromnteraction point up to the
VFPS location at 220 m as shown in fig. 1,

2. the positions and tilts of all the proton beam dipole anadjupole magnets,

3. the beam-kick, displacing the nominal beam in the intefia0 m, 250 mto avoid a
beampipe acceptance limitation otherwise encountered,

4. the effect of sextupole magnets which technically ar@awctzd for in the simulation by
introducing a quadrupole field depending on the transveigarte from the sextupole
axis and

5. the beam divergence of both the proton and electron bet#me atteraction vertex as well
as smearing of the interaction vertex location (see [2]).

In the VFPS proposal [1] a linear beam optics calculation used in which the relation
between the positiom and the slope’ = dx/ds of the proton at the VFPS location are related
to the scattering anglé, and the fractional proton energy losg at the H1 interaction point
through the following matrix equation:

T T, D, 0,
()= ) () ®
whereT,, T!, D, and D/, are energy-independent transport matrix elements whictrevbal-

culated from lists of optical functions provided by HERA. Ardlar matrix equation holds for
the vertical coordinatg.

The beam optics calculation now takes all the effects liatexle into account. The transport
matrix elements are calculated using the dipole and quatkupagnet strengths. To properly
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Figure 1. Horizontal and vertical projection of the beamepi) x-projection of the proton
beam pipe with respect to the absolute H1 coordinate sysipmprojection of the beam pipe
relative to the nominal beam position; gprojection of the proton beam pipe with respect to
the absolute H1 coordinate system and d) y-projection ob#@en pipe relative to the nominal
beam position. Coloured lines show proton trajectoriesgiwen proton energy losses and
emission angles.



account for off-momentum scattered protons, to all ordérs B/ E (= —zpp) the magnet field
strengths are scaled withf,/ £, factor, whereL£), and E, are the beam and scattered proton
energies respectively ang» = 1 — £} /E,,. For the tracking of particles through the magnets
the true direction of the magnet axis (originally assumeagparallel to the beam axis) is taken
into account. This is important as for instance off-cerdegaadrupoles simulate the effect of
a dipole magnet which in turn influences the energy dispersidhe particle. A consequence
of the inclusion of these elements is that the transportimialements are now energy depen-
dent. The energy dependence of the transport matrix elerient’,, the dispersiorD, and
the derivative of the dispersial’, are shown in fig. 2. As can be seen the effect cannot be ne-
glected. As the sextupole magnets might have a compengdtetwy, those magnets were also
included as described in item 4) above. The consequenceasahttiusion is not only that the
matrix elements and the dispersion are energy dependdrd/dmthat they become functions
of the transverse distance to the nominal beam. The globedtedf these non-linearities are
shown by the coloured lines in thie, ') and(y, v') plots, (see fig. 3). These figures show the
positions and angles of a particle at gosition located half way in between the two Roman
pots for particles produced at specifiéd 6, andz», whered, andd, are the particle emission
angles at the vertex. The dotted grid shows the same coomsator the linear beam optics
which were used in the proposal [1]. As can be seen, the dgtiddn the {, «’) plot for the
linear beam beam optics changes to a much more complex shiaibe fnew calculations. For
example, particles emitted at largg are mapped into a small region in tlie z’) plane with
the consequence that theseangles can hardly be resolved.

In the calculation for linear beam optics, tlyé minimization between the calculated and
measured positions and slopes in the Roman pots leads tdearsg$ linear equations from
which the physical parametersy, t and¢ (equivalentlyz, 6, and6,) can be extracted. In
the new framework, thg? minimization results in a non-linear set of equations. Thesical
parameters are obtained from an iterative minimizatiorcedore (MINUIT). From a practical
point of view and at variance with the previous (linear) noethone has to worry about am-
biguous results and possible dependences of the resulteeamssumed starting values of the
extracted parameters for the minimisation procedure.

To study the beam pipe and detector acceptance with the rleulatzons, we have gener-
ated events with flat distributions ir andt in the range$).004 < zp < 0.04 and0 < |t| <
1 GeV? and passed the scattered protons through the simulatidredbtward beamline with
the updated beam transport calculation. Fig. 4 shows thepsaace resulting from the aperture
of the proton beam pipe as a function of pairs of the kineraatiariables. The acceptance of
the VFPS depends on how close to the beam it is possible te giecdetectors. Fig. 5 shows
the acceptance for an example situation in which the dateeti® conservatively positioned
3 mm away from the beam, in order to avoid large rates of bamky tracks from a possible
coasting beam component in HERA. Comparison of fig. 4 and figv&als that the acceptance
in ¢t and the limit at large: » are defined by the beam pipe aperture, while the lower limit;of
that can be reached is directly related to the closest pessiproach to the beam.
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Figure 2: The transport matrix eleme/ﬁg T, and the dispersiond,, l% aé defined in equa-
tion 1, shown as functions of the relative energy change éetvithe beam and scattered protons
AFE/FE (the effects of sextupole fields are not included).
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Detector acceptance + coasting beam margin
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3 VFPSResolutionsand Calibration

3.1 Resolutionsin xp, tand ¢

As noted in section 2, the variableg, ¢t and¢ are reconstructed using\@ minimization pro-
cedure in which initial values for the parameteis, 0, andd, are required. Here we estimate
the resolutions obtained anp, t and¢ using simulations based on the non-linear beam-optics
and the minimisation procedure as discussed in section 2.

To obtain starting values of » for the minimisation procedure, we use the redundancy
offered by the independent measurement of the photon da&swt systemX in the central
components of H1. This gives a measurement pfwith a typical resolutiomz At ~ 0.005.

In the simulations, we therefore assume a starting value foequal to the true value smeared
according to this resolution. For the scattering anglesind6,, a starting value of zero is
assumed as no direct measurement from the central H1 deigeiilable.
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Figure 6: (a) Shift®, (rec) — 0, (gen) between the true and reconstructed valué,gblotted
against the trué, (gen) from the simulated sample of events. (b) Shifjs(rec) — 0, (gen)
between the true and reconstructed valué,gflotted against the trug, (gen).

Figures 6a and 6b show the shifts between the generated emsteucted values of, and
6, respectively. The proximity of the lines of consta@iptwith the non-linear optics (see fig. 3a)
leads to broady? minima and hence to a poorer resolution éynthan was originally hoped.
This effect is completely determined by the beam optics &wedefore represents an intrinsic
limitation of the apparatus. If the chosen starting valuestao far from the true values, there
is also a finite probability of the minimisation proceduredfing a falsexy? minimum, resulting
in further deterioration of the resolutions. This effecstsongest at large values (. (gen)|,
where the true value is furthest from the starting valué,of 0 (see fig. 6a). The deterioration
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in resolution induced by these wrong solutions is dependarnthe choice of reconstruction
procedure and it is thus expected that the situation can peowed with more sophisticated
algorithms. The non-linear beam optics have a less proremlieffect on thé, reconstruction,
which is shown in fig. 6b.

@ o)

02 | 0.35 |

0.1 [ 0.2
-0.2 — 0.15 —
-0.3 — 0.1 —
-0.4 — 0.05 —
|

el b b b e e L e L el b b b b e b e L
0 01 02 03 04 O 06 07 08 09 1 0 01 02 o 04 05 06 07 O 0.9 1

05 L= o L=

u(trec_ tgen) vs t9en 0_(trec_ tgen) vs t9en

Figure 7: (a) Bias it (mean shift of the reconstructed° from the generatetf") as a function
of |t9¢"|. (b) Resolution ont (Root mean squared width of th&° — ¢&°") distribution as a
function of|¢2"|. All values are inGeV?2.

The quality of thet-reconstruction is shown in fig. 7. The bias in thgrec) andd,(rec)
reconstructions results in a slight tendency to over-retoct p,. and hence gives rise to a
positive bias int|, especially at low values (fig. 7a).

The resolution ort (fig. 7b) is approximately twice that obtained with the linegtics in
the original proposal [1]. To investigate whether an immaepatial resolution of the detectors
might help, we have repeated the procedure with the resoliget tolum in place of the
expectedl00um. The resulting resolutions are shown in fig. 8. The improvemse the ¢
resolution is small, indicating that the resolution is pipally determined by the proximity of
the lines of constartt, in fig. 3.

The simulated bias and resolution fog from the assumed reconstruction procedure (us-
ing Azltt = 0.005) are shown in fig. 9. Fig. 9a shows that the mean deviation dtvihe
reconstructed and the true valuesigf varies between 0.00075 and -0.0015. Fig. 9b indicates
that the resolution o roughly scales with:» and is approximately constant at 10%. The
first estimates of the resolution in [1] gave an approximately constant value 60075,
corresponding tev 8% atxp = 0.01 and~ 2% atzp = 0.04. The non-linear optics and the
minimisation procedure thus lead to a slightly poorer reBoh at the lowest:» with larger
effects at higher p.

The bias and resolution of the reconstruction of gheariable are shown as a function of
and|t| in fig. 10. The resolution on is comparable to the value in the proposal [1]. The bias is
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small in comparison with the resolution. The resolutionfoalso depends ohas can be seen
in fig. 10d. At|t| — 0, p, and hence), and§, also tend to zero, such thatreconstruction
becomes increasingly difficult.

The effect on the reconstruction of the variabigs ¢ and¢ of different assumptions regard-
ing the resolution om:» from the central detectors has been investigated by asguwanous
values forAzf!. For the unrealistically large value dfz = 0.01, the VFPS resolution on
xp becomes worse by a factor of 2, while the resolutionsand¢ remain largely unaffected.

3.2 Calibration: Sensitivity to Detector Positioning

A full calibration scheme for the VFPS detector was givenha VFPS proposal [1] for the
case of linear beam optics. We are working towards a simdéibation scheme for the new
beam simulation, including the sextupoles, though thelteswe not yet available. Here, we
show that the potential exists for determining possibledet offsets on the basis of overall
distributions in¢,, andé,. Since the physical processes giving rise to protons in the¥are
azimuthally symmetric, deviations of the meénand®, can be interpreted as being due to
shifts in the detector positioning and can be used for catiibn.

Fig. 11a,b show the effect on the simulatedndd, distributions of a 10Qum vertical shift
on one of the two Roman pots for a sample of approximately 8@dts. The mean value of
thed, distribution remains very close to zero, whereas the meainedf, distribution is shifted
by approximatelyl80 urad. Similarly, fig. 11c,d show the effect of a 2Q0n horizontal shift
in one of the pots. Thé, distribution is barely affected, whilst th, distribution is again
shifted by around 80 urad. We thus conclude that the spatial positions of the detecian be
calibrated to better that 1Q@n in the vertical direction and 200m in the horizontal direction
with rather modest statistics.

3.3 Unfolding the Slope Parameter in t

Extracting the slope parametérfrom the reconstructed-distribution requires an unfolding
procedure taking account of the resolutions and shiftsiobtifrom the beam transport cal-
culation. Work on the optimisation of such procedures isaing. Here, we show simulated
results using the iterative unfolding procedure describdd].

For these simulations, we generate a sample of “data” evetitsa particular distribution,
following e’ <. The events are then passed through the beam transporasionuith reso-
lutions as described in section 3.1. The reconstruttgzectrum is unfolded using correlation
matrices between generated and reconstructed eventsnileterusing a second Monte Carlo
simulation with a different input distribution followinge®*<?. In the unfolding procedure, the
value ofb,,¢ is changed at each iteration in order to improve the agreemih the “data”.

The procedure is stopped when thé change between successive iterations becomes small
(<10 iterations).

This exercise has been performed for a variety of input sjzgrameters in the randge<
buc < 8 GeV~2 andl < by, < 8 GeV~2. In each case, it was found that the real value of
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birue Of 8 GeV~2, unfolded using a Monte Carlo simulation with indytc of 2 GeV~2. The
“data” are shown in black, the starting Monte Carlo disttibn in red and the result of the last
iteration in green.

birue IN the data is determined to better thafiieV—2. An extreme example is shown in fig. 12,
where a “data” t-distribution with,,.,. = 8 GeV~? is unfolded using a Monte Carlo simulation
with by, = 2 GeV~2. The unfolded value df is within 1 GeV? of b;,.,..

It is clear from these studies that the beam transport ant fgpatial resolutions of the
detectors do not completely obscure the informatiort walues in the data. It should be noted
that calibration of the spectrum will be possible using exclusive processes (@¢gtoy meson
production with decays to two charged tracks) wheigeaccurately reconstructed in the central
detectors. Performing the unfolding of the VFP@easurements on vector meson samples will
allow us to identify possible problems in the procedure astiheate the inherent uncertainties.

The precision with which thé parameter can be extracted is dependent on the accuracy
with which the correlation matrices used in the unfolding Bnown. The accuracy of these
correlation matrices is determined by how well we are ablddscribe the beam line. Since
the locations and fields of the beam magnets are in principbevk rather precisely, we do not
expect large systematic effects from this source. Howevisrpresently unclear which are the
key parameters that influence thelope extraction.

We have considered other potential sources of systematic @n theb slope. The effect
of miscalibrations of the positions of one of the detectors®0 xm in the vertical direction
or 200 pm in the horizontal direction was shown to be visible usingtieasured data in sec-
tion 3.2. Conservatively estimating this to be the precisith which the spatial positions of
the detectors are known, we have simulated the effect oh skepe extraction of a systematic
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shift by 180 prad in eitherd, or 6,. The result is a systematic uncertainty on the extraéted
slope ofl GeV?2.

On the basis of recent measurements using the FPS [5], thearmam systematics are ex-
pected to be dominated by background processes enteringRR& samplé. Random coin-
cidences between background tracks in the VFPSearidduced events with electrons in the
SPACAL were estimated to contribute a backgroun@ f 2% to the FPS sample. Assuming
this background is a factor of 6 larger for the VFPS (see snati2), that the size of the back-
ground can also be determined witR@#% error and taking the extreme case of a flat distribution
int, we estimate that the resulting systematic uncertaintyisapproximately.8 GeV—2. Pro-
ton dissociation processes were estimated to contribytajmately3% to the FPS sample at
xp = 0.04, becoming negligible in the lowerp region of the VFPS acceptance. For a true
slope parameter df,.,. = 6.5 GeV 2, we estimate that the systematic effect on the extracted
b slope of adding a 3% background from proton dissociatioh witeconstructetldistribution
of €27 is to shift the measureldby 0.2 GeV 2.

Taking the unfolding uncertainty adnto be1 GeV~—2 and adding further uncertainties due
to 6, andd, miscalibration and background processes, we reach a candeprobably conser-
vative, estimate that the slope parameter can be determiitech systematic uncertainty of
2 GeV~2,

4 VFPSTrigger Potential

4.1 Triggering Diffractionin H1

After the upgrade, an increase by a factor of 5 in luminosiglds a totalep interaction rate
in excess ofl kHz. Background rates may also increase. With such high ratest of the H1
trigger bandwidth will be taken up with rare processes i@ high transverse momentum
final states. However, many processes of particular inténedERA physics do not display
such signatures. By upgrading the calorimeter [6] and track?] triggers, it will be possible
to collect large samples of processes involving heavy quarkcontaining relatively low..
jet topologies. However, these upgrades will not allow ugrigger the bulk of diffractive
interactions.

The strategy for triggering diffractive DIS at HERA | was teeauall events triggered on the
basis of electromagnetic backward calorimeter (SPACALivayg at relatively low threshold
(e.g. 6 GeV), combined with a minimal vertex requirement (from the MW&CDiffractive
selections were applied only off-line. This strategy wil longer be viable after the upgrade,
since SPACAL triggers will be heavily prescaled unless thegur in combination with a further
trigger indicating a hadronic final state of particular netgt. A strong track requirement would
cut heavily into the acceptance for inclusive diffractiddew methods are thus needed if we

2The FPS measurements also have a sizeable systematicaimtyeatising from the track reconstruction effi-
ciency, which is due to the relatively poor single hit effiodg. It is expected that the single hit efficiencies (and
hence their uncertainties) will be improved consideralylydplacing the photomultipliers. This uncertainty affect
only the normalisation and thus has no effect onitpe extraction.
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are to reliably trigger on diffraction witl)*> <100 GeV? at HERA Il. ForQ*>100 GeV?, the
electron is scattered into the liquid argon calorimetergmehno prescaling is expected to be
necessary.

H1 has considered triggering diffractive final states onldasis of rapidity gaps, thus push-
ing the main pre-upgrade method for off-line diffractiveafyrsis to the trigger level. One possi-
bility is to require an absence of activity in the most fordi@art of the liquid argon calorimeter.
The forward muon trigger (FMT) has also been reconfiguredh shat the regiol°<0S7° is
used as a diffractive veto trigg&rAlthough triggers based on an absence of forward detector
activity are able to reduce rates considerably in combomatvith the SPACAL trigger, the re-
jection factors (FMT only) are around a factor of 3 for phatmguction background and more
like a factor of 2 for beam-gas interactions [8]. Larger tastare required in order to trigger
all diffractive SPACAL data. A further problem with gap-leastriggers is that they are highly
sensitive to changes in background and noise conditionsngarecise efficiency calculations
problematic.

It is thus clear that the only method of triggering diffraxtiafter the upgrade that will meet
the requirement of a large and well known efficiency in a djestikinematic range will be to
use Roman Pot signals in the trigger. It has been shown tiepissible to provide trigger
information based on a coincidence of signals in the two VERS8ons to the first level trigger
of H1, with approximately 100 ns to spare within the requidetision time. One of the main
contributions of the VFPS will thus be to provide a highly @#nt trigger for diffraction within
its acceptance region.

In the next section, estimates are made of the rate at whiogget based on a coincidence
of a SPACAL electron with a minimal central vertex requiretn@IWPCs) and a VFPS trigger
would run.

4.2 Estimated Peak Ratesfor SPACAL Electrons

The rates estimated below are for thaximum post-upgrade luminosity. For average luminosi-
ties, the rates should be roughly halved. They are basedumiadsity increase t0 pyb—!s—?
and increases in the proton and electron beam currents tyr$aaf approximately 2 té60 mA
and58 mA respectively.

Background in the SPACAL calorimeter correlated with a &eiin the interaction region
arises from photoproduction and beam-gas interaction$iolwa high energy hadron fakes the
electron trigger. Background in the VFPS is expected to ety correlated with the proton
beam.

Prior to the upgrade, the maximum rate for the combinatiora PACAL electron at
Q=5 GeV? and a minimal vertex trigger was approximately 100 Hz [7] &orch high energy
electron (above 15 GeV) about 30 Hz. The inner part of the SRACoughly corresponding
tod > 174°, has now been removed. This restricts the acceptance in aandapendent o,
but corresponding approximately 7 > 8 GeV?.

3It is not possible to use more of the Forward Muon system fisrkto without seriously compromising the
efficiency for muon triggering
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From the L2-L4 transparent run studied in [7], it is estintateat 30% of the rate in the
SPACAL comes fron® < 174°. There has also been an upgrade to the proportional chambers
which may decrease the rate (e.g. by requiring a coincidehem®re layers), though no account
of this is taken in the calculations.

In order to be conservative, we assume that the rates fromdimdination of a SPACAL
calorimeter and an MWPC vertex trigger scale with the lursityorather than with the beam
currents. We therefore estimate a maximum post-upgraddaathis combination of 175 Hz.

In [3], Monte Carlo simulations suggested that the expecael of coincident signals in
the two stations of the VFPS is approximately a factor of @d¢athan that for coincidences in
the two stations of the FPS. Prior to the upgrade, the FPStexgd coincidence rates of up to
10 kHz. Assuming that this rate scales with the proton beament) we estimate a post-upgrade
VFPS coincidence rate of 60 kHz.

Approximately 97% of beam interactions giving rise to backod in the VFPS occur in
the warm section of the beamline between H1 and the Romai3jptise remaining 3% arising
from interactions further upstream. By contrast, the beat@ractions giving rise to SPACAL /
MWPC triggers occur in the H1 interaction region or furthpstream. The correlation between
SPACAL and VFPS background is made smaller still by the flaat the upstream beam-gas
interactions yielding VFPS background will be dominatedfuypimum bias lowp,. processes,
where > 97% of the proton beam energy is carried away by the leading prottnereas the
SPACAL triggers from this source arise from the tiny fractiof beam-gas interactions pro-
ducing sufficiently higlp.. particles to fake an electron in the SPACAL. Here, we negegt
correlation between background rates in the SPACAL andeniiRPS.

Given that bunch crossings take place at 96 ns intervalg;atieeof random coincidences
between a VFPS and a SPACAL / MWPC chamber trigger is

(Rate VFPS) - (Rate SPACAL/MWPC)

Bunch Crossing Frequency

Rate VFPS x SPACAL/MWPC =
~ 1.0Hz

The rate at which diffractive DIS events that can be triggdrg the combination of the
VFPS, the SPACAL calorimeter and the central MWPCs occlfab!s~! is estimated from
Monte Carlo simulations to be- 0.4 Hz, such that the overall peak rate is estimated to be
aroundl.4Hz. The rate estimates given here are probably accurate tetter than a factor
of 3. However, it is clear that the VFPS will provide a crudiaggering tool at acceptable
rates. With the Fast Track Trigger providing accurate tnaghknformation to the second level
trigger [7], an extra requirement of a track with 2100 MeV could be imposed as is currently
done in off-lineF’” analysis. With this additional criterion, rates of well b&l1 Hz are assured.

4.3 Triggering Exclusive Processes

Similar arguments can be made for the triggering of hardtsgayg processes in diffractive
DIS and in photoproduction? — 0). The most interesting channels here are dijet and charm
production and elastic heavy vector mesdy, T) production. These processes are all integral
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parts of the investigation of diffraction at HERA II. Withagluse of small angle electron taggers
6 m and 40 m downstream, the fast track trigger and the jegerigall of these channels can

be triggered [6, 7] without a diffraction-specific triggéinough the trigger rates may be high,

especially for dijet production at loy,.. It is clear that the additional use of the VFPS trigger
will allow us to keep trigger conditions as loose as posdilni¢hese processes.

For light vector meson electroproduction and the DVCS psees (see section 5.7), a high
energy (above 15 GeV) is always required in the electromiag®paCal. The expected rate
with this threshold, based on the measured rates in 1997 @@@ dnd including the effect of
the inner SpaCal removal, is about 30 Hz. These rates arecneptable as such. Combining
the high threshold SPACAL trigger with the VFPS trigger wéduce the rate to 0.2 Hz (again
assuming a rate of 60kHz for the VFPS trigger, uncorrelatétt he SPACAL rate). The
number of DVCS events available for analysis with and witttbe VFPS trigger are given in
section 5.7.

5 Physics Potential of the VFPS

5.1 Introduction

Some of the most interesting questions in diffractive DIBtesto its factorisation properties.
In [9], collinear factorisation was proven for a generaksl@f semi-inclusive processes in DIS,
where the final state contains an identified particle withipalar 4-momentum. Under these
circumstances, it is possible to define associated partositiEs for the proton, which should
evolve withQ? according to the usual DGLAP equations. A particular casseofi-inclusive
production is a leading proton with specified valuescgf andt, corresponding to the final
states measured in diffractive DIS at HERA. This is the meostipsing channel in which to
perform tests of the semi-inclusive factorisation theoeard thus of the predictions of QCD for
diffraction.

The programme of measurements required to perform thisrigetion test would begin by
obtaining very high precisiof}” data on the3 andQ? dependence at a fixed valuexgf, either
at fixedt or integrated over a fixedrange. Collins proof [9] then allows us to extract diffraeti
parton densities at thesg- andt values through DGLAP fits in the relatively larg# region
where higher twist contributions (e.g. vector mesons) avskjle saturation effects [10] can
be neglected. The region of the SPACAL calorimeter avadatlHERA 11, corresponding to
Q?28 GeV?, is perfect for this exercise. High precision on thand(@? dependence is crucial
in order to extract the diffractive gluon density on the asfiscaling violations with relatively
small uncertainties. Comparing predictions based on tli#factive parton densities with
hadronic final state information in diffraction (e.g. jetdaoharm data) at identical values of
(zp, t) would represent a unique test of semi-inclusive facttiosa

A second factorisation hypothesis, often termed ‘Reggéofesation’ or the Ingelman-
Schlein model, amounts to a statement that the diffractiweop densities extracted in diffrac-
tive DIS have no dependence o or t and can be considered as representing the partonic
structure of the diffractive exchange or pomeron. Reggfeaation has no firm basis in QCD,
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but arises through the success of the idea of a universal ponexchange in soft hadronic
physics [11]. No deviations from Regge factorisation hasebeen observed within diffractive
DIS [12], though the effective pomeron intercept descgiline process is larger than that in
soft hadronic physics, suggesting that there is no univ@maeron. It is very important to

continue to test Regge factorisation, for example by séagcfor variations in the effective

pomeron intercept(0) with 3 or Q* within diffractive DIS data or variations in diffractive

parton densities with p or ¢.

In the following sections, the physics potential of the VAR&ddressed both for inclu-
sive measurements and for exclusive final states. The esgp@erformance of the VFPS is
compared with measurements using rapidity gap methodh, tivé existing H1 FPS and the
now decommissioned ZEUS LPS. All studies shown are basech amegrated luminosity of
350 pb~! for which the VFPS will be operational. This assumes thresgyef operation, with
approximately 50% of the full luminosity delivered availalbor analysis.

5.2 Rapidity Gap and L eading Proton Methods

Two methods have been used to identify and measure diffeaetients of the typep — eXp
to date:

1. Reconstruction of X: Here, the event kinematics are determined by measureméme of
hadrons comprising in the central components of the detector. The scatteredmpay
its excitation leaves the interaction region unseen dowrfidlward beampipe. Usually an
absence of activity is required in the forward region of tha@imdetectors and in further
instrumentation sensitive to energy flow at large pseudditgs (rapidity gap method).

2. Leading Proton Measurements. Here, the scattered proton is detected and measured in
the forward proton spectrometers.

Method 1 has yielded the most precise data to date, since ib&é@n possible to use data
efficiently triggered as a subset of the inclusive I@#% DIS sample, in the backward electro-
magnetic calorimeter (SPACAL). Although the statisticed@sion achieved by this method is
high, such measurements are now limited by systematicgiassd with the unseen outgoing
proton. The efficiency for rejecting proton dissociatiomgasses is not perfectly known, nor
are the relative cross sections for the proton-elastic antbp-dissociation channels and the
dissociation mass\{, ) and¢ dependences. The resulting systematic errors are at takdév
10% [12].

Measurements aof” by the rapidity gap method are already being used to testitteri-
sation properties discussed in section 5.1 [12], thoughstriot been possible to date to extract
separate parton densities at different values pfandt. Even when Regge factorisation is as-
sumed when performing DGLAP fits to the present data, thedidnstatistics at higkp?, the
large systematics associated with the rapidity gap seleend the problems associated with
the separate » dependences of the pomeron and sub-leading exchangebtaiainis imply that
the gluon density will still be measured to no better thaft at low Q? with the present data.

20



To date, method 2 has suffered from statistical limitatjahge to the relatively poor ac-
ceptances (a few %) of the leading proton spectrometerdh Batand ZEUS released Roman
pot data with much improved precision at the recent EPS-2@0ference [5, 13]. However,
even taking the full data available from HERA I, only a few @isand events are available for
analysis. Despite the statistical limitations encourdere to now, the proton tagging method
does not suffer from the large systematic uncertaintiesaated with the proton dissociation
channel. Measurements can be made for unambiguous giastan final states, over well de-
fined ranges of, or even at fixed. With sufficient statistics, proton tagging should becotree t
method that will yield the best precision on diffractive rmegements.

5.3 Complementarity of FPSand VFPS

The existing H1 horizontal Roman pots (FPS) and the VFPSpraVide complementary in-
formation which, if used in combination, will cover most asfs of diffractive electron-proton
scattering. The horizontal FPS covers the rabge < |t| < 0.45 GeV? over a wide range in
xp, albeit with an acceptance of only a few per cent. (see e.g2fi [1]). Thexzp coverage
extends from the kinematic limite = z) to zp ~ 0.09. Preliminary FPS results using all
available pre-upgrade data%(pb—!) can be found in [5]. The total sample size was approxi-
mately 3000 events, but a 3-fold differential measuremen, iQ? andx» and measurements
of thet-slope parameter in 4 bins of were already possible. With the full HERA Il dataset, a
sample size in the region of 50-100k events is expected, fbioh it will be possible to make
precise measurements of the dependence (and henag-(0)) and to search for variations in
thet dependence with» (theo’ / shrinkage question). However, these statistics will restipt
the high precision extraction of diffractive parton deiesitat fixedr p» andt.

By contrast, the VFPS covers a limited rangezip (see section 2) but has a very high
acceptance in the region covered (100% for |t|<0.25 GeV?, falling to around 25% for
[t| = 0.8 GeV?). Thus, the VFPS is not optimised for measurements of thextfe pomeron
trajectory, but is expected to yield data with high stataitiprecision in a restricted region of
xp, from which detailed tests of diffractive hard scatteriagtbrisation will be possible.

The existing vertical FPS consists of Roman pots at 81 m and,99hich cover a higher
xp region than the horizontal FPS or the VFPS, with an acceptahs: 20% (see e.g. fig. 2
of [1]). Combining data from all three sets of pots will thuglg high statistics throughout a
large kinematic region irx » andt.

5.4 Inclusive Diffraction and Factorisation Testswith the VFPS

In this section, a feasibility study is presented for measwents of the andQ? dependence of
the diffractive structure functiof’’, from which diffractive parton densities could be obtained
and tested using final state dijet and charm data.

The ability of the VFPS to efficiently trigger the data oveeatricted range of » andt (see
section 4) implies that the dijet and charm data can be dellieas part of the same sample as
the inclusive data. These identical trigger conditiond woinsiderably reduce the systematics
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on the comparisons compared to the present data, wheradgetharm data are collected using
triggers with harsher track conditions than is the caselferihclusive data. Furthermore, the
dominant systematics on the VFPS measurements depend todies onz » andt only# Since
systematic errors associated with the proton measuremémé VFPS are not expected to vary
significantly withz and? as extracted from the central detector, they appear as tisatian
uncertainties in measurements of thand@? dependence in fixed regions of> andt. These
systematics also cancel when making the comparisons o&diiffe parton densities extracted
from Ff with dijet or charm data also obtained with the VFPS. Theeysttic uncertainties
which affect the measured kinematic distributiongiandQ? measurements in principle could
be reduced to the 2-3% achievedih measurements [14]. For the present study, these errors
are taken to be 5% in each bin, arising dominantly from thelglivig procedure in3 andQ?
and from detector calibration and energy scales.

The simulated measurements are shown for a singlbin centred orx = 0.017 in order
to maximise statistics throughout the phase space. It isnasd that all data from the VFPS
will be used in ther» region where the acceptance is large and approximatelytaansnder
the conditions where the coasting beam restricts the Rom@rt@approximately 3.5 mm from
the beam, namel§.011 < zp < 0.024. Thet range is restricted tg| < 0.8 GeV?, where the
acceptance remains reasonable. Acceptance effects anended for as described in section 2.

If the coasting beam turns out not to be a problem, then thie &gl constant acceptance
region is extended t6.004 < xp < 0.024, which might allow a second bin with similar
statistics centred aroundpr = 0.007 covering the same region of Although this lowerz p
range corresponds to the ‘truly diffractive’ region wheneRegge models there is almost pure
pomeron exchange, it is also the region where dijet and clmoduction are kinematically
suppressed, so is less useful for testing extracted paeasities using hadronic final state
data. From the point of view of the semi-inclusive factaiima tests that are under discussion
here, the presence or absence of secondary exchanges ig sohan issue. It is the integrated
diffractive parton densities to which collinear factotisa applies. Whether or not the coasting
beam restricts the location of the VFPS, using data in a regibere the VFPS has falling
acceptance would allow measurements of only slightly loguility in the region0.024 <
zp < 0.034.

The simulated measurements are obtained using the RAPG3|RV[dnte Carlo model,
used in an identical manner to that described in [12]. It suased that all diffractive data
with electrons in the electromagnetic SPACAL. (< 174°) and Liquid Argon calorimeters
can be used. In order to ensure good kinematic reconstruatio suppress photoproduction
background, a vertex from the central or forward trackeerguired within3s of the nominal
position. To reduce background from photoproduction psses, the electron energy is required
to be greater than 8 GeV. Accepted events are required &hsati., < 3.3 to ensure that the
systemX is fully contained in the central detector, yielding a measwent ofz » independent
of the VFPS. This redundancy proved very powerful in [5] tomoee background from random
coincidences in the VFPS and SPACAL and is therefore negesskeep systematic errors to a
minimum. It is also required to guarantee gagg resolution from the VFPS (see section 3.1).

The total expected VFPS event yields are shown in table 1 f@riaty of different condi-
tions. Very high statistics are expected throughout mosth@fphase space, allowing high pre-
cision measurements in most channels. For the measureofeptdependences (section 5.6)

4These systematics were discussed in section 3.3.
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more than 10,000 events are expected in each of the 15 bins region where can be reliably
reconstructed|{|=0.2 GeV?).

Sample No coasting beam | Coasting Beam

All events 2,100,000 1,000,000
Acceptance> 80% 1,100,000 390,000
Acceptance> 80%, IP only 930,000 280,000
0 < [t| <0.2 GeV? 1,800,000 810,000
0.2 < |t| < 0.2 GeV? 330,000 160,000
0.4 < |t| < 0.6 GeV? 47,000 23,000
0.6 < |t| < 0.8 GeV? 6,000 3,000

Table 1: Expected VFPS yields for an integrated luminositys0pb .

The data are binned in andQ? using the same binning scheme as [14]. The differential
cross sectionlo /drdQ?dxp(dt) is then extracted, using thg- measurement from the VFPS.
This differential cross section is then converted ta/gdt 3, Q?, zp, (t)] usings = z/xp.

The resulting simulated measurements for bins with highlwoed VFPS and central de-
tector acceptance are shown in figures 13 and 14. It is cleatlil statistical precision on the
measurements remains high up to lafgfe The kinematically accessible regiongrand? for
xp = 0.017 yields a large number of bins and is well suited to an extoactif the diffractive
parton densities.

In section 3.3 the resolutions of the VFPStimere shown. Using these resolutions as a
guide, it is expected that measurements will be possiblebm8 of ¢, corresponding t® <
[t| < 0.2 GeV?, 0.2 < |t| < 0.45 GeV? and0.45 < |t| < 0.8 GeVZ. It will be very interesting
to search for variations in thé andQ? dependence or in the diffractive parton densities as a
function oft. Since many QCD models of diffraction (e.g. [10, 16]) predie diffractive cross
section at = 0 and insert the slope parameteby hand, measurements in differegnitervals
are crucial for precise comparisons with models. The sitedlaneasurements GTQD(“) with
this ¢ binning scheme are shown in figures 15 - 17. The measuremeaotras statistically
limited only at the highest| and the highes?.

Unfortunately, it is not yet possible to estimate the precisexpected on the extracted
diffractive parton densities, since HL1 is still in the preseof developing methods to obtain
errors on diffractive parton densities. However, it is cligam the quality of the expected mea-
surement and the possibility of making measurements ofithetfand? dependence at fixed
xp andt, that the prospects with the VFPS are far superior to anyipuevmeasurements or
anything that will be possible by alternative methods at AHR

5,5 Hadronic Final States

As discussed in section 5.1 (see also [1]), diffractive shand dijet production are particu-
larly powerful tools for the understanding of the undertyidynamics, since they are directly
sensitive to the role of gluons in the exchange. The VFP3ffee possibility of comparing
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Figure 13: Expected precision f650 pb~! on F® (8, Q% zpp) atzp = 0.017, integrated
over|t| < 0.8 GeV?, measured in the regidn011 < zp < 0.024, where the VFPS acceptance
is large, even if the detector has to be3.5 mm from the beam due to the coasting beam. The
data points at different values are scaled by arbitrary factors for visibility.
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Figure 14: Expected precision f650 pb~! on F® (8, Q% zpp) atzp = 0.017, integrated

over|t| < 0.8 GeV?, measured in the regidn011 < = < 0.024, where the VFPS acceptance
is large, even if the detector has to be3.5 mm from the beam due to the coasting beam.
The inner error bars show the expected statistical errang. duter error bars show the statisti-
cal errors added in quadrature with the expected non-ndsatadn systematic errors. Further

normalisation uncertainties arising from the VFPS (se® &e not shown.
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Figure 15: Expected precision fa@50 pb~' on FY'(8,Q? zp,t) at zp = 0.017 and

t = —0.05 GeV?, measured in the region011 < zp < 0.024 and0 < |t| < 0.2 GeVZ.
The inner error bars show the expected statistical errdng. duter error bars show the statisti-
cal errors added in quadrature with the expected non-ndsatadn systematic errors. Further
normalisation uncertainties arising from the VFPS (se#® &e not shown.
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The inner error bars show the expected statistical errdng. duter error bars show the statisti-
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F2D4 (350 pb™"), xp = 0.017, t = —0.25 GeV?

- Q’=6.5 GeV? [ Q’=8.5 GeV? [ Q’=12 GeV? [ Q’=15 GeV?
L L L @ C LI
io i..°o . i " ® o000 i .."‘°
:HH‘ | \HHH‘ | \HHH:HH‘ | \HHH‘ | \\Hﬁ\:\\\\‘ | \HHH‘ | \\Hﬁ\‘:\\\\‘ | \HHH‘ | \\Hﬁ\‘
n Q*=20 GeV* [ 92:25 GeV* [ @1:35 GeV? [ Q%45 GeV?
n ', - ', n ', B "y .
r e, L ‘e, L ‘e .
:HH‘ | \HHH‘ | \\HH\‘:HH‘ | \HHH‘ | \\HH\‘:HH‘ | \HHH‘ | \\HH\‘:HH‘ | \HHH‘ RN, 1
C Q%: 0 Ge\? L sz 2 2 2 2 2
- 50 GeV* [ Q*=hQ Gev* L Q°=130 GeV* [ Q°=180 CeV
E ', - s ~ : - $
z el VoL N :
- . . . .
:HH‘ | \HHH‘ | \\Hm‘:HH‘ | \HHH‘ | \\HH\‘:HH‘ | \HHH‘ | \\HH\‘:HH‘ | \HHH‘ L L L1 ®y
B szzo% GeV? [ Q225% GeV? [ Q?’=300 GeV? [ Q?=400 GeV?
- N bor bl ‘
- s [ s s F i
7\\\\‘ | \HHH‘ | \\HH\F\H\‘ | \HHH‘ | \\HH\FHH‘ | \HHH‘ | \H\H\ﬁ\\\‘ L L LIl L rinmed
B Q’=500 GeV’ ¢ Q’=650 GeV’ Q’=800 GeV’
- P or P r
7\\\\ 2\ L LIl | \\Hmﬂ\\\‘ 2\ Ll Lol | \H\H\m\\\ 2\ L L Llrrim
10 10 10

B8

normalisation uncertainties arising from the VFPS (se#® &e not shown.
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Figure 17: Expected precision f&50 pb~' on FY'“(8,Q? zpp,t) at zp = 0.017 and
t = —0.55 GeV?, measured in the region011 < zp < 0.024 and0.45 < |¢| < 0.8 GeVZ.
The inner error bars show the expected statistical errdng. duter error bars show the statisti-
cal errors added in quadrature with the expected non-ndsatadn systematic errors. Further
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measurements of these processes with predictions baséffractive parton densities extracted
from inclusive diffractive data using a common regiongf andt¢ with resulting cancellations
of systematic effects. The statistics expected from the /KR these two channels are esti-
mated below and are compared with the yields expected freaupgrade data.

5.5.1 Open Charm production

Cross sections for diffractive open charm production in DEve been measured by H1 us-
ing the channeD* — D°ry., — K7mgow [17]. The statistics available from the 1996 and
1997 data used in that analysis amounted to dfly- 10 events. The conclusions were cor-
respondingly limited, though the measured cross sectiars @approximatelRs smaller than
predictions based on parton densities extracted ffgffn This is the only channel in diffrac-
tion at HERA where a suggestion of deviations from factargahave been observed and it is
therefore highly important to repeat the measurementsiwigroved precision.

Although further data from the last years of HERA | are avaligfor analysis, the improve-
ment in statistics is expected to be only a factor of 2-3, dube trigger downscales that were
necessary to maintain acceptable rates. Using the VFP&tetrthis channel will be highly
beneficial, due to the cancellations of systematics whenpaoimg with parton densities ex-
tracted from the”” as measured using the VFPS. For HERA 1, it is expected tlmttannel
can be triggered with up to 80% efficiency by using the FastK Erigger to reconstruct the
D* meson [7]. However, the additional use of the VFPS will dieamprove the efficiency and
its associated systematics and will allow relaxed triggerditions for theD*.

Fig. 18 illustrates the acceptance of the VFPS and the FP®f@roduction in the kine-
matic regionz < 0.04, [t| < 1 GeV?, 0.005 < y < 0.7 (as covered in [17]) and < Q? <
100 GeV? (as will be available with the modified SPACAL). The data aneeknatically re-
stricted to relatively largé//, due to the charm threshold, and thus appear dominantlygs lar
xp. Thus, even allowing for the coasting beam restriction rapimately half of allD* events
observable in H1 give rise to leading protons in the VFPS. @&ytiast, due to the lower overall
acceptance, only a small fraction of diffractii& events are observable in the FPS.

Using the RAPGAP model, we estimate that a sample of 380 (B0} Knmy., €Vents
will be obtained in a VFPS sample 860 pb~1 without (with) corrections for the coasting
beam. With these statistics, it will be possible to deteenivhether the anomalously small
cross section measured in [17] is a statistical fluctuatonyhether it represents a breakdown
of diffractive factorisation. Differential measurementdll also be possible, allowing us to
distinguish between alternative dynamical models.

5.5.2 Diffractive Dijet Electroproduction

Diffractive dijet production does not suffer from quite th@me statistical limitations as diffrac-
tive charm production, since there are no large factors dugranching ratios to observable
channels. A recent H1 measurement [18] using data from 1886897 was based on a sam-
ple of approximately 2500 events. These statistics willnowp by using more recent data,
though higherE; thresholds to avoid downscaling in the later stages of igger will restrict
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Figure 18:z andp,. distributions of charm electroproduction events obseevaibH1. The
full lines show the distributions for the full H1 central detor acceptance. The subsets of
events tagged by the VFPS atsl2om the beam, tagged by the VFPS at*3 mm from the
beam and tagged by the FPS are also shown. The overall neatiati is arbitrary.

the phase space available for the analysis. Despite the {dajpal sample, statistics remain
poor in regions of particular interest. For example, &ielusive production of dijets (i.e the
case where the& system contains only a pair of jets) has a very small crossosedout is
believed to be fully calculable in perturbative QCD [16]n&i states containing 3 high,. jets
are also of special interest, since diffractive final stat@soften modelled agjg systems. The
analysis of three-jet production in [18] was based on only &&nts.

Fig. 19 illustrates the VFPS acceptance for dijets in thekiatic range covered in [18],
further restricted taQ? > 8 GeV?2. The kinematic restriction to high, imposed by the jet
requirements is even more pronounced here than for the chasa, with almost no loss of
acceptance at low due to the coasting beam. Almost all dijet events wigh < 0.03 yield
protons in the VFPS. Again this contrasts dramatically whi situation for the FPS. Using the
RAPGAP Monte Carlo model, we estimate that a VFPS sam@émpb— will contain 22900
(20900) measurable diffractive dijet events without (Withe coasting beam restriction.

5.5.3 Diffractive Dijet Photoproduction

The study of diffractive dijet photoproduction was dises$n [1]. This channel provides an
important control experiment in attempting to understamal relationship between diffractive
DIS at HERA and diffractivep scattering, for instance at the Tevatron. At present, hefichd-

tive scattering rates at the Tevatron fall short of preditsi based on parton densities extracted
from F2D(3) at HERA [19] by around an order of magnitude. This failure iffrdctive hard scat-
tering factorisation is usually interpreted in terms of @eaary scattering effects in processes
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Figure 19:x» andp.. distributions of dijet electroproduction events obsefeab H1. The full
lines show the distributions for the full H1 central detecioceptance. The subsets of events
tagged by the VFPS at &Xrom the beam, tagged by the VFPS at33 mm from the beam
and tagged by the FPS are also shown. The overall normalisigtarbitrary.

where hadronic remnants exist, leading to ‘Rapidity gapisat probabilities’ lower than unity.
Specific phenomenological models of rapidity gap destomatiffects [20, 21] are able to repro-
duce the factor of 10 discrepancy, though the intrinsicatip-perturbative nature of the effect
implies that such models have large uncertainties. An ingmbicontrol experiment is available
in diffractive dijet photoproduction, where relativelydg rates are expected both where there
is no hadronic remnant of the photon (direct photoprodmjtend where a hadronic remnant
exists (resolved photoproduction). Early HERA data [22]gest that the rapidity gap survival
probability for resolved photoproduction is much largearitthat forpp data at higher centre of
mass energy.

For HERA 11, H1 will have two low angle electron taggers. Them6tagger will cover
the region0.7 < y < 0.8 with acceptance close to 100%, whereas the 40 m tagger widirco
the region0.1 < y < 0.3 with acceptance varying between 25% and 80%, depending on
and on whethee™ or e~ beams are in use. Data from the 6 m tagger will be used to obtain
photoproduction cross sections ajacentre of mass energy” ~ 275 GeV. The 40 m tagger
will yield results atiV ~ 140 GeV.

The RAPGAP Monte Carlo model has been used to simulate diffeadijet photopro-
duction using parton distributions extracted frdn¥, without corrections for rapidity gap de-
struction effects. Using the 6 m tagger to detect the outgelactron, the central detectors to
reconstruct jets with transverse energies alio@V and the VFPS to tag the leading proton,
we expect to collect a sample of around 1400 events from HHRWAsing the 40 m tagger, we
anticipate a sample of approximately 20000 events. As f@ictse of dijet electroproduction,
these yields are largely insensitive to the positioninghef detector relative to the beam, such
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that the coasting beam is not an issue. The high precisioacteg with these event yields,
the factor of two difference in centre of mass energy betwtbenmeasurements in the two
taggers and the correspondingly different fractions oécliand resolved photoproduction pro-
cesses should provide an extremely useful tool for disisigng between different models and
understanding rapidity gap destruction effects.

5.6 Measurementsof Azimuthal Asymmetries

The ability of the VFPS to measure the azimuthal anglef the scattered proton leads to
exciting possibilities of separately evaluating longihally and transversely polarised photon
induced diffractive cross sections. This could lead to thesaderable progress in the under-
standing of diffractive DIS, as discussed in [1].

The relative angleA¢ is defined as the azimuthal angle between the electron sogtte
plane and and the proton scattering plane. Since the preaisi the electrow obtained from
the SPACAL calorimeter is extremely good, the precisiorhwithich A¢ can be measured is
entirely determined by the VFPS.

For unpolarised electrons and protons, the cross sectioepfe— epX can be generally
written in terms ofA ¢, the cross sections for longitudinally,) and transversely) polarized
photons and their interferences as

D
—;lzd) x or+ o —2\/e(1+ €)orrcos Ap — eopr cos 2A¢ 2)
do®?
AAG x 14 AprcosA¢p (3)

whereor andorr are the interference terms between the longitudinal am$werse contribu-

tions and between the two different transversely polarpteaton contributions respectively and
the polarisation parameteis a known function of; only, close to unity throughout most of the
measurable kinematic region at HERA. The measurement aAthéependence of the cross
section thus provides information on the interference gemvhich are otherwise not accessible.

A first study of theA¢ asymmetry integrated over the region< Q> < 100 GeV?, zp <
0.03, M, > 1.5 GeV and0.0075 < |t| < 0.35 GeV? using the ZEUS LPS [13] led to the
resultAzr = —0.049 + 0.058 (stat) "y oo0 (syst), which is compatible with zero. As shown in
fig. 10, the VFPS resolution ig is expected to be approximately 0.4 radians|fpr0.2 GeV?,
allowing measurements to be made in around 15 bins. It wasrsiosection 5.4 that for a
luminosity of350 pb~!, around 10000 events could be expected in each of theseshictsthat
the measurement will certainly be systematically limit&dlith this level of statistics, it will
also be possible to perform the study in separate binsarfdQ?. Strong variations with these
variables are expected, with the higher twist longitudptadton induced cross section expected
to be dominant at largé and smallQ? [10, 23]. It may also be possible to make separate
studies for exclusive channels such as dijet productiorrevthere are definite predictions for
the longitudinal contribution [16].

Using the full beam and acceptance simulation of the VFPShawe made preliminary
studies of the sensitivity to asymmetries in the distribution. The smearing induced by the
finite resolutions tends to modify the asymmetry by up to adiaof 2, though full studies of
unfolding procedures and systematic uncertainties hawvey®e performed.

32



5.7 Exclusive Channels

The acceptance regions of the VFPS for vector meson pramuatere shown in [2]. Here, we
briefly discuss the possibilities for studying the Deeplytval Compton Scattering (DVCS),
i.e. the hard diffractive scattering of a virtual photon afproton:e*p — e™~p with the VFPS.
This is one of the most promising diffractive channels to tuelied at HERA 1. The interest
of this process resides in the particular insight it givesstfe relevance and applicability of
perturbative QCD in the field of diffractive interactionso@pared to vector meson production,
DVCS is theoretically simpler because the composite masdme final state is replaced by the
photon, thus avoiding large uncertainties due to the unknme&son wave functions. Moreover,
a considerable motivation comes from the access the DVCE&epsogives to a new class of
parton distribution functions, the skewed parton distidnos (SPD) which are generalisations
of the familiar parton distributions of deep inelastic $eahg, but include parton momentum
correlations. A first cross section measurement has beaavachby H1 (based on about 100
DVCS events collected in 1997) as a function of the phototuality, 2, and the invariant
mass of the final state — p systemJ¥/, in the kinematic range < Q? < 20 GeV?,30 < W <
120 GeV [24].

For HERA I, the inner SpaCal has been removed restrictiegattteptance fap? below 8
GeV?, though some acceptance remains dow@to- 2 GeVZ2. As has been shown in section 4,
the trigger rate is such that an inclusive SpaCal triggerldzbave to be downscaled. Assuming
a? dependent downscaling scheme that achieves a maximurertrag of 1 Hz, the expected
number of events that will be triggered by the simple SPACAggder for the full period of
HERA Il has been calculated. The results are shown in columint&bles 2 and 3. Assuming
that an identical trigger with the additional requiremeha & FPS signal would operate without
any downscaling, DVCS events in the restricted kinematigeacovered by the VFPS can be
triggered with a much enhanced efficiency. Column 4 of tab#@wvs the number of events
that would be expected from the VFPS trigger assuming treaethre no complications from
the coasting beam. Column 4 of table 3 shows the same thirtgdacenario where the VFPS
detectors are placed an additional 3 mm from the beam in dod@ccommodate the coasting
beam. The final columns of tables 2 and 3 show the combined auwnfbevents expected
from the downscaled SPACAL trigger and from the non-dowlet8 PACAL x VFPS trigger,
correcting for the overlap of the two triggers.

Minimum Q% (GeV?) | Produced| H1-triggered| VFPS-triggered| combined
2 29900 5052 8732 12010
8 5566 2707 2046 3636
20 828 828 487 828
40 172 172 128 172

Table 2: Number of DVCS events expected at HERA Il includinghtevents with final state
protons observed in the VFPS and events with no final statempia the VFPS. It is assumed
that the coasting beam is not a problem.

It is clear that the prospects for studying DVCS at HERA |l gaod. For comparison,
the collected data in 1997 used in [24] contained only ar®B@®VCS events with)? above
8 GeV?. The expected distributions inp, W and Q? for events with and without protons
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Minimum Q% (GeV?) | Produced| H1-triggered| VFPS-triggered| combined
2 29900 5052 4783 8754
8 5566 2707 1305 3287
20 828 828 320 828
40 172 172 94 172

Table 3: Number of DVCS events expected at HERA Il includinghievents with final state

protons observed in the VFPS and events with no final statempia the VFPS. It is assumed
that the VFPS detectors are shifted by 3 mm relative to tHanmed position, due to the coast-
ing beam.

in the VFPS are shown in fig. 20. The use of the VFPS trigger apprately doubles the
total number of collected DVCS events and gives the largastecement in the low region
where the Bethe-Heitler background is smallest. This gagus mainly at lonwQ? where the
downscaling of the non-VFPS trigger is largest.

5.8 TheVFPSwith Reduced Proton Beam Energy Running

It has been suggested that a running strategy for HERA 1l tiigiude around0 pb—! taken
with reduced proton beam energies. As in the case of in@U3Ig, low proton energy running
is particularly interesting for the diffractive case, sinit allows access to a previously unex-
plored kinematic region at high and low@Q? and since it should yield a direct determination
of the longitudinal diffractive structure functiafi”. In [25], it was shown that an extraction of
RP = FP/(FP — FP) with an uncertainty of approximate0% and comparable statistical
and systematic errors is possible with a sampleiopb ! at a proton energy of 500 GeV.

At present no beam optics calculations exist that wouldalle to evaluate the performance
of the VFPS at reduced proton beam energies. However on@emaiciples one may assume
that the dispersion anglfunction will not change too much and that the emittance widlease
only slightly. Therefore we estimate that the uppgr acceptance limit will probably not be
very different, but because of the slightly wider beam, itynmt be possible to place the
detectors quite so close to the beam, thereby increasinpwes = » acceptance limit. Until
detailed beam optics calculations become available, ibigpnssible to estimate the effect on
the VFPS resolution.

5.9 Further Physics M otivation

The remaining physics programme discussed in [1] remairgeha valid. In particular, we
would still expect to be able to constrain double dissosiatiross sections and the ratio of
single photon dissociatioref — eXp) to double dissociationep — eXY') as a function of
the kinematic variables;», 3 and@Q? by comparing the results of VFPS analysis with rapidity
gap based analysis. This represents an interesting testggfeRfactorisation and reduces the
systematic uncertainties on single photon dissociatioasmements.

34



Assuming no coasting beam effect

E F 3500 |-
10°F 3000 |-
; : 2500 |
102 7 2000
; 1500
10 = 1000
; 500
" I / 1 ‘ | O z ") Ll
107 1073 1572 157" 25 50 75 100
X W (GeV)
o3 bEmm ep —>epvy
Q* > 2 GeV?
10 < W < 120 GeV

7<0,<150°

[ 1 generated DVCS
H1 triggered DVCS
B VEPS + 3 mm. DVCS

(@]
N
T \HHH‘ T \HHH‘ T \HHH‘ T 17T

i L
! 2

10
Q" (GeV?)

(@]

Figure 20: Expected HERA Il distributions iy, W and@? for simulated DVCS events. The
distributions are shown for the case where there is no agabtam problem, separately for the
full simulated sample, for events triggered using the SPA@#gger only with Q? dependent
downscaling to achieve a trigger rate of 1 Hz and for everdgéred by the VFPS.

6 Technical Status Report

Below, we briefly summarise the present status of the VFP{girfrom a technical point of
view.

6.1 Statusof Bypass- Warm beamline - I nstallation

The design of the “Cold bypass” was finished in October 2004e flll design including the
part drawings are ready for delivery to the construction fimto were previously informed
about the status of the bypass in June. The agreement beBmessels-DESY-Damker& Part-
ner (design firm) and DEMACO (construction firm) has to be leisdhed. The firm Damker&
Partner is presently working on the beam line support stinector the cold bypass and on the
Roman pots. The installation procedure for the bypass itutheel remains to be worked out.
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6.2 Statusof Roman pot

Earlier this year the DESY machine and vacuum groups raisedarns about vacuum problems
in the cold section of the beam line, which might occur if thk lheam accidentally hit the base
of the Roman pot detector, e.g. in the event of a sudden méghet. This scenario has since
been studied. The energy deposited and the associatedragarpeise has been simulated with
GEANT and the report [26] has been sent to the DESY machinepgr®©n October 8, 2001
the machine groups concluded that the VFPS Roman pot coubditieaccording to the FPS
drawing without further modification.

6.3 Status of detector

Scintillating fibre detectors were produced at the begigmi2001. Placement of the detectors
in the Roman pots was delayed whilst the simulations desdtiifb section 6.2 were performed.
The production can now proceed.

6.4 Status of detector electronics

The detector electronics are similar to the FPS electroidosne of the electronic boards had to
be reproduced (crate controller, master controller), sttothers had to be redesigned (pipeline
boards, trigger board). All design work has been completeldsaries production can be started.

6.5 Statusof Stage (Roman pot) mover control

The FPS Roman pot mover control will be adapted such thanitbeaintegrated into the new
H1 PVSS slow control system. This will require rewriting et motor control software but
implementation in the new system will facilitate many of tduntrol tasks.

6.6 Statusof Data Acquisition

The VFPS DAQ can easily be implemented as an extension okibtgy FPS DAQ. The same
readout hardware will be used.

6.7 Statusof Monte Carlo beamline and Roman Pot ssimulation

The coding of the geometry of the VFPS Roman pots in the H1lsition code will be finalised
by the end of October. The proton beam line simulation in WA 8has started. The results of
this full H1SIM beam line simulation and Roman pots can therioss checked with the beam
transport calculation.
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7 Summary and Conclusions

To pursue and expand the diffractive physics results of tBRA | program into the HERA 1l
phase, the installation of the VFPS, a very forward protoecspmeter, is highly desirable,
not only for the improvements in measurement quality thatilk yield, but also to provide
the necessary trigger to allow high statistics samples toddected. The physics program,
described on our first proposal, has been extended in thergraddendum.

To fully evaluate the physics case, we have finalised a @etalescription of the proton
beam line, essential in understanding the performancesd?#PS, determined the acceptance
for various processes and evaluated the resolutions onhy&iqs parameters that can be ob-
tained from this device. This new beam transport calcufatias shown that the reconstruction
of these physics parameters is more complicated than wagpsty thought from first stud-
ies using a linear beam optics approximation. However, gveyobtained resolutions do not
significantly impede the physics program.

At the technical level, one of the most important and teclhyacomplicated issues in the
VFPS installation is the cold bypass. Its complete desidimished and construction can start.
At present all other components can be delivered in timeristaillation at the end of 2002.
Further delays in approval at this point could result in &uf& to implement the device at that
time. We would therefore ask for a full approval of the projec

References

[1] H1 VFPS Group, L. Favart et alRroposal for Installation of a Very Forward Proton
Soectrometer in H1 after 2000, DESY PRC 01/00.

[2] H1 VFPS Group, L. Favart et alAddendum VFPS. Acceptances, addendum to DESY
PRC 01/00.

[3] H1 VFPS Group, L. Favart et alAddendum VFPS. Background Rates, addendum to
DESY PRC 01/00.

[4] P. Van MechelenyUnfolding experimental distributions, H1 note 10/96-496.

[5] H1 Collaboration,Measurement of Semi-Inclusive Diffractive Deep Inelastic Scattering
with a Leading Proton at HERA, paper 809 submitted to EPS 2001, Budapest.

[6] H1 Collaboration,Proposal to Upgrade the LAr Trigger: The Jet Trigger, DESY PRC
99/02.

[7] H1 Fast Track Trigger GroupA Fast Track Trigger with High Resolution for H1, DESY
PRC 99/06 and addendum, DESY PRC 99/07.

[8] P. Newman,A Study of the Dynamics of Diffractive Photoproduction at HERA, Ph. D.
thesis (University of Birmingham), RAL-TH-96-011.

[9] J. Collins, Phys. Rev. br (1998), 3051 and erratum ibid.d@2 (2000) 019902.
37



[10] K. Golec-Biernat, M. Wusthoff, Phys. Rev5D(1999), 014017,
K. Golec-Biernat, M. Wusthoff, Phys. ReveD (1999), 114023.

[11] A. Donnachie, P. Landshoff, Phys. Let® (1992) 227;
K. Goulianos, Phys. Refd01 (1983) 169.

[12] H1 Collaboration,Measurement of the Diffractive Structure Function FZD ®) at HERA,
paper 808 submitted to EPS 2001, Budapest.

[13] ZEUS CollaborationResultson inclusive Diffraction with the ZEUSL eading Proton Spec-
tromenter at HERA, paper 566 submitted to EPS 2001, Budapest.

[14] H1 Collaboration, Eur. Phys. J2T (2001) 33

[15] H. Jung,Comp. Phys. Commun. 86(1995) 147.
(see also http://lwww.desy.de/ jung/rapgap.html)

[16] J. Bartels, H. Lotter, M. Wusthoff, Phys. Lett3B (1996), 239;
J. Bartels, C. Ewerz, H. Lotter, M. Wusthoff, Phys. Let88B (1996), 389;
J. Bartels, H. Jung, M. Wusthoff, Eur. Phys. 11G1999), 111.

[17] H1 Collaboration, C. Adloff et al., Phys. Lett520 (2001) 191.

[18] H1 Collaboration, C. Adloff et al Eur. Phys. J. C20(2001)29-49

[19] CDF Collaboration., Phys. Rev. Le&4 (2000), 5043.

[20] A. Kaidalov, V. Khoze, A. Martin, M. Ryskin, Eur. Phys.G21 (2001) 521.
[21] B. Cox, J. Forshaw, L. Lonnblad, JHEER10 (1999) 023, hep-ph/9908464.
[22] H1 Collaboration, Eur. Phys. J8%1999), 421.

[23] J. Bartels, J. Ellis, H. Kowalski, M. Wusthoff, Eur. ¥%h J. (7 (1999), 443.
[24] H1 Collaboration, C. Adloff et al., Phys.Lett5&7 (2001) 47

[25] A. Mehta, J. Phillips, B. WaughFuture Physics at HERA" workshop, 1995/96, ed. Ingel-
man, de Roeck, Klanner, page 704.

[26] Heat Deposition in the base plate of VFPS Roman pot., (see http://web.iihe.ac.be/h1pot/)

38



