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Abstract 
General aspects of the Hl detector at the electron-proton storage ring HERA as well as technical descriptions of the 

magnet, luminosity system, trigger, slow-control, data acquisition and off-line data handling are given. The three major 

components of the detector, the tracking, calorimeter and muon detectors, will be described in a forthcoming article. The 
present paper describes the detector that was used from 1992 to the end of 1994. After this a major upgrade of some 

components was undertaken. Some performance figures from luminosity runs at HERA during 1993 and 1994 are given. 

1. Introduction 

The Hl detector described in this paper is one of the 
two detectors built around the interaction regions of the first 

ever constructed electron-proton storage ring - HERA at the 

DESY laboratory in Hamburg, Germany. In this accelerator 
27.5 GeV electrons collide with 820 GeV protons at a cen- 

tre of mass energy of 300 GeV. At HERA a new kinematic 

region becomes accessible for deep inelastic lepton scatter- 
ing. Such experiments have played a crucial role in under- 

standing the fundamental forces of nature and in providing 

first evidence for the pointlike constituents of the nucleons 
[ I 1. Compared to previous fixed target conditions, [ 21, ex- 
periments at HERA provide an increase by one order of 

magnitude in resolving power, with values of the momen- 
tum transfer squared Q* reaching 4 x I O4 GeV*, an increase 
of at least two orders of magnitude. In contrast to previous 
experiments the unique kinematics at HERA makes it pos- 
sible to observe the hadronic recoil and to study the weak 
neutral and charged currents at high momentum transfer. 

The extensive discussions of all aspects of HERA physics 

at the three workshops held before the experimental program 
started [ 3-51 led to a detector designed for good identifica- 

tion of leptons (especially electrons), high granularity and 
resolution for jets and good hermiticity to recognize miss- 

ing transverse energy. These requirements follow from the 
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fact that the final states will contain several leptons accom- 

panied by quark and gluon jets. The inclusive measurements 
of neutral and charged current interactions also demand the 
best possible hadron calorimeter. In addition electron iden- 

tification and charged particle reconstruction within jets re- 

quire a high-resolution, large solid angle tracking system. 
The efficient use of all these tools must rely on a sophis- 

ticated trigger system to overcome the adverse background 

conditions met at an electron-proton machine. 
The differential cross-section measurement at a collider 

such as HERA requires the reconstruction of kinematic vari- 

ables as close as possible to the parton level. The most 
relevant kinematic quantities in the deep inelastic electron 

scattering process are Q2, the fraction x ( Bjorken scaling 

variable) of the proton momentum carried by the struck 
quark and the fractional energy loss y of the electron. These 

are given in terms of the energies of the incoming electron 
I$, the scattered electron El. the incoming proton E,,, the 
hadronic recoil jet Eh and the corresponding polar angles 8, 
and 6$, (both measured relative to the proton direction 0 = 0, 

positive :-direction ) as: 

Q* = 4EeE; COS’ 2. 
L 

Q2 E,E;( 1 + cos&) 

x=4E,E,v= E,(2E, - E;(l - ~0~0,))’ 

E; , 8, 
v~~~=l-csm~~. 

Q= = 
( Ch,i Pth,i ) ’ 

1 - )‘h I-)‘h ’ 

. 
h.r 

Q* and x can be reconstructed from measured electron or 
hadronic quantities or a combination of both. Fig. 1 shows 

contour plots of fixed 0, and EL in the x, Q’ plane for EC = 30 
GeV and EP = 820 GeV and illustrates the influence of finite 
angle and energy resolution using the actual design values 
of the H 1 detector. The resolution in Q* is determined by the 
electron energy resolution except for large scattering angles, 
where the angular resolution becomes the dominant term. 
The latter term only influences the x resolution for large x 
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QZ [GeV’] 

x 

tO-4 

and the hadronic system (as done above) and then deducing 
x. Because hadrons emitted in the forward direction con- 
tribute little to yh or Q*, the unavoidable dead areas along 
the beam pipe have only a minor impact. Reconstruction er- 
rors depend on the size of the beam hole, the uncertainties 

on the angles and the energies of the outgoing hadrons. Use 
of the hadron information alone or in combination with the 

electron information, e.g. by using 19, and oh without direct 

energy information as in the so-called double angle method 
[ 71, extends the measurable regions to considerably lower 

values of y as shown in Fig. 1. 

IO-* 

I 
IO4 IO’ 1 

Q2 [GeV2] 

Fig. I. Top left: contour plots of fixed 19, and EL in the x, Q* plane for 

EC = 30 GeV and EP = 820 GeV. The dashed lines bracketing the isoenergy 

lines at EL = 30 and EA = 25 GeV show the energy resolution of the back- 

ward electromagnetic calorimeter (BEMC, l5Io < & < 1X?) at these 

energies, the dashed lines bracketing the isoenergy line at EL = 40 GeV the 

resolution of the liquid argon calorimeter (LAr, 4O < 8, < 154O). Simi- 

larly the dashed isoangle lines indicate the angular resolution at Be = 1 6S” 

and He = 90’. respectively. Bottom right: domains m the Q*, x plane. where 

the systematic errors on d*v/(dxdQ’) are below 10%. The dotted lines 

correspond to constant y. The contows correspond to areas where differ- 

ent kinematic reconsuuction methods have been used (from Ref. [ 1061). 

7he area in the lower right corner corresponds to the range accessible to 

The largest contribution to the event rates at HERA stems 
from low Q2 photoproduction. For example the high cross- 
section for producing charmed quark-antiquark pairs makes 

HERA a prolific source of D-mesons with cleaner back- 
ground conditions than obtained with hadron beams. This 

makes the study of rare and forbidden decays feasible. The 
momentum of a tagged D ** is correlated with that of the 
charmed quark produced in y gluon fusion [ 7,8] so that the 

gluon momentum can be reconstructed knowing yr,. Thus 

the gluon density within the proton may be measured. If 
forbidden decays such as DO -+ p+p- or e+e- are to be 

studied it is important to have good muon identification, and 
good electron identification at momenta near 1 GeVlc. be- 
- cause the D meson spectrum peaks at rather low energies 
in particular in the central rapidity region, where these low 

multiplicity events can be reconstructed. 

2. General description of the Hl detector 

previous experiments. 

and small Q*. At low y the x resolution is quite poor. The 
areas in the X, Q* plane where a reliable structure function 
measurement is possible are also indicated in Fig. 1. Here 

the effects of migration and the systematic errors are also 
included. Migration is the process where a fraction of events 
move from one bin in x,Q* into a neighbouring bin as a 
result of measurement errors. For the control of systematic 
errors the energy calibration, and its stability are of particular 
importance. Since event rates at high Q2 are quite low, long 

term stability is clearly required. Systematic shifts of the 
outgoing electron energy measurement can generate large 

shifts in the differential cross-section because there is an 
amplification factor roughly proportional to y-r, e.g. for 
y N 0.1, x < 0.5 an energy shift of 1% results in 10% 
cross-section change. Since angles are measured both by 
the calorimeter and the tracker, alignment errors influencing 
angle measurements are less important. 

On the hadron side the above formulae implicitly make 
use of the Jacquet-Blondelmethod [ 61. It is possible to mea- 
sure x and Q2 by using only the outgoing hadrons, without 
using jet identification or assumptions concerning the pro- 
ton structure. Furthermore, for HERA kinematics y and Qz 
are more suitably expressed in terms of laboratory variables 
using the energy-momentum balance between the leptonic 

In the design of the H 1 detector prime attention has been 
given to the clean identification of electrons and to their en- 
ergy measurement. To facilitate this we opted for a large 

coil, which encloses the electromagnetic and the hadronic 
calorimeters. With this choice the amount of dead material 
in front of the calorimeter and its total weight are minimised. 

Choosing a liquid argon calorimeter we further benefit from 
the proven stability of this technique, the ease of its calibra- 
tion, and the fine granularity which allows to separate elec- 
trons from pions to a high degree. Lastly the homogeneity of 
the response and overall hermiticity are helpful for energy 
Bow measurements as well as missing energy detection. The 

calorimeter is supplemented by high resolution tracking on 
the inside and an instrumented iron yoke on the outside for 
muon detection. In these aspects the HI detector does not 
differ strongly from the detectors at e+e- colliders, or pp 

colliders built in the past. Specific at HERA are however 
the high resolution required for hadronic calorimetry as well 
as the imbalance in the energy of the two colliding beams, 
which requires an asymmetric detector. Different also is the 
microstructure of the two beams, which leads to short in- 

tervals (96 ns) between two subsequent bunch crossings, 
and also the high background level, as proton induced back- 
ground arises from beam line vacuum conditions. 

The main elements of the detector are shown in Fig. 2. 
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- 

Fig. 2. Schematic layout of the HI detector. 

This figure shows as well the reference frame adopted in 
this experiment. 

Since the centre of mass for e-p collisions at HERA is 

boosted along the proton direction with y. = 2.86 the HI 
detector is considerably more massive and highly segmented 
in this direction. This is apparent from Fig. 3, which shows 
a cut along the beam axis. In the following we often refer 
to electron direction as the backward direction (negative 
z -values relative to the center of the interaction region and 
19 = a), and the proton direction as the forward direction 
(positive z and @ = 0). 

Starting the description outward from the interaction ver- 
tex the detector consists of a central and a forward tracking 
system, each containing different layers of drift chambers 

and trigger proportional chambers. The liquid argon cryo- 
stat surrounds the trackers. It houses the lead absorber plates 
and readout gaps of the electromagnetic section, which are 
followed by the steel plates of the hadronic section with 
their readout gaps. A superconducting cylindrical coil with 

a diameter of 6 m and a length of 5.75 m provides the 
analysing field of I. 15 T. The iron return yoke of the mag- 
net is laminated and filled with limited streamer tubes. The 
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Fig. 3. Longitudinal cut through the Hl detector along the beam line 

small fraction of hadronic energy leaking out of the back 
of the calorimeter is registered there, and muon tracks are 
measured. Muon identification further benefits from addi- 

tional chambers inside and outside of the iron. Stiff muon 
tracks in the forward direction are analysed in a supplemen- 

tary toroidal magnet sandwiched between drift chambers. 
The remaining holes in the liquid argon ( LAr) calorimeter 
are closed with warm calorimeters, a silicon-copper plug at 
very forward angles, a lead-scintillator calorimeter backed 

by a tail catcher (part of the muon system) in the back- 
ward direction and lastly an electron tagger at z = -33 m 
from the interaction point not shown in Fig. 3. The tagger 

marks the energy of an electron with very small scattering 
angle inducing a photoproduction event and, taken in coin- 

cidence with a corresponding photon detector at z = - 103 
m upstream from the interaction point, monitors the lumi- 
nosity by the bremsstrahlung process. Two scintillator walls 
in backward direction are installed to recognize background 
produced by the proton beam upstream of the HI detector. 
A survey of detector parameters is given in Table 1. 

Three of the major components of the detector, the track- 
ing, calorimetry and muon detection systems are not de- 
scribed in this article. Please refer to an article to be pub- 
lished in a forthcoming issue of this journal for a description 
of these elements (see Ref. [ 91 or [lo] ). 

2.1. Electron detection 

Scattered electrons are observed in the backward electro- 

magnetic calorimeter (BEMC) for Q* 5 IO0 GeV2, in the 

LAr calorimeter for larger values of Q*, and for photopro- 
duction events ( Q2 M 0) in an electron tagger which is part 

of the luminosity measuring device. 

The BEMC is a conventional lead-scintillator sandwich 
calorimeter with photodiode readout, providing an energy 
resolution sampling term of lo%/&?. The diodes are lo- 
cated in the M 1 T magnetic field. The backward propor- 
tional chamber (BPC) located just in front of the BEMC 
provides the angular measurement of the electron together 

with track and vertex data given by the central tracker. The 
kinematic peak in the energy spectrum of the scattered elec- 
tron at a value corresponding to the electron beam energy 
allows a precise overall calibration. 

The LAr calorimeter covers the polar angular range 4” 5 
f3 5 1.54” in a single cryostat. The electromagnetic calorime- 
ter with lead absorber plates of total depth of 20 to 30 ra- 
diation lengths provides an energy resolution a/E N 12 
%/fi. Electron identification is based on fine transverse 
and longitudinal shower shape measurement and a cross- 
check of the absolute energy calibration of the calorimeters 
is provided by comparing the calorimetric energy measure- 
ment of electrons to the corresponding momentum measure- 
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Summary of HI detector parameters. Alternatively, design and test beam figures are given in brackets [ I Energies are given in GeV. 

Calorimetry 

Main calorimeter: liquid argon ( LAr) 

Granularity 

Depth (number of channels) 

Resolution a( f&)/E,,h 

Stability of electromc calibration 

LAr purity (decrease of signal) 

Noise per channel 

Angular coverage - dead channels 

Backward calorimeter: Pb-scintillator 

Angular coverage - granularity 

Depth - resolution (r( &)I& 

Tad catcher: iron-streamer tubes 

Angular coverage 

Depth - resolution v( Eh)/Eh 

PLUG calorimeter: Cu-Si 

Angular coverage - granularity 

Depth - resolution w(Eh)/Eh 

Electron tagger: Tl( Cl/Br) 

Angular coverage - granularity 

Depth - resolution rrt EC) /Ee 

Tracking 

Coil: radius - field 

Central tracking 

Angular - radial coverage 

Jet chamber: spatial resolution 

:-chambers. spatial resolution 

Momentum - dE/d.t resolution 

Forward/backward tracking 

Angular - radial coverage ( f) 

Spatial resolution (0 

Angular coverage - resolution (b) 

Trigger proportional chambers 

Angular coverage - channels 

Muon detection 

Instrumented iron 

Angular coverage - total area 

Number of channels 

Spatial resolutiorl 

Angular - momentum resolution barrel 

Forward muon toroid 

Angular coverage -- resolution 

Overall sze (I, y, ; ) weight 

Electromagnetic part 

IO to 100 cm2 

20 to 30 X” (30784) 

=II%/&$l70 

<0.270 over one month 

50.2% over one year 

IO to 30 MeV 

4O <H< l54O 

1.51’ <H < 176’ 16 x 16 cm’ 

21.7 x,, (I A,~) lo%/&@ 1.7 [ 11% 

4’<H< 176’ 

4.5&Js lOO%/& 

0.7O < R < 3.3O 

4.251 (44.6 Xt,, 

5 x 5 cm? 

c ISO%/& 

0 > 179.7O 

25 X0 

3 m - B = 1.15 T, AS/B 5 2% 

25O < 0 < 155O 

vr4 = 170 pm 

vr# = 25 and 58 mm 

crp/p’ < 0.01 [0.003] GeV-’ 

7O < H < 2s0 

a,g = l7Opm (err = 29 mm) rrX.? = 2lOp.m 

159 < H < 175O 

7O < ti < l75O 

4O < H < 171° 

wires: 103700. strips: 28700, pads: 4OW 

cwiw = 3-4 mm 

vfl(rr4) = 15(10) mrad 

3O < I) < l7O 

12 x 15 x IO ,3 

ment in the central tracking chambers. 
Further electron pion discrimination is available by a 

dE/dX measurement in the central jet chamber (CJC) and 

by using the transition radiation detectors incorporated into 
the forward tracker. 

2.2. Hadron and jel detection 

The hadronic calorimeter with stainless steel absorber 
is located within the same cryostat as the electromagnetic 
calorimeter and supports the latter. Both calorimeters to- 
gether provide the energy measurements of hadrons. Their 
total depth ranges between 5 and 7 absorption lengths, de- 

Hadronic part 

50 to 2000 cm? 

4.7 to 7 Aahs ( 13568) 

-5o%/&@ 2% 

<O.f% 

2.2 x 2.2 cm’ 

X10%/&@ 1% 

150<r<850mm 

vz = 22.0 mm 

cr: z 350pm 

r(dE)/dE= IO 161% 

ax.r = 1 mm 

4000 mz 

“rstlip = IO-15 mm 

[q/p x 0.35 I 

[ 0.25 < r,,> /I) <. 0.32 I 
2800 t 

pending on the polar angle 8. Events with energy leaking 
out of the LAr calorimeter are efficiently tagged by the tail 
catcher consisting of the analog readout of the pads of the 

limited streamer tube system in the iron instrumentation to 
improve the calorimeter energy resolution. Measurements 
in a test beam show that the expected resolution o/E = 

50%/a has been achieved, with an energy independent 
term of 2%. Here too combining the calorimetric informa- 
tion with the momentum information from the central track- 
ing chambers provides a cross-check of the absolute energy 
calibration. Further intercalibration between calorimeters is 
possible by checking the balance in transverse momentum 
between the electrons and the hadrons. 
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Fig. 4. Front view of the HI detector with the southern and the northern shells of the iron yoke opened 

Low energy hadrons may also be identified by the dE/dX 

of the CJC. 

2.3. Muon detection 

An important source of prompt muons at HERA is 

semileptonic decays of charm- and bottom mesons, there- 
fore the muon system was designed to identify muons 
within jets. In the large coil solution of Hl the calorimeter 

serves to absorb the hadronic activity. It moreover allows 
to detect penetrating single ionizing tracks while the high 

field provides sufficient bending power for a momentum 
measurement. The necessary spatial resolution, matched to 
the dispersion due to the multiple scattering in the material 

in front of the instrumented iron, is reached with a total of 
sixteen streamer tube layers with a basic cell size of IO x 
10 mm’, a triple layer each in front and after the iron, a 
double layer after four iron sheets of 75 mm thickness, and 

eight single layers in the remaining gaps in between the 
ten iron sheets. The multiple layers are equipped with pads 
and cathode strips for the measurement of the coordinate 
perpendicular to the wires. 

In the barrel part muons with energies below 1.2 GeV do 

not reach the first layer, while muons with energies below 

2.0 GeV stop within the iron. In the forward direction the 
effective threshold is 2.5 GeV, but here the muon energy is 
usually large enough for muons to traverse all 16 layers of 
chambers. An independent track segment is then measured 
which can be linked to forward tracker segments. The com- 
parison between momentum measurement in the tracker and 
through the muon system reduces misidentification and also 
allows to discriminate against muons from 71 and K-decay. 

In the extreme forward direction the central tracker and 
the chamber system in the flux return iron are not adequate 
for measuring muon momenta with sufficient accuracy. This 
is why a toroidal magnet with an average field of 1.6 T was 

added. The drift chambers are constructed in such a way, that 

correlated angle and position measurements are possible. 
This is needed because the hadronic activity from secondary 
interactions of the target jet is quite high. The spectrometer 

is useful in the momentum range between 5 and 200 GeVlc. 
The lower limit is determined by the amount of material 

traversed, while beyond the upper limit the muon charge can 

no longer be measured unambiguously. 

2.4. HERA beam features 

The electron-proton colliding beam facility HERA con- 

sists of two independent accelerators storing respectively 
820 GeV protons and 27.5 GeV electrons and colliding the 
two counter-rotating beams headon in four interaction points 

spaced evenly along its 6.3 km circumference. Electrons are 
injected at 12 GeV and are guided by a warm magnet sys- 
tem at 0.165 T, while protons are injected at 40 GeV into 

a ring with superconducting dipole magnets at 4.68 T. The 
accelerator was designed for 210 circulating bunches with 
760 PA protons and 290 PA electrons each [ 11,121 and a 
luminosity of 1.5 x 103’ cm-*s-‘. The bunches are sepa- 
rated in time by 96 ns. In the early phases of operation in 
1992 and I993 only 10 and 90 bunches were circulating, re- 

spectively. An indication of the HERA performance in 1992, 
1993 and 1994 is given in Fig. 6. Since July 1994 the elec- 
tron beam has been replaced by a positron beam which has 
considerabIy improved the beam lifetime at high currents. 

Between the last two beam focussing quadrupoles 11.3 m 
of free space is available for the detector. The beams pass 
the detector at a height of 5.9 m above floor level (N 20 m 
below ground) at an inclination of 5.88 mrad. Presently a 
190 mm inner diameter beam pipe is installed, with a wall 
of 150 p Al on the inside backed by 2 mm carbon fibre 
reinforced plastic comprising 1% radiation length. Details of 
the beam line are shown in Fig. 5. The beam pipe is cooled 



Fig. 5. Cross section of the beam pipe in the Hl detector. IP: interaction point. GP: getter pump, M: beam profile monitor, C6: synchrouon radiation mask 

(see also Fig. 7). The lower part shows an enlarged view of the forward part with the flexible bellow connections and synchrotron radiation mask C4 (right). 

lime [h] 

Fig. 6. Performance of the HERA storage ring in the first three years of operation. Left: beam currents (top) and luminosity (bottom) measured during a 

typical run. Right: integrated luminosity accumulated by HI over the running periods 1992-1994. 

with nitrogen gas, which also circulates on the outside of 
the central tracker to avoid buildup of larger amounts of 
inflammable gases leaking from the chambers. Incorporated 
into the beam pipe are a capacitively coupled proton position 
monitor [ 13 
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HERA startup phase was limited to about 6 h; since July 
1994 when positrons were used, this lifetime has increased 
by a factor M 2. 

2.4.1. Synchrotron radiation shielding 

The e- beam is accompanied by a strong flux of syn- 
chrotron radiation photons which are produced in the last 
bending magnet before the interaction point. Synchrotron 
radiation from the arcs is absorbed before the Hl detector 
and need not be considered. At a beam energy of 30 GeV 
and a stored current of 60 mA we expect a flux of 1O’a pho- 
tons per second with an energy above 5 keV into the inter- 
action region. This flux represents a radiated power of 3.6 
kW. The critical energy is 42.4 keV. In order to protect the 
detector elements a system of masks inside the beam pipe 
is installed. 

The synchrotron radiation absorbers were designed such 
that only photons which have undergone at least two scat- 
ters can reach the central detector region. In order to reduce 
the photon flux the aperture of the collimators should be as 
small as possible. The width is thus determined by the re- 
quirement for sufficient aperture at injection. Masks which 
are hit by synchrotron radiation are sources of secondary 
photons. Therefore the albedo of all surfaces has been re- 
duced by coating the tungsten absorbers with 0.5 mm sil- 
ver and 0.2 mm copper. For 100 keV photons the albedo is 
reduced from 10% for pure tungsten to 1% with the appro- 
priate coating. The geometry of the absorbers is shown in 
Fig. 7. The collimators Ct , C2 and C3 are hit by direct syn- 
chrotron light and have to stand a radiated power of about I 
kW each. These collimators are movable and water-cooled. 
The synchrotron radiation which misses Cj passes through 
the detector area and hits an absorber 24 m behind the inter- 
action point. The collimators Cd, and Cs have a fixed hori- 
zontal aperture of $30 mm -25 mm and f 50 mm, respec- 
tively. They protect the detector elements against secondary 
photons originating from edge scattering at the collimators 
Ct - Cs and backscattered photons from the absorber at 
24 m. The collimator C6 is movable and provides an addi- 

-12' ’ ’ ’ ’ I I I I 

-20 -10 0 10 20 

Beam position s Cm) 

Fig. 7. Arrangement of synchmuon masks shielding the HI detector from 

direct synchrotron radiation (from Ref. [ 1071). 

tional shield against photons from 24 m downstream. The 
aperture can be set between 65 mm and 25 mm with respect 
to the beam. 

The present arrangement of synchrotron radiation masks 
cuts down the number of photons which enter the central part 
of the detector to a level of lo6 photons per second with an 
energy above 20 keV. Thus at nominal beam conditions we 
expect about 10-l spurious synchrotron hits in the central 
tracking chamber per bunch crossing. Due to the low currents 
and the reduced electron energy of 27.5 GeV we did not 
observe synchrotron radiation hits in the tracking chambers, 
consistent with the estimates. 

2.5. Detector upgrade 

This paper describes the Hl detector as it was up to the 
end of 1994. During the HERA winter shutdown of 1994- 
1995 some major upgrade work was done to the detector. 
It is not the scope of this paper to describe these upgrades. 
but the subdetectors involved will be enumerated at the end 
and appropriate references given. 

3. Magnet 

The magnet consists of a superconducting solenoid and 
an iron yoke producing an almost uniform field parallel to 
the HERA beams. The field has only a few percent variation 
over the region of the tracking chambers. Within that region, 
3600 mm in length and 1600 mm in diameter, the field has 
an average value 1.15 T. 

3.1. The iron yoke 

The iron yoke has the shape of an octagonal barrel with 
its axis parallel to the beam axis and to that of the solenoid 
which it encloses, plus flat end caps. In overall size it is 
similar to the ALEPH [ 171 and DELPHI [ 181 magnets 
at CERN. The requirements on uniformity of field are less 
stringent than for those experiments, which have chambers 
very sensitive to radial field components. Thus reentrant end 
caps are not needed for the Hl magnet and a much simpler 
opening mechanism is possible. 

The yoke of the Hl magnet is separated into three parts, 
the northern and southern shells and the base structure (see 
Fig. 4). The latter consists of the three lower faces of the 
octagonal barrel, and supports the superconducting coil. The 
northern and southern shells are mirror images of each other, 
symmetric about a vertical plane through the beam. Together 
they form all the rest of the octagonal barrel and the two 
end caps. Thus each shell is a rigid structure consisting of 
half of the western endcap and half of the eastern endcap, 
connected by 2.5 of the 8 faces of the octagonal barrel. Each 
of the three parts of the iron yoke moves independently on 
rails. 
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Fig. 8. Main coil field map over the tracking volume. Here z denotes the 

distance to median plane. see text. 

The iron of the octagonal barrel is made of IO laminations 

each 75 mm thick, separated by air gaps of 25 mm accom- 
modating a single layer of limited streamer tubes (LST), 

except for one air gap of 50 mm to accommodate a double 
layer of LSTs. The iron of the end caps is made up of IO 
laminations each of 75 mm, separated by air gaps of 35 mm 
except for one air gap of 50 mm. 

3.2. The superconducting coil 

The main solenoid consists of four separate coaxial coils 

powered in series, symmetrically placed about the median 
vertical plane. The two coils nearest to the median plane 

(“central”) are single layers, each of 201 turns, extending 

from 400 mm to 1420 mm from the median plane. The two 
coils farthest from the median plane (“peripheral”) are dou- 

ble layers and have each 418 turns, extending from 1520 mm 
to 2580 mm from the median plane. All four of these wind- 
ings are housed in one cryogenic envelope with an overall 
length 5750 mm, inner diameter 5 180 mm, outer diameter 

6080 mm. The superconductor, bonded into its aluminium 
substrate, was manufacturedin industry [ 191. The coils were 

fabricated from this conductor in modular form of length up 

to 1.5 m for both double and single layers on a custom built 
machine using the inside winding technique [ 201. Liquid 
helium is supplied by the central plant at DESY. The pa- 

rameters of this superconducting coil assembly are given in 
Table 2. 

3.3. The magnetic field measurements 

The general similarity in size and shape of the HI magnet 

to those of the ALEPH and DELPHI magnets [ 17, I8 ] made 
it possible to use the same apparatus for the field measure- 
ments throughout a cylindrical volume of radius r = 1775 
mm and length L = 5200 mm. The tracking chambers OC- 

cupy only a smaller volume (r = 800 mm, L = 3600 mm, 
- 1125 < z < 2500 mm) asymmetric to the median plane 
of the magnet (Z = I I00 mm) The axial component BZ 

which needs to be known over the tracker volume with an 

accuracy of 0.3% is shown in Fig. 8 as function of radius 

and axial distance to the median plane. The average value 

over the volume is 1.15 T at the nominal magnet current of 
55 14 A, and the maximum departure from this value is 4.5% 
at the extreme backward end of the central tracker. 

The longitudinal field integral s B,d: for the Hl magnet 

was evaluated to be 8.32 Tm at the nominal current. 

3.4. The forward muon toroid 

The toroidal magnet for the forward muon detector con- 

sists of 8 solid iron modules built into two mobile half- 

toroids for access purposes. The inner radius of the toroid 
is 0.65 m, the outer radius 2.90 m, and the length between 
the flat ends 1.20 m. The weight is 250 tons. 

There are 12 coils wound on the toroid, each consisting of 

15 turns of water-cooled copper, carrying a current of I50 A. 

The copper windings are square in cross-section with side 
11.5 mm. with a 8.5 mm diameter hole for water-cooling. 

The magnetic field within the iron toroid has been mea- 

sured by the change in flux, as the magnet is turned on or 
off, through loops of wire threaded through small holes in 
the iron. The field varies with radius, from I .75 T at a radius 

of 0.65 m to 1.5 T at a radius of 2.90 m. 

3.5. Compensating magnet 

The compensating coil is located at the proton entrance 

side of the Hl magnet with its center at 4.4 m from the in- 
teraction point. Its purpose is to provide a longitudinal field 

integral 1 B, dz equal and opposite to that of the main H 1 
magnet. This is required if longitudinal polarization of the 
electron beam is to be achieved. It also avoids horizontal- 
vertical coupling and minimises closed orbit shifts in HERA 

due to any misalignment of the H 1 magnet [ 2 I]. Its down- 
stream end extends into the endcap of the main magnet. This 
1.8 m long superconducting coil was manufactured in indus- 

try [22] from NbTi cable embedded into a copper matrix 

insulated by glass fiber epoxy. The magnetic field is shielded 
by an iron yoke, with both iron and coil mounted inside a 

pressure vessel, which is cooled by liquid He from the main 
DESY transfer line. The relevant parameters are also given 

in Table 2. The field integral and the magnetic field axis 
have been determined by means of a rotatable Hall probe 
described in detail in Ref. [ 231. 

4. Luminosity system and electron tagger 

The luminosity system serves several purposes. Its main 
task is a fast relative luminosity measurement with a sta- 
tistical precision of - 2% at nominal beam conditions. It 

also provides electron beam monitoring for the HERA ma- 
chine, absolute luminosity measurement in the interaction 
region with an accuracy of N 5%. tagging of photoproduc- 
tion events and energy measurement for electrons scattered 
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Table 2 

Parameters of the superconducting magnets. 

Solenoid parameters Main HI magnet Compensating magnet 

Superconductor 

Dimensions 

Type 

Length (weight) 

Winding geometry 

# of coils 

#I of layers (turns) 

# of turns: total 

fnner radius 

Outer radius 

26 x 4.5 mm2 

Rutherford cable on high 

purity Al (RRR 500) substrate 

22.5 km (1.1 I) 

2 (“central”) / 2 (“peripheral”) 

1 (201)/2 (209) 

1238 

275012750 mm 

2800/2850 mm 

3.1 x 2.1 mm2 

ABB-Zurich cable 

4.5/4.5 km (0.49 t) 

I 

14 (534) 

1516 

320 mm 

429 mm 

Cooling 

Vacuum chamber 

Inner/outer diameter 

Length/thickness 

Material 

support cylinder, forced Row 

5200/6080 mm 

57501 IO mm 

stainless steel 

cryostat bath cooled 

238/870 mm 

227016 mm 

stainless steel 

Radiation shield (50 K) 

Inner/outer diameter 

Length/thickness/material 

5330/5950 mm 268/800 mm 

5370 mm15 mm/Al 2135 mm/l.2 mm/Cu 

Overall weight (rad. length) 74.5 t for coil ( 1.2 Xu) 6.8 t 

Operational performance 

Power supply voltage 

Current nominal (max.) 

Run up (down) time 

Cooling time 

He flow (4.5/50 K) 

Cryogenic losses (4.5/50 K) 

Total stored energy 

Fast discharge time constant 

Fast discharge voltage 

Field on axis (integral) 

12 v 

5517 (6OtIO) A 

80 (120) mitt 

168 h 

40/3 gs-’ 

60/420 W 

120 MJ 

60 s 

750 v 

1.15 T (8.32 Tm) 

7v 

870 (1COO) A 

40 (40) mm 

168 h 

1.3/1.3 gs-t 

12.2134.6 W 

I .87 MJ 

40 ms 

860 v 

4.83 T (8.74 Tm) 

under small angles and for photons from initial state radia- part of the ep -+ epy cross-section with acceptance and 
tion. trigger efficiency included. 

4.1. System overview 

The luminosity is determined from the rate of Bethe- 

Heitler events ep + epy [ 241. The main source of back- 
ground is bremsstrahlung from the residual gas in the beam 
pipe, eA -+ eAy. At design luminosity these events are ex- 
pected at 10% of the ep ---) epy rate, but can be subtracted 
using data from electron pilot bunches. The luminosity is 
calculated as 

where R,,, is the total rate of the bremsstrahlung events, 
Ro is the rate in the electron pilot bunches, kot, la are the 
corresponding electron beam currents and rvis is the visible 

The luminosity monitor detects scattered electrons and 
outgoing photons in coincidence. It contains therefore two 

arms: the electron tagger (ET) and the photon detector 

(PD). Since the angular distributions for both the electrons 
and photons are strongly peaked in the direction of the pri- 
mary e-beam - at 30 GeV polar angles are of the order of 

6’ N U( m/E) N I7 prad - the detectors have to be placed 
close to the beamline and from the interaction region in or- 
der to cover these small angles. 

The general view of the luminosity system is shown in 
Fig. 9. Scattered electrons are deflected by a set of low-beta 
quadrupoles and a bending magnet located in the region 
5.8 m < --z < 23.8 m, pass an exit window at -z = 27.3 m 
and hit the ET at -z = 33.4 m. The photons leave the pro- 
ton beam pipe through a window at -z = 92.3 m, where the 
beam pipe bends upward, and hit the PD at -z = 102.9 m. 
A Pb filter (2 X0) followed by a water Cherenkov ( 1 XI)) 
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Based on t,he bremsstrahlung process: 

ep + e-rp 

Fig. 9. The layout of the luminosity system. 

veto counter (VC) protects the detector from the high syn- 
chrotron radiation flux. From the p-beam side the PD is 
shielded by an iron wall of 2 m thickness. The VC elimi- 
nates events with photons interacting in the filter. Both the 
ET and PD can be remotely moved from the median plane of 
the e-beam during injection. This operation can be reversed 
within 1-2 min with a position accuracy of N 100 pm. 

The acceptanceof the luminosity system for nominal elec- 
tron beam conditions (& = 30 GeV, zero tilt) and the ex- 
pected rates at the design luminosity of 1.5 x 103’ cm-2s-’ 
are given in the Table 3. One of the main contributions to 
the systematic error in the absolute luminosity measurement 
comes from the dependence of the system acceptance on 
possible variations of the electron beam angle in the inter- 
action region. This tilt, typically of the order of 100 prad, is 
controlled by the position of the beam profile at the PD with 
high precision, of the order of 10 prad. The corresponding 
corrections to cvis are taken into account already online and 
can be further improved during the offline analysis. 

Quasi-real photoproduction events with Q* < 0.01 GeV’ 
can be tagged by the ET in the energy interval 0.2 < 
I$ /E, -C 0.8 using both the PD and VC as a veto. 

4.2. Detectors 

The design goals - high radiation resistance, good en- 
ergy, coordinate and time resolution and compactness - were 
best met by a hodoscope of total absorption KRS-15 crys- 
tal Cherenkov counters. Their properties are summarized in 
Table 3. 

Each calorimeter cell is viewed by a FEW-147 photomul- 
tiplier [ 251 with a 20 mm diameter cathode coupled to the 
crystal with an optical contact. The veto counter is viewed 

Fig. IO. e-y energy correlation for bremsstmhlung events detected by the 
luminosity calorimeters. In the upper right corner the total reconstructed 
energy is shown. These data are from the beginning of the 1994 HERA 

e-p run at 27.5 GeV x 820 GeV collision energy. 

by two phototubes operating in different regimes, the first for 
photon detection, the second operating with increased volt- 
age and reaching full efficiency for charged particles with 
a range exceeding 35 cm. Taking into account the material 
in front of VC, this corresponds to full efficiency for e.m. 
showers initiated by the photons with E, > I .5 GeV. 

Since the luminosity detectors operate at high rates up to 
few MHz, which may vary within one beam filling by a factor 
of 3 to 10, they are permanently calibrated during data taking 
using the energy constraint Em + EPD = Ec-ksm. Although 
the calibration coefficients may change within 5 - 20%. this 
method allows an absolute calibration with a precision of 
better than 1%. Fig. 10 illustrates this energy correlation 
between the two arms. 

4.3. Trigger and data acquisition 

The different functions of the luminosity system required 
a special trigger and data acquisition concept, based on the 
two completely independent branches. The photomultiplier 
signals pass first differential preamplifiers close to the de- 
tectors and then, after 170 m or 100 m of fast coaxial cable 
pairs, respectively, are again shaped and amplified at the trig- 
ger electronics crate. This solution reduces noise and com- 
pensates for signal attenuation in the cables. Then the sig- 
nals are split and analysed in two groups of FADCs (2 x 80 
channels). 

The first FADC groupoperates in a standard mode, similar 
to all other subdetector trigger systems (see Section 5.3.4). 
The trigger electronics discriminates the analog energy sums 
against the individually set thresholds, producing a dead time 
free trigger bit synchronized to the HERA beam crossing. 
Three basic trigger signals are available from the electron 
arm ( EET > E&), the photon arm ( EPD+VC > Epj+vc), 

and the veto counter. The main TE used so far for tagged yp -- 
physics was eTAG = ET*PD*VC. The front end readout and 
the data transfer to the central data acquisition are done by 
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Parameters of the luminosity system a) at design luminosity and b, values reached at HERA. 

Energy interval, Ev/Ee = I - Eet/Ee 
Polar angle acceptance interval 

Average acceptance for ep -+ epy 

Average acceptance for photoproduction 

flvvis 

ep -+ epy rate for E > Ethr = 4 GeV ‘) 

Photoproduction event rate ‘) 

Aperture x x y (granularity) 

Chemical composition 

Radiation length (Moliere radius) 

Crystal length (radiation hardness) 

Energy resolution. UE/E b, 

Position (time) resolution, ar,y (q) b, 

Unit 

mrad 

% 

% 

mb 

MHz 

HZ 

null2 

ClIl 

cm (rad) 

8 

mm (IIS) 

ET PD 

0.2-0.8 0.004-I .o 

O-5 o-o.45 

48 98 

36 

28 174 

0.4 1.3 

20-30 

154 x 154 (7 x 7) loo x 100 (5 x 5) 

TIC1 (78%) + TlBr (22%) 

0.93 (2.10) 

20 (>6 x IO’) 

I@lO/&. (E in GeV) 

0.3-1.2 (<3) 

a program running on the FIC8230 master processor [ 261. 
The second FADC group is controlled locally and com- 

pletely decoupled from the Hl trigger system. Two triggers 
are used for the luminosity calculation and online detec- - 
tor calibration: ET*PD and ET*PD*VC. Any combination 
of 5 TEs can be permanently stored without dead time for 
each of the 220 bunches in a fast histogramming memory 
of 32x220 channels. This memory contains the full infor- 
mation on all bunch related trigger statistics, e.g. the level 
of accidental coincidences. The online event processing in- 
cludes fast reconstruction, calibration, trigger verification 
and calculation of the current luminosity and is performed 
on a second FIC8230 processor. 

4.4. Performance 

The system has been working successfully since April 
1992. A typical example of the information provided by the 
luminosity system during e-p collisions is shown in Fig. 11. 
For safety reasons lead-scintillator calorimeters were used 
in 199 1 [27] during the running in phase of HERA. In the 
early phase, when HERA operated at 1% of the design lumi- 
nosity, the detectors were active even during injection and 
ramping of the electron beam, which allowed the machine 
crew to better understand the beam dynamics and to adjust 
for collisions quickly. 

The total integrated luminosity measured in 1993 and 
1994 by HI is shown in Fig. 6. The present understanding 
of the systematic error is summarized in the Table 4. Due 
to the redundancy in the trigger, the systematic error can 
be further reduced by combining the present method with 
other possible triggers (e.g. with the total photon flux mea- 
surements [ 281 etc.). The data sample taken with the help 
the eTAG trigger of the luminosity system was the starting 
point for all photoproduction results presented by Hl so far 
[ 29,301. 

Luminosity 

6ooo mb-1 set-I mA-2 
Specific luminosity 

-~~pec.Lumtrmwfy(mb-I *c-l ti-2) 

140 160 
‘s” Time h 

Photon Beam Position 
I 

60 a0 100 12.0 14.0 160 
“’ Time h. 

Fig. 11. Data provided by the luminosity system during the e-p collisions at 

HERA. Statistical Ructaations correspond to one measurement every 10 s. 
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Table 4 

Systematic error for the absolute luminosity measurement. (Based on the 

offline y-rate method) 

Contribution to St 1993 1994 

e-p e-p e+p shifted IP 

I. Theoretical value for rrgH 0.5% 0.5% 
2. Trigger efficiency 2.0% 0.3% 
3. Statistics, e-gas bgrd. subtraction I .5% 1.3% 0.4% 3.3% 

4. y-energy scale (calib & resol.) I .7% 1.1% 0.9% 1.7% 

5. Geometrical acceptance of y-arm 0.7% 0.5% 

6. Multiple photon effect (pileup) 0.2% 0.3% 0.4% 0.3% 

7. Counting and rounding errors 1.1% 0.5% 

Total error from lumi system 3.4% 2.0% I .4% 3.8% 

5. Trigger 

5.1. introduction and trigger requirements 

The task of the trigger system is to select out of the flow 

of signals registered in the multitude of detector channels 
those for permanent recording that originate from a given 

e-p interaction of physics interest and to reject background 
events. The common background sources of other accelera- 

tor experiments are also present at HERA: synchrotron ra- 
diation from the electron beam, proton gas interaction in 

the beam pipe vacuum of about 10e9 hPa and stray pro- 

tons, which produce particle showers by hitting the beam 
tube and other materials around the accelerator. Beam halo 

muons and muons from cosmic radiation play a r6le, too. 

The variety of physics processes under study in e-p colli- 
sions covers a wide range of cross-sections and of rates, re- 

spectively. It extends from photoproduction, where the visi- 
ble e-p cross section of several pb implies an event rate of 
20-30 Hz at design luminosity (L: = 1.5 x 103’ cm’s_‘), 
towards W production expected to occur a few times per 

week. (See Table 5.) 
The high luminosity mandatory for the measurement 

of the rare processes could only be achieved with a large 

number of proton and electron bunches in the machine (see 
Section 2.4). With a basic proton RF frequency of 52 MHz 

(208 MHZ) 210 bunch positions have been foreseen along 

the circumference of the storage ring; consequently the 

Table 5 
Cross sections and rates (at design luminosity). 

Beam gas interactions 
Cosmic p in barrel 

Tagged YP 
CE total 

DIS low Q2 

DIS high Qz (e in LAr) 

Charged current DIS PT >25 GeV 

W production 

I .6 pb 

l Irb 
150 nb 

I.5 nb 

50 pb 

0.4 pb 

50 kHz 
700 Hz 

25 Hz 
15 Hz 

2.2 Hz 

I.4 min-’ 

3.0 h-l 

0.5 d-’ 

Table 6 

Time scales at HERA and Hi. 

Width of proton bunch 

Distance to next satellite bunch 
Flight time to backward ToF 
Flight time to barrel muon system 
Bunch crossing interval 
Longest drift time in UC 
Integration time of LAr preamplifier 

Delay of first level trigger 
Front end readout time 

I.4 ns 
5 ns 

6 ns 
20 ns 
96 ns 

I PLs 
1,s PLS 

2.5 /Ls 
XI ms 

bunch crossing interval is 96 ns. 

This time span has to be compared to typical signal for- 

mation times in the detector: the largest drift times in the 
central jet chamber (CJC) amount to 1 ~CLS and the calorime- 

ter preamplifier has an integration time of about 1.5 ,US. (see 

Table 6.) 
The probabilities per bunch crossing for accidental tracks, 

calorimeter energy deposits or electron tagger signals are at 

or below the percent level. However, when integrated over 
the detector sampling times, the pile-up probability is no 
longer negligible. Therefore it is mandatory that the trigger 

identifies the bunch crossing (“tcl”) associated to the event 
under consideration. 

Most subdetectors of H 1 generate signals that can be used 

for the first level trigger. Some examples are: tracks in certain 

ranges of curvature. energy depositions with their topology, 
interaction vertex positions, particle arrival times. Local co- 

incidences between MWPC “rays” and calorimeter “towers” 

are also formed. While fast detectors like MWPCs and scin- 
tillators intrinsically provide time resolution within a bunch 

crossing, “to” information can be obtained from calorime- 
ter signals using constant fraction methods, or from the drift 
chambers by requiring special track configurations. In con- 
trast, threshold-like signals extend over several bunch cross- 
ings and have to be put into coincidence with external “to” 
bits. 

The first level trigger thus provides a decision for each 
bunch crossing. The fully pipelined system runs deadtime 

free at 10.4 MHz and is phase locked to the RF signal of 
HERA. The decision delay of 2.5 ps determines the mini- 
mum pipeline length needed to store the full detector data 

al the front end. 
The asymmetric beam energies of HERA give rise to 

strongly forward-directed event topologies that are hard to 
discriminate against background from proton interactions 

with residual gas atoms. Already at first level, the trigger 
system has to provide a sophisticated identification of the 

characteristics of an event and to trigger on the complex sig- 
natures of physics processes. To this end, the trigger subsys- 

tems of Hl deliver information on distinct properties of the 
event. In several different ways, use is made on the track ori- 
gin information that uniquely distinguishes e-p interactions 
from the beam gas background. Early arrival times in the 
ToF system indicate that the origin of the event is upstream 
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the proton beam. A large distance of closest approach to 
the beam axis of CJC measured tracks in the (x, y) plane, 
or along the beam axis (from the z drift chambers) distin- 
guishes events not produced in the fiducial volume of the 
interaction region. In addition, a fast estimate of the z vertex 
position along the beam axis based on histogramming tech- 
niques of signals from the central and forward proportional 
chambers, constrains the vertex even further. 

For some e-p events the vertex information may not be 
the best requirement at the first trigger level. The signature 
of the scattered electron can be exploited where appropri- 
ate. Depending on the Q* region under consideration, it is 
detected in the electron tagger of the luminosity system, in 
the backward electromagnetic or in the main LAr calorime- 
ter. Next, the topology of the hadronic final state is widely 
used. Charge current (CC) events are identified by the im- 
balance of transverse component of the hadronic energy de- 
position. Jet signatures spot hard photoproduction events, 
and the requirement of a positive muon signal serves as a 
tag for heavy quark production. It has even been possible to 
trigger on heavy quark production events without detection 
of the scattered electron, relying just on the topology of the 
registered charged tracks. 

An obvious possible extension of the system is to make 
use of local correlations between the trigger “objects” of dif- 
ferent subsystems. “Some track” together with “some muon 
signal” is more likely being randomly produced than a “track 
pointing to a muon signal” in space. Probabilities for acci- 
dental coincidences are reduced with increasing granularity. 

While at first trigger level only the MWPC and LAr 
calorimeter data are correlated in such a way, full use of the 
detailed, high granularity trigger data of most subsystems is 
being made in the intermediate trigger levels 2 and 3. With 
decision times of 20 ps and 800 ps, respectively, they work 
within the primary dead time. The level 2 decision is made 
using purpose built hardware. A KEEP decision at level 2 
initiates the readout of the front end under processor con- 
trol. In parallel, a flexible level 3 system with software al- 
gorithms running on a RISC microprocessor can refine the 
trigger and potentially abort the readout. 

5.2. Front end pipelining 

The time interval between two consecutive bunch cross- 
ings of 96 ns is used as the time unit ( I BC) in the fol- 
lowing. The time needed to run trigger signals even through 
a few electronics circuits performing simple logical calcu- 
lations is usually longer than that. Moreover the large size 
of the experiment introduces cable delays of several BC. 
Finally certain subdetectors have a long detector response 
time which means that the information of these detectors is 
only available some BC after the event (LAr: I3 BC due 
to long integration time of the preamplifiers, central drift 
chamber: 11 BC due to a longest drift time of 1 ps). Such 
long response times can only be tolerated because, due to 
the relatively low event rate (compared to a p - p collider), 

the probability for an e-p interaction per bunch crossing is 
small (of order 10e3). 

The Ll trigger decision (called Ll keep signal) is avail- 
able centrally 24 BC after the real e-p interaction. Further 
time is needed to distribute this signal to stop the various 
subdetector pipelines, otherwise the information which be- 
longs to the relevant BC would be lost. The pipeline length 
varies between 27 and 35 BC depending on the subdetector, 
which is just long enough to operate the system. For future 
system designs we would advise to increase this pipeline 
length to gain more flexibility in the timing of such a sys- 
tem or - even better - to perform signal processing and zero 
suppression before entering the pipelines and store the in- 
formation dynamically. 

This concept of a pipelined front end system also avoids a 
huge amount of analog cable delays and allows to reconstruct 
offline the history of the event over several BC for timing 
studies and to identify signal pile up. 

Hl uses four different types of pipelines (For a more 
detailed description of the electronics see the Sections of the 
respective detectors) : 
- Fast random access memory (RAM) is used to store the 

digitized information of the drift chambers (central and 
forward tracker, forward muon system) as well as of the 
LAr calorimeter for trigger purposes. The analog to digital 
converters operate at a frequency of 10.4 MHz for the LAr 
calorimeter and 104 MHz for the drift chambers. They 
are synchronized to the HERA clock which is also used 
to increment the 8-bit address of the RAM, operating as a 
circular buffer. At Llkeep time writing into the RAMS is 
disabled to save the information for the readout process. 
In addition RAM buffers are used to pipeline information 
in the drift chamber trigger and in the central trigger. 

- Digital shift registers are used to store the single bit infor- 
mation, generated by threshold discriminators followed 
by a special HERA clock phase synchronization circuit, in 
the instrumented iron system, the multiwire proportional 
chambers, the drift chamber trigger branch, the BEMC 
trigger branch and the ToF and Veto wall scintillator sys- 
tems. A custom designed gate array contains the clock 
synchronization circuit and a 8 channel 32 stage pipeline 
realized as D-Flip-flops. See the Section 4.1.4 of Ref. [ 93 
for a description of this gate array. 

- Analog delay lines are used to store the pulse height of 
the BEMC. The Ll keep signal is used to stop a sample 
and hold circuit from which the digitization takes place 
during the dead time of the readout. 

- Signal pulse-shaping of the LAr and TC is adjusted such, 
that the signal’s maximum occurs at Llkeep time. The 
same type of sample and hold and digitization is used as 
in the BEMC case. 
The timing of the synchronization step and the analog to 

digital conversion clocks is critical. The information has to 
be uniquely attributed to the BC the event originated from. 
The adjustment of the HERA clock phase, which defines 
this synchronization time in each subsystem, is therefore a 
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Fig. 12. (a) : -vertex rrconstruction by building a histogram. which displays a peak at the true vertex location. (b) Block diagram of the : -vertex trigger. 

major task, which required several iterations of delay curves 
combined with offline analysis, and it turned out to be a much 
more complex operation than expected. Online bunch and 

clock phase monitors ensure stable operation at the correct 

timing values. 

5.3. Trigger level I 

The trigger level 1 system [ 3 1 ] consists of nine different 
trigger systems each based on the information of a subdetec- 
tar. The outputs of these systems are called trigger elements 

(TE). These ‘IX are fed to the CTL where they are com- 
bined to various so-called subtriggers. Each single subtrig- 
ger suffices to produce a Ll keep signal to stop the pipelines 

and initiate the event readout. 
In the following paragraphs the nine systems and the CTL 

are described. 

5.3.1. Vertex position oriented trigger systems 
The geometrical origin of the event is the main handle 

to suppress background at a HERA experiment. Vertices 

which lie outside the nominal e-p interaction region identify 
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uniquely background events. These TE are therefore in one 
or the other way used for almost all subtriggers, with the 
exception of the higher threshold triggers of the calorimeters. 

The backward time-o&r%gght sys&z Beam-wall and beam- 
gas events originating from the proton beam produce show- 
ers, which mostly penetrate both scintillator walls (see Sec- 
tion 2.7 of Ref. [ 91) behind the BEMC. A background (BG) 
and an interaction (IA) timing window (derived from the 
HERA clock signal) define for each scintillator whether the 
hits belong to particles arriving directly from upstream or 
via the longer path from the nominal interaction region. The 
signals from the single scintillator sheets of each wall are 
logically “ORed” together to form a signal for each plane, 
and the two planes are then put into coincidence forming 
the trigger elements ToF-BG and ToF-IA. 

The ToF-BC signal is the simplest and most effective back- 
ground rejection criterium and is therefore applied to most 
of the physics subtriggers as a veto condition. The logic is 
realized in conventional NIM electronics. 

The z -vertex trigger The central and the first forward pro- 
portional chamber are used to estimate the event vertex po- 
sition along the beam axis (z-axis) (for a more detailed 
description see Ref. [ 321). A particle originating from the 
beam passes four layers of chambers (either the double lay- 
ers of CIP and COP or CIP and first forward proportional 
chamber). The first step of the vertex estimator, the so-called 
rayfinder, therefore combines the four cathode pad signals 
(see Section 2.5.2 of Ref. 191) which lie on a straight line 
into an object called ray. In the plane perpendicular to the 
beam a 16 fold segmentation (4 - sectors) is used, such that 
the rays of each segment are treated separately. A total of 
34’400 different rays are examined for each bunch crossing 
simultaneously. 

A histogram with 16 bins along z with a bin width of 
5.4 cm is filled according to the z-coordinate of the origin 
of each ray. The rays formed by the correct combinations 
of pads all enter in the same bin and consequently form 
a significant peak above the background generated by rays 
from wrong combinations of pads which are more or less 
randomly distributed (see Fig. 12(a) ). Events which have 
their vertex far outside from the nominal interaction region 
do not develop significant peaks, in this case the histogram 
contains only the background from accidentally formed rays. 

From this histogram various TE are derived. The zVTX-t0 
TE is activated if there is at least one entry in the histogram. 
zVTX-t0 indicates a minimum of activity in the central re- 
gion of H I and also serves for bunch crossing identification 
in combination with low threshold energy triggers of the 
calorimeters. The two TE zVTX-sigl or zVTX-sig2 are ac- 
tivated if the histogram peak exceeds a given significance 
threshold (two different threshold settings are available in 
parallel). For events with a few tracks only, a special TE 
indicates that there were only few entries in the histogram 
albeit in a single cluster. The histogram analysis is fully pro- 

grammable, such that the meaning of the TE can easily be 
changed. 

The rayfinder is based on a custom designed gate array 
( 1.5 pm CMOS technology), of which 2 I 12 pieces are in 
use. It contains the logic to examine the signals of 45 cathode 
pads and to form 30 rays (allowing a flexible 3 out of 4 
logic), the adder tree to count the active rays, the grouping 
of these rays into big rays (see below) and some pipeline 
structure for delays. For the final histogram building and 
the peak analysis programmable logic cell arrays (XILINX 
family 3000 [ 33 ] ) and a 22 bit look up table realized with 
4 MByte of fast static RAM are used (see Fig. I2( b) for a 
block diagram). 

The forward ray trigger The cathode pad signals of the 
FPC and the CIP are fed into a logic circuit which finds rays 
originating from the nominal interaction region and point- 
ing in the forward direction (for more detailed description 
see Ref. [ 341). A ray here is a set of impacts on three or 
four chambers, compatible with a track coming from the in- 
teraction region in one 27r/16 #-sector. Out of the 6 or 8 
chamber planes (2 planes per chamber) which are hit by the 
track, only one is allowed to be absent. For each of the 16 
&sectors there are 32 possible rays corresponding to radial 
bands for impacts on the second FPC. The width of these 
bands increases in geometrical progression, the lowest ra- 
dius is 21 cm, and the largest one 75 cm, corresponding to 
angles of 5.63” and 24.72’ respectively. 

These rays are counted and a TE is activated if at least 
one road is found. Other TE indicate active rays in adjacent 
$-sectors (the xy plane is divided into 16 d-sectors as in 
the z-vertex trigger above). Furthermore, special topology 
conditions in the 16 &sectors can be used to activate a TE, 
e.g. a back to back of all rays. 

This system is realized by a total of 320 RAMS, which 
are used as hierarchically organized look up tables. 

discriminated signals from drift chamber 
wire I wire 2 wire n 

I ’ 1 
I 

from other 
triggerelements 

~~$~&e,ine Central Ll Trigger Logic 9 

Fig. 13. Block diagram of the drift chamber trigger. 
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Layout of the IAr Trigger 

Other MWPC [riggers Additional TE are derived from the 
CIP to trigger on cosmic rays passing through the beam pipe. 

If more than three sectors in the backward quarter of the 
CIP are set, the TE CIP-backward might indicate an up- 

stream p beam-gas event. The TE is used as a veto for cer- 

tain subtriggers which are derived from tracking information 

only. 

Big rays The rays found by the forward ray trigger and 

the z -vertex trigger (in the latter case only the rays orig- 
inating from the highest peak in the z-vertex histogram, 
Fig. 12(b) ) are extrapolated and combined to 224 “regions 

of interest” so-called “big rays”, which have the same ge- 
ometrical division as the “big towers” of the liquid argon 
calorimeter trigger (see below and Fig. 15). They “rays” can 

both be put into coincidence with the “towers” (Fig. 14) but 
also be used in a stand alone manner by demanding topolog- 
ical conditions (e.g. back-to-back configuration or minimal 

multiplicity in backward region) on the pattern of MWPC 

rays. 

The central jet chamber trigger This trigger [35] finds 

tracks in the CJC, which have a distance of closest approach 
to the nominal beam line of less than 2 cm from the nominal 

beam axis and therefore suppresses beam-wall events as well 
as synchrotron radiation background. To keep the number 
of channels at a manageable level without degrading the 
performance 10 selected layers out of 56 radial signal wire 

layers of the CJC are used in the trigger. 
In a first step ( Fig. 13) the signals from the CJC are digi- 

tized by a threshold comparator (independent of the normal 
readout branch) and synchronized to the HERA clock. This 
way the drift time information is kept with an accuracy of 

96 ns corresponding to about 5 mm of position resolution. 
For the innermost two drift cells this resolution is improved 

by doubling the clock frequency. 
In a second stage the hits are serially clocked into shift 

registers. Hit masks are defined according to track position 
in drift space and track curvature in the magnetic field. A 
total of 10000 different masks are applied in parallel to the 

outputs of the shift registers to mark the active roads. Tracks 

with low or high transverse momentum can be distinguished 

as well as the charge of low momentum tracks ( < 1 GeV/c). 
The number of roads found in each of the 15 @-segments 

and in the two momentum bins for each charge are counted 
separately in 3 bit numbers. 

In the final step these track counts are processed to gen- 

erate the TE. Three different thresholds on the total number 
of tracks are implemented. In addition a topological analy- 

sis in the xv plane is performed, for instance back to back 
tracks in 4 can be recognized. 

Most of the digital logic is programmed into about 1200 

programmable logic cell arrays (XILINX [33] family 

3000). 

The z-chamber trigger The z, -chamber trigger [ 361 uses 
the signals of the drift chambers CIZ and COZ in a way sim- 

ilar to the central r+ jet chamber trigger, utilizing the rela- 

tively high spatial resolution obtained from the drift cham- 
bers. Signals are synchronized with twice the HERA bunch 

frequency and stored in shift register pipelines. Their par- 

allel outputs are fed into coincidence circuits used as look 
up tables for all possible tracks coming either out of the in- 
teraction region of 50 cm length (vertex tracks), or from 

the upstream proton beam region with 20’ 2 0 5 90” with 
respect to the beam line (background tracks). 

In a first step tracks are found with a granularity of 2.4 mm 
within the individual CIZ and COZ systems. For tracks orig- 
inating from the vertex signals from CIZ and COZ are com- 
bined in a 96 bin vertex histogram using an analog tech- 
nique. By gating the system with an OR of the central pro- 
portional chambers the search for a peak in this histogram 

can optionally be further restricted. A resolution of 5 mm 
for the vertex reconstruction is achieved. The drift cells as- 
sociated with a vertex track (both left and right solutions in 

drift space) are stored thus providing a fast 0 measurement 

of a track. 
Tracks not associated with the fiducial volume of the in- 

teraction region are counted as upstream background, a sig- 
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nal that can be used as an effective veto. 

The shift registers and the look up tables are configured 
in 1060 logic cell arrays (XILINX [33] family 3064 and 
3090). 

53.2. Calorimetric triggers 

The selection of deep inelastic e-p reactions is based pri- 
marily on calorimetric triggers. These events are charac- 

terized by large transverse energy depositions originating 

from jets and eventually the primary scattered electron. Cer- 
tain physics channels “beyond the standard model” are ex- 

pected to lead to similar event signatures. Correspondingly, 

the calorimeter triggers have to cope with a wide spectrum 
of trigger observables, from narrow, localized energy depo- 

sitions (e.g. electrons) to global energy sums such as trans- 

verse or missing transverse energy. Even photoproduction 
events with heavy quarks, with energy deposits as small as 

l-2 GeV, should be efficiently detected, when the calorime- 

ter signal is locally put into coincidence with big rays from 
the MWPC system. 

The liquid argon calorimeter trigger The liquid argon trig- 

ger [ 371 system is designed to calculate the energy deposited 
in various parts of the calorimeter as well as the total en- 
ergy and other global energy sums which can be weighted 

by position-dependent weighting factors. 
The realization of this system contains an analog and a 

digital part (Fig. 14). In the analog part the signals from 
the calorimeter cells are split off the readout chain after the 

preamplifier and are separately amplified and shaped to a 
pulse width of about 600 ns FWHM. Signals within a Trig- 
ger Tower (‘IT) are summed. The ‘ITS are approximately 
pointing to the vertex and are segmented in 23 bins in 0 
and in 32 bins or less in 4. While the electromagnetic and 

hadronic signals are still separated in the ‘ITS, the sum of the 

two is fed into an analog discriminator which turns both sig- 
nals off for later summing, if the level is below an adjustable 

threshold (“AGM threshold”) as determined by the elec- 

tronic noise. The same signal is used to determine the time 
of the signal (to) by a constant fraction type method. The 
boolean number of to > 0 is available as a TE (LAr-TO). 

Using the trigger for low threshold photoproduction physics 
requires a precise adjustment of thresholds already at the 
analog stage. This is possible by cross calibrating the trigger 

to the more precise ADC readout [ 381. 
Depending on the 0 region, either one, two or four ‘ITS 

are summed up to “big towers” (BT), providing finer gran- 
ularity in the forward direction (Fig. 15). A total of 240 
such BT’s are formed from the M 45000 LAr cells, another 
12 BT’s are derived in a similar way from the signals of the 

BEMC and the PLUG calorimeter. 
The electromagnetic and hadronic signals of each BT are 

digitized separately by analog to digital converters running 
at the HERA clock frequency of 10.4 MHz. The digital out- 
puts are calibrated by a RAM look up table and two thresh- 
old discriminators are used to look in each BT for a poten- 

tial electron signature defined by high electromagnetic and 

low hadronic energy in the respective sections of the tower. 
Another discriminator look up table marks all BT’s to be 
transferred to the higher trigger levels. The electromagnetic 

and hadronic parts of each BT are summed and the total BT 
energies are then available for further processing. A thresh- 
old is set on the total BT signal in coincidence with the 

“big rays” as derived from the MWPC triggers (see Section 
5.3.1) . The number of these towers is counted, discriminated 
and provided as a trigger element to the CTL. 

The total BT energy is fed into a set of look up tables 

producing the weighted energy of this big tower for the 
global sums: For the total transverse energy a weight of sin @ 

is used, the transverse components E, and EY are obtained by 

multiplication with sin 0 cos 4 and sin 0 sin 4, respectively, 
to build the missing energy signal. A further channel can be 

used for arbitrary purposes, e.g. for generating a trigger with 

uniformly distributed rates over the polar angle by weighting 
each BT with the inverseof the backgroundrate of its angular 
region. A “topological” channel allows to sum up separately 

the energies in five predefined topological regions (BEMC, 
central barrel (CB), forward barrel (FB), inner forward 

(IF), and PLUG). For these regions, the total energy as 
well as the energies in each of the contributing quadrants are 
calculated. Furthermore the total energies are calculated for 
the total barrel (CB+FB) and the forward (IF+PLUG) and 

backward (FB+CB+BEMC) regions. For the summing of 
the weighted BT energies, custom specific gate arrays are 

used with 8 bit accuracy (7 bit plus sign for E,, I$). 
In the last step further RAM-based look up tables are used 

to encode the various global and topological sums into two- 
bit threshold functions provided as TE to the CTL. One such 

look up table also builds the missing energy from the two 
signed components E, and Ey with subsequent discrimina- 

tion and encoding into two bits. 

More details about this trigger and its performance in 
1994 can be found in Ref. [ 391. 

The BEMC single electron trigger The purpose of the 
BEMC Single Electron Trigger (BSET) (see Refs. 

[40,41] ) is to identify scattered electrons from DIS pro- 

cesses in the angular acceptance of the BEMC. The basic 
concept of this trigger is to provide cluster recognition and 

to place energy thresholds on the sum of all energy clusters 
in the BEMC. The trigger is based on energies deposited in 
BEMC stacks which have a granularity well matched to the 
transverse spread of electromagnetic showers. 

Analog signals from preamplifiers of single wavelength 
shifters are first added to form stack sums representing a 
high granularity TE. The summed analog stack signals are 
then adjusted in their gain and timing in order to provide 
an equal analog response to energy and to uniquely assign 
the energy depositions in all stacks to a single HERA bunch 
crossing. Two thresholds are applied to these signals. A low 
threshold just above noise level and a medium threshold to 
be used as a cluster seed. Typical values are 1.3 GeV for the 
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Fig. IS. Cross section through the 0 plane of the liquid argon calorimeter showing the pointing geometry of the trigger big towers. 

low threshold and 2.3 GeV for the medium one. A cluster 
identification module then detects the cluster seeds and as- 
signs neighbouring stacks to define clusters. Two TE reflect 

the cluster multiplicity (one or more clusters, exactly one 
cluster). The energy of all clusters is summed up and three 

possible thresholds (CLl, CL2 and CL3) can be placed on 

this sum, which activate the respective TE. The total energy 
summed over all stacks exceeding the low threshold is also 
compared to a threshold and activates another trigger ele- 
ment. Finally the cluster energy and the total energy sum is 
digitized into an eight-bit number to be used for correlations 
with other quantities at the CTL. 

The trigger has been able to operate in coincidence with 
a timing veto from the time-of-flight system (see Section 

5.3.1) and a cluster threshold of 2.5 GeV during the first data 
taking period. The threshold curve for the cluster energy is 
shown in Fig. 16. 

5.3.3. Muon triggers 

Both the instrumented iron system and the forward muon 
spectrometer deliver level 1 trigger information, as described 
below. 

O: 1, j,,.[, / , , , , , / ( ~ 
0 5 10 15 20 25 30 

Electron energy (GeW 

Fig. 16. BEMC single electron trigger efficiency for thresholds CLI and 

CL2. 

The instrumentediron muon trigger The instrumented iron 
system is logically divided into 4 subdetectors (front end 

cap, forward barrel, backward barrel and backward end- 

cap) [42]. Each subdetector consists of 16 modules. The 
wire signals of layer numbers 3,4,5, 8 and 12 of each mod- 
ule are used for the level 1 trigger. The pipeline gate ar- 

rays used in this system have this output available after the 
synchronization step, but before the entry into the pipeline. 
The “OR” of 16 wires of these signals is called an element 
and all elements of one chamber are again ORed together 
to form a single layer signal. Any condition on the 5 trigger 

layer signals of one module can be requested by means of 
RAM look up tables (e.g. 3 out of all 5) for each module 
independently. Two signal lines per module are used. One 
of these contains the system’s to information, the second is 
used for the coincidence condition. The latter is transferred 
to the level 1 trigger after its timing has been set correctly by 

means of the to signal from the first hit trigger layer in the 
module. This determines the correct BC with a resolution 

of about 20ns. On level 1 only 8 TE are left distinguishing 
between exactly one or more than one module trigger in dif- 

ferent regions of the polar angle. The 64 coincidence bits as 
well as additional information on the multiplicity per mod- 

ule is then ready for use in the level 2 and level 3 trigger 

systems. 
The instrumented iron muon trigger has been used up to 

now for two main purposes: in combination with other H 1 

triggers (especially from the tracking system) to trigger on 
muons from heavy quark decays or from yy interactions 
or as stand alone trigger for monitoring : either on cosmic 
muons or on muons in the proton beam halo. 

Theforwardmuon trigger The signals from the drift cham- 
bers of the forward muon spectrometer are discriminated 
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Fig. 17. Principle of track recognition in the forward muon trigger. 

and fed into an electronic system which extracts the appro- 
priate t0 and the coordinate within the drift space of cham- 
ber hits which correspond to tracks [43] ). This is achieved 
by making use of the staggered arrangement of two adjacent 
drift cells as shown in Fig. 17. For correct ta the sum of the 
drift times of the two cells is defined for any track coming 
from the collision point, while the difference of the two drift 
times gives the coordinate within the drift space. A field- 
programmable 32 x 32 coincidence array with serial-load 
shift register axes, built in a 1.5 pm CMOS custom specific 
chip is used to make the correlations between the two drift 
times and thus identify bunch number and track position. 

A similar coincidence matrix with parallel-loaded axis is 
then used to define pairs of track segments which correspond 
to tracks in the chambers before the toroid and separately in 
the chambers after the toroid. A variable width road may be 
applied to require that the tracks point to the interaction ver- 
tex. In the third step of this trigger processor pre-toroid and 
post-toroid tracks are fed into a further coincidence matrix 
which finds pairs of tracks which have traversed the toroid. 
The momentum selection of the trigger is made by varying 
the widths of the roads. 

The trigger deals with each octant of the forward muon 
chambers separately. The track candidates found in each 
octant are allocated to eight regions at different polar angles 
relative to the beam. The g-bit hit patterns from all eight 
octants are fed into a RAM based look up table which counts 
the number of muon candidates and allows programmable 

topological correlations to be made. Eight bits of trigger 
information are then sent to the CTL as TE. 

53.4. Triggers derived from the luminosity system 
The luminosity system runs with an independent data ac- 

quisition and triggering system as described previously in 
Section 4.3. However the trigger signals derived from the 
three detectors of this system are available also to the main 
trigger system: independent thresholds can be set on the 
electron energy, the photon energy and the calibrated sum of 
both. Together with the signals of the veto counter located 
in front of the photon detector this information is fed into a 
look up table to form logical combinations. The outputs are 
connected to the CTL as TE. 

So far mainly the electron signal was used to tag photo- 
production events. 

5.3.5. Central trigger level 1 decision 
The information generated by the subdetector trigger sys- 

tems described above consists of 16 groups of 8 TE, which 
are connected to the CTL inputs [31&l]. The 16 groups 
of TE are fed into pipelines realized as dual ported RAM 
based circular buffers, which allows to adjust the delays of 
all incoming signals to the proper BC. In addition the RAMS 
can be used to study the time evolution before and after the 
actual event. 

The TE are logically combined to generate a level 1 trig- 
ger signal. Up to 128 different subtriggers are formed by 
applying coincidence and threshold requirements. (Lookup 
tables are used to form 16 fold coincidences of arbitrary 
logic expressions from up to 11 predefined input bits). A 
compact trigger description language (TDL) has been de- 
veloped to keep up with the ever changing demands for new 
subtriggers and to properly log the logic and the status of 
the triggers loaded. 

The subtriggers are assigned to a given physics event class 
(physics trigger), to experimental data needed e.g. for mea- 
suring the efficiency of a given detector (monitor trigger) 
or to cosmic ray events for calibration purposes (cosmics 
trigger). 

The possibility to gate the logic with beam information is 
also useful; cosmic or calibration triggers should only tire 
when both bunches are empty, physics triggers only, when 
both are filled. 

The rate of each subtrigger is counted separately and can 
be prescaled if needed. The final Llkeep signal is defined 
by the logical OR of all subtriggers after prescaling and is 
distributed to the front end electronics of all subsystems to 
stop the pipelines. Only at this point the primary dead time 
starts to accumulate. 

5.4. Intermediate rrigger levels 

The two intermediate trigger levels 2 and 3 operate during 
primary dead time of the readout and are therefore called 
synchronous. The calculations which are performed in these 
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systems and the decision criteria applied depend on the sub- 

trigger derived in the level 1 system, which acts in this way 

as a rough event classification. 

During the level 2 latency time (a fixed time of typically 
20 ps) the level 2 trigger system evaluates a larger num- 

ber of detector signal correlations typically in a mixed se- 
rial/parallel manner. Depending on the outcome of the anal- 

ysis a fast KEEP or REJECT signal is issued at decision 

time. For the level 2 decision various hardware solutions are 
under construction including a complex topological correla- 
tor [ 453 and a neural network approach to exploit the corre- 

lations between the trigger quantities from the various sub- 
systems in a multidimensional space [46]. The massively 

parallel decision algorithm of these systems makes them 

ideally suited for fast trigger applications. 
Only if the event is accepted at level 2, the time consuming 

readout tasks such as zero-suppressing of the drift chamber 
digital signals and the calorimeter analog to digital conver- 
sion and DSP processing are initiated. During this time the 

trigger level 3 system based on a AM 29000 RISC proces- 

sor performs further calculations [ 471. The level 3 decision 
is available after typically a few hundred pus, in case of a 

reject the readout operations are aborted and the experiment 

is alive again after a few /.~s. 
The calculations of both level 2 and level 3 triggers are 

based on the same information prepared by the trigger level 
1 systems described in the previous Section: MWPC (Big 

Rays, z -vertex histogram), central drift chamber (number 
of tracks found in each &sector by the level 1 trigger), 
BEMC (individual stack information, energy sums built in 
the trigger level 1 system), LAr calorimeter (individual big 

tower electromagnetic and hadronic energies and the global 
sums, as built in the trigger level 1 system) and intermediate 
information generated by the main and forward muon trig- 
gers. Topological and other complex correlations between 

these values are the main applications for the intermediate 
trigger systems. 

The events which survive the level 2 and 3 triggers are 

taken over by the central data acquisition system with a 
typical maximum rate of 50 Hz (see Section 7 for upgrading 

state of this limit). Since this system works asynchronous 

to the primary trigger system, there is no further dead time 
involved as long as the level 3 accept rate stays safely below 
these 50 Hz. The decision times of these systems (level 2: 
20 ps, level 3: assume 100 ps average) and the total primary 
dead time of about 1.5 ms for fully accepted events imply, 
that the level 1 (level 2) trigger accept rate must not exceed 

1000 Hz (200Hz) to be able to run the experiment with an 
overall dead time below 10%. 

Fig. 18 indicates the front end response time as a function 
of the instantaneous input rate. The time is independent of 
the “distance” between two events until at high input rates 
2nd order limitations come into play. One such effect has 
been identified in the drift chamber readout and been cured 
by introducing deeper buffering at the front end. 

At present the level 2 and 3 processing systems have not 

01 
1 10 100 1000 

In*lanmlooua Input FMe[Hz] 

Fig. 18. The frontend response time as a function of the instantaneous 

input frequency (= I/time between consecutive events). The increase at 

rates above 100 Hz is related to a buffering limitation in the drift chamber 

readout, which has subsequently been cured. 

yet been in use. (However, all accept and reject control sig- 
nals were available and the system can be run by arbitrarily 

forcing level 2 and level 3 accept/reject decisions for each 

event.) The level 1 accept rate had therefore to meet the cen- 
tral data acquisition limitation of 50 Hz. Since the “physics 
content” of the TE information is already appreciable this 

can typically be done in a straight forward manner. Special 
caution, however, is appropriate when the background con- 

ditions of the beams change dramatically, which may hap- 
pen from time to time. 

5.5. The level 4 filter farm 

The level 4 filter farm is an asynchronous software trigger 

based on fast MIPS R3000 based processor boards [ 481. It 
is integrated into the central data acquisition system and has 

the raw data of the full event available as a basis for its deci- 

sion making algorithms. This allows for online trigger selec- 
tions with the full intrinsic detector resolution. In 1993 / 1994 

thirty two processor boards ran in parallel. Each board pro- 
cesses one event completely until a decision is reached. The 
hardware layout is described in detail in Section 7. 

In order to reach a decision in the shortest possible time, 
the L4 algorithm is split into various logical modules, which 
are run only if a quantity calculated by the respective module 
is needed to reach this decision. The L4 modules use either 

fast algorithms designed specifically for the filter farm, or 

contain parts of the standard offline reconstruction program. 
The execution of the modules is controlled by a steering 
bank containing text in a steering language written explicitly 
for this purpose. The final decision is based on statements 
containing logical combinations of numerical or logical val- 
ues. The event is either accepted or rejected if the statement 

is true. 
Execution of the statement is terminated and the next 
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statement is executed as soon as a sub-condition is false. 
It is possible to run any statement in test mode without 

influence on the actual decision. This allows the evaluation 
of the effect of new statements with high statistics prior to 

activation and the flagging of particularly interesting events, 
e.g. for the online event display. In most cases, the first 
condition in a statement is simply a mask of Ll trigger bits. 
This scheme allows for high flexibility without changes in 

the program code and facilitates book-keeping as the steering 
bank is automatically stored in the Hl database. 

A small fraction - typically I % - of all rejected events is 

always kept for monitoring purposes. 
In the 1993 runs the filter farm was mainly used to reject 

events with vertices outside of the nominal interaction region 

along the beam axis, which survived the relatively weak 
conditions set in the first level trigger. The largest reduction 

was achieved using charge division information from the 

trackers: In a first statement, a histogram of z -intercepts is 
evaluated. These are derived from the projection of straight 
lines defined by pairs of well separated wire hits in cells 

of the central jet chamber (CJC). If more than 50% of 
all entries are below z = -75 cm, the event is rejected. 
This condition rejects upstream beam-gas and beam-wall 

interactions. A similar algorithm evaluates multiple hits on 
neighbouring CJC wires. If the ratio of hit pairs with an 
absolute angle of less than IO” versus the beam direction 

to all hit pairs is greater l/2, the event is rejected. Events 
with this topology are predominantly due to electron induced 
background originating from synchrotron radiation. These 

algorithms are very fast: both tests combined need an average 
of 8 ms on the processor boards and rejected 50-80% of the 
events triggered by tracker triggers in 1992. The full track 
reconstruction in the CJC is run on events passing the above 
criteria. Events with only positive charged tracks or no tracks 

at all in the beam interaction region are rejected. Three or 

more well reconstructed tracks originating from z < - 1 m 
also lead to rejection of the event. 

The BSET trigger described in Section 5.3.2 suffers from 

a large background due to particles hitting a single photo 
diode (mainly synchrotron radiation related). Events with a 
disproportionate fraction of the total stack energy in just one 
of the four photo diodes are rejected. In addition false BSET 
triggers from upstream proton beam background are rejected 
by the tracker cuts described previously. Muon triggers in the 
instrumented iron are verified by requiring a reconstructed 
track in the iron. 

As can be seen in the above examples, the L4 filter farm 

has been rejecting background events based primarily on 
technical quantities. It has rejected an average of 70% of 
the input events. At higher luminosity rejection of beam-gas 
events in the nominal interaction region will become nec- 
essary. In addition, the increased number of filled bunches 
will necessitate the rejection of cosmic ray events. 

The filter farm is not only used for event filtering pur- 
poses. As reconstructed data of the whole detector merges 
there for the first time, it is also well suited for monitoring 

and calibration. The reconstruction modules fill monitor his- 
tograms which can be inspected online. Warning messages 

can also be sent to the central control console, informing 
the shift crew immediately of potential problems. Calibra- 

tion data are sent to the data base for immediate use by the 
online reconstruction process. 

5.6. Performance and outlook 

With the above described system we reduced the high 
background rate at trigger level 1 to typically 26 Hz at 

the present luminosities delivered by HERA. 70% of these 
events were rejected by the level 4 event filter, so we ended 
up with a tape recording rate of 8 Hz at a overall dead time 
of the system of 8%. 

The total rate of background events into the experiment 
due to proton beam losses from upstream was expected to be 
of order 50 kHz. In fact we measured at a total proton beam 

current of 0.8 mA (0.5% of the design value) an event rate 
of 225 Hz in the ToF scintillator wall, which scales with this 

expectation. 

A proton-residual gas interaction rate of about 1 kHz/m 
can be calculated from the observed vacuum of lo-’ hPa 

and at design luminosity. This scales to 5 Hz within the 

interaction region (f25 cm) and at the reduced luminosity 
condition mentioned above. We effectively observed a rate 

of about 2 Hz of such beam-gas events triggered with the 

central tracking triggers. 
The rate of synchrotron radiation background turned out 

to be a bigger problem than expected. However by using 

the DC track trigger these events can easily be suppressed. 
For the low Q’ deep inelastic neutral scattering events with 
the scattered electron observed in the BEMC this back- 

ground is a more serious problem, only spatial correlation 
between BPC and BEMC and relative signal distributions 

in the BEMC photo diodes (see previous Section) give a 

significant reduction of this type of background. 
Offline studies based on the data taken during the first 

year of HERA operation show that it is possible by setting 
more stringent coincidence requirements for the level 1 sub- 
triggers to run the system in the same manner (only level I 
and level 4 triggers) at 10 times higher beam currents with- 
out cutting significantly into physics acceptance and with the 
same performance concerning rates and dead times. How- 

ever at design luminosity ( 100 times higher than our first 
year experience) we will have to tighten the requirements on 
the events in level 2 and 3 trigger systems. But it looks still 
possible to trigger with high acceptance for physics events, 
perhaps with the exception of the heavy quark production of 
which a large fraction of events have not enough transverse 
energy for the calorimetric triggers to fire and no or only 
low energy electrons or muons in the final state. Therefore 
they have to be triggered in the first level by central tracking 
information alone resulting in a high beam gas background 
from the nominal e-p interaction region. We will have to 
use topological criteria in the level 4 or even in level 2 or 3 
to recognize these events. 
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6. Slow control 

The slow control system of Hl [49] is designed to take 

care of all parameters of the experiment which would be con- 
stant in an ideal world. Except for central control and mon- 

itoring of all VME crates, all subdetectors described above 
are equipped with a slow control system of their own. All 
systems use VME crates controlled by Macintosh or OS-9 

computers and some of them use a VME-controlled mul- 
tichannel slow control system developed at Hl [ 501. The 

integration of subsystems is achieved in two ways, a sim- 

ple hardware alarm system and a computer control network 
(CCN). A combined database is used for maintenance of 

static data and storage of measurements. 

Throughout the slow control system we use the notions 
of slow channel (SC) and slow event (SE) [ 5 11. A slow 

channel is a single measurable quantity of a single signal 
type of a single physical channel (e.g. a real setting of a 
high voltage power supply channel, or the value loaded into 
this channel). Each SC is uniquely identified by its code 

(ID). All slow channels are first initialized by their sub- 
system computer according to the central database. A mi- 
croevent occurs when a significantly new result is obtained 

from the measurement on a SC. Microevents are accumu- 
lated in their slow event buffer until the status of some SC 

has changed, the time allowed for a SE accumulation has 

expired, the command to send a SE was received or the max- 
imum number of microevents within a SE has been reached. 

As a result of any of the above conditions (SE triggers) a 
slow event is sent to the central slow control computer. 

We use a relational database management system for the 
maintenance of slow control data. We use the structured 

query language (ANSI SQL) for the purpose of data in- 
tegrity, control of access and commitment, and for queries. 

The complete history of the databases is kept. Any set of 
reports from queries can be automatically formatted into 
HI standard records suitable for production programs. Slow 
events are stored in two standard files. The slow event 

archive file uses keyed access to SEs. Both of these history 
files are zero-suppressed in the sense of microevent defi- 

TGPAP 

Fig. 19. Flow of slow con~ol data within HI. The data Row between the 

database server and slow control computers over TCP/IP has ken omitted. 

nition. We have a good interactive access to slow control 

data stored on the mainframe IBM computer. A menu tree 

can be used to guide casual users. Remote access to all 
databases and history files is made transparent by a TCP/IP 
database server. 

The control network consists of subsystem control com- 
puters (Macintosh and OS-9) attached to different detector 
parts (Fig. 19). They are connected via Ethernet (TCP/ 1P). 

CCN is used to monitor all parameters of H 1. All slow con- 
trol computers produce SEs and transfer them to the central 

slow control (CSC) computer. The CSC computer provides 

data for the online display of the detector status [ 521 run- 
ning on Macintosh computers. SEs are also injected into 

main data acquisition event data stream. On the mainframe 

IBM computer they are copied to the history files. The CSC 
computer itself monitors some 200 VME-crates and other 
devices not linked to a particular subdetector. 

Hardware alarms do not depend on computers. Only hard- 
wired combinatorial logic is involved to handle critical sit- 
uations immediately (e.g. to switch off high voltage power 

supplies). The central logic [ 531 uses open/close switch 
signals. It is connected to the experiment via a routing ar- 

ray which makes it possible to receive input from or deliver 

output to any location within H 1. The central logic drives an 
alarm signalization panel in the control room and provides 

status flags read out by the data acquisition and included 

into the event data. 
In summary, the hardware alarm system presently moni- 

tors some 170 signals. It works reliably and can readily ac- 

commodate new input or output anywhere within the whole 
experiment. The only change foreseen is automatic interac- 
tion with the accelerator. 

7. The data acquisition system 

This Section concentrates on the central part of the Hl 

data acquisition system, the front-end readout and triggering 

subsystems having been dealt with extensively in previous 
Sections. 

From the real-time computational point of view, a total of 
over a quarter of a million analog channels are read-out and 
digitized, resulting in some 3 Mbyte of raw digitized infor- 
mation for a triggered event. As the time between succes- 
sive electron-proton bunch crossings is just 96 ns, various 
levels of hardware triggering, software filtering and digital 
compression are employed before reducing final data sizes 
to acceptable storage-media recording rates. For the data ac- 
quisition several hundred processing elements are embedded 
largely within the IEEE VMEbus standard [ 541. Descrip- 
tions of the system also exist elsewhere [ 55,561. 

Fig. 20 summarises the overall data acquisition system and 
the key rates at full HERA design luminosity. Information 
is digitized and read-out in parallel from many subdetector 
partitions before being finally merged. Four main levels of 
hardware triggering and software filtering can be enabled 
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Fig. 20. Overview of the HI data acquisition system. 

on all or part of the various detector partitions. In paral- 
lel data compression and formatting reduce the 3 Mbyte of 
raw data to event sizes of between 50 kbyte and 100 kbyte 
so that final data recording rates are restricted, at present, 
to a maximum 1.2 Mbyte/s. The first level (Ll ) pipelined 
triggering system selects initial candidates for data process- 
ing from the background. After a Ll accept the front-end 
pipelines are held. Dead-time then begins. A more refined 
hardwired L2 decision, based on combined information, can 
then be activated within 20 ps. Front-end electronics read- 
out is not initiated until an early-level triggering decision is 
made whereupon each component has a maximum digitiza- 
tion time of 800 ps before the pipelines are re-enabled; a 
large amount of the data compression also takes place dur- 
ing this phase. A third level of filtering can be enabled so 
that should readout commence the pipelines are immediately 
reactivated if a L3 reject occurs. 

In logical structure the detector components are merged, 
in parallel, into individual subdetector VMEbus crates which 
each contain a readout controller and memory buffer plus a 
fibre optic link to a coordinating event management task. A 
parallel array of RISC processors provides the fourth level 
of software-coded filtering once all of the full-event infor- 
mation is combined over the fibre-optics [ 481. At all stages 
workstation intervention provides for data monitoring and 
detector control. To avoid saturation on global VMEbusses, 
extensive use is made of the local VSB specification [ 571. 
To minimise any further dead time contributions, memory 
buffering is provided at the key data processing stages. Fi- 
nally a local area network (Ethernet) caters for the rela- 
tively slow exchange of general operating conditions, files 
and even event-records between different subsystems. This 
also serves the external international community with cur- 
rent status and event information over wide-area networks. 

7.1. System components 

To provide a coherently managed system, between over 
200 electronics crates, a baseline set of standards was estab- 
lished to ease maintenance and software development over- 
heads. 

7.1.1. Basic hardware components 
For general-purpose real-time control within VMEbus, a 

common 68020130140 series processor card was selected 
[26]. On-board memory is dual-ported so that it can be 
accessed externally from the VMEbus (for communica- 
tion) as well as internally from the processor itself. VSB 
local bus access can be extended to memory boards in 
adjacent crates but is never used as an inter-crate con- 
nection. For even more calculation-intensive applications 
RISC processor-based modules are employed. The RAID 
8235/8239 is a single-width VMEbus/VSB board based 
on the MIPS R3000 processor (25140 MHz clock) and the 
R3010 Floating-Point Accelerator with up to 32 Mbyte of 
onboard DRAM [ 581. To enhance memory bandwidths and 
reduce instruction access times, up to 128 kbyte of inde- 
pendent data and instruction cache ensure that each board 
has an equivalent computing power of up to 80% of an 
IBM 3090 mainframe. The DPM 8242 is the basic memory 
module and can be equipped with up to 16 Mbyte of 70 
ns static RAM, having equal priority in arbitration from 
the VME and VSB ports [ 591. A broadcast mode selection 
allows any VMEbus master to write to several memories 
simultaneously. Both the VMEbus and VSB memory base 
addresses are software programmable via VME accessible 
registers, permitting a managing Event Coordinator task 
(see later) to switch units between different events. Due to 
their graphics-user-interface and open NuBus architecture, 
Macintosh computers are used extensively for the purpose of 
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software development and operator control. A maximum of 
24 VMEbus crates can be mapped directly onto each Mac- 
intosh via MacVEE and Micron, MacVEE interface card 
resident on NuBus [ 601. No sophisticated protocol needs 
to be initialised, unlike other DMA-based connections. 

7.1.2. VMEtaxi 
In many of the front-end subsystems the standard VICbus 

is used to interconnect crates [ 6 11. However for coordinat- 
ing the fast data acquisition transmission protocol between 
the different readout subsystems, VMEtaxi modules are em- 
ployed [ 621. These can connect VMEbus crates up to sev- 
eral kilometres with fibre-optics. Fig. 21 illustrates the basic 
philosophy. All boards are interconnected with multimode 
optic fibres to form a ring, using AMD 7968/7969 TAXI- 
chip transmitter/receiver pairs. Because of this, there is the- 
oretically no limit on the number of such devices which 
can be interconnected within a single ring; in practice one 
is limited by the software overhead in setting up transfers. 
Each single-width board has a CPU controller and single 
level VMEbus arbiter. The software protocol, discussed fur- 
ther in the following Sections, is purpose-written and opti- 
mised for speed and efficiency in a data acquisition environ- 
ment; no FDDI or similar networking protocol is adopted. 
In setting up transfers between any two crates, an initial de- 
scription packet is sent around the ring; those modules not 
engaged in the subsequent activity can enable by-pass reg- 
isters so as to establish a direct connection between the two 
VMEtaxis that are involved, analogous with SC1 [ 631. Dur- 
ing the early stages of data-taking, a 25 MHz 68020-based 
board was used with 125 MHz taxi chips. Upgraded Mark- 
2 modules are now installed which exploit 50 MHz 68030 
processors and either 175 MHz or 250 MHz taxi chips. By 
driving double-links in parallel there is the potential for 55 
Mbyte/s point-to-point data transfers between crates up to 
distances of several km. The link reliability has been tested 
to a bit error rate of less than 1 in 10L3. Program memory is 
provided for by 128 kbyte of on-board fast static RAM with 
an additional 2 Mbyte of on-board extension static RAM ac- 
cessible over the VMEbus by external processors. On-board 
EPROM and EEPROM provide for firmware storage and 

r?. 

Fig. 2 I. VMEtaxi fundamentals. 

conliguration parameters. VME64 and VSB block transfer 
modes are realised on the Mark-2 modules with XlLlNX 
gate arrays. 

7.1.3. Software 

The architectural structure of the hardware, discussed in 
the following Section, defines how the software is written 
and developed. Dedicated tasks run on dedicated processors 
throughout the VMEbus system with operator intervention 
provided for via graphics-orientated computers such as Mac- 
intosh. Different languages and approaches are used depend- 

ing on the application being developed. Much of the online 
data acquisition systems code which executes on 68000 se- 
ries microprocessors, within the VMEbus, is written in either 
C or Assembler. Final-level filtering algorithms, which exe- 
cute on the R3000 boards, have large code resources origi- 
nating offline and written in Fortran [ 481. Control programs 
which run on the Macintosh computers exploit the latest 
object-orientated and graphics-based packages currently on 
the market [ 641. It can be seen that the Macintosh provides 
a convenient integral component in both software develop- 
ment and operator-control. In order to encompass the frame- 
work of VMEbus, extra tools have been developed to ease 
the integration into the VMEbus [ 651. As a result, no formal 
operating system is required to run on the VMEbus boards; 
all basic functions can be controlled from a Macintosh via 
external directives through dual-ported mailbox memories. 
In order to enhance information exchange between control 
computers a dedicated package has been written based on 
international networking protocols [ 661; this has the added 
advantage of enabling the complete system to be monitored 
from external laboratories and institutes. 

7.2. System Integration 

By convention the data acquisition system breaks down 
into three main categories for the purpose of central coordi- 
nation and management. First there are the front-end “pro- 
ducers” of data; the end result of extensive electronics dig- 
itization from the subdetectors or “branches”. Second, the 
data are merged and distributed to several full-event “con- 
sumers”; subsystems which monitor and record the data onto 
permanent storage media. Third, the system is initiated and 
controlled via external processes for overall system super- 
vision and operator intervention. Fig. 22 shows the physical 
layout of the complete system, managed centrally through 
several layers of software protocol, purpose-written around 
the VMEtaxi fibre-optic ring [ 671. Common, shared, mem- 
ory blocks provide for the communication between all sys- 
tem processors and external computer stations. The master 
of the ring executes the “Event Coordinator” task, control- 
ling the whole sequence of management processes. A sep- 
arate object module provides a software library to interface 
the individual subsystem elements, with features ranging 
from full module testing and control through to basic buffer 
management and system coordination. 
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I ;‘ig. 22. Physical layout of the key features of the HI data acquisition system. See text for details 
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Fig. 23. Multi-event buffer units. 

7.2.1. The architecture of the front-end producers 
The readout system of each branch is autonomous up to 

and including a central subdetector VMEbus crate. Each 
central subdetector crate contains a dedicated supervisory 
readout controller, a multi-event buffer (MEB), a VMEtaxi 
and any input drivers necessary to access the data (Fig. 23). 
Consequently the design allows a particular subdetector to 
be decoupled from the rest of the system, during installa- 
tion and test phases, and does not exclude the use of other 

busses for front-end digitization. Data are placed into the 
multi-event buffer over VMEbus and then extracted by the 
VMEtaxi either over VSB or locally, depending on whether 
the buffer uses a DPM or exploits the extension RAM of 
the VMEtaxi. The Event Coordinator management task runs 
on the master VMEtaxi of the ring and interacts with each 
readout controller via shared memory blocks. Before com- 
mencing data acquisition, the Event Coordinator is respon- 
sible for hardware recognition and initialization of the var- 
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Fig. 24. Full event buffer units 

ious branches. During acquisition, when it is free for event 

building, it searches the subdetector multi-event buffers for 
the next event. When all branches are ready with the same 

event number, the separate banks are transferred via the op- 

tical ring into a full-event buffering system. On completion, 
each corresponding buffer is released. A subdetector crate 
may also contain additional processors for data reduction, an 

interface to a subdetector monitoring computer and a sub- 
system trigger controller (STC) . All STCs are interfaced to 

a dedicated central trigger controller which, in turn, coordi- 
nates the sequence of all hardware triggering levels together 
with obtaining information from the HERA machine [ 681. 
Each STC provides signal ports for the component electron- 

ics and communicates with the readout through VMEbus 
read-write cycles and interrupts. A consequence of this is 

that the Event Coordinator needs no hardwired connection 

with the central trigger controller itself; all management se- 
quences are handled by software, so providing a portable 

solution to any large multi-crate VMEbus system [ 671. 

At the subdetector branch level, the software library pro- 
vides multi-event-unit routines catering for initialization, ac- 

cessing status information, requesting buffers and signalling 
when event data are ready for merging. Readout error codes 
are normally indicated as standard parameters, but messages 

can be sent through the system in standard ASCII format to 
describe branch- specific anomalies. Fig. 23 also shows how 
the protocol has been transparently mapped from a main 
branch through to a sub-branch structure by incorporating 

standard VIC links to merge smaller subsystemcomponents. 

7.2.2. The management offill-event consumers 
As the Event Coordinator VMEtaxi builds full-event 

records it simultaneously broadcasts them along its VME- 
bus to dual-ported memories associated with parallel sets 

of ” full-event units “. Event tasks are performed by con- 

necting the unit processors with their respective full- event 
buffer (FEB) memories via VSB in order to minimise 

any bandwidth overheads (Fig. 24). Since the memory 

has read/write access from both the event task processors 
and the Event Coordinator, full-event units need not only 
be “consumers” of data. An event unit can also become a 

“producer” of data, “feeding-back” data into the system. 
Consumers are able to determine which data they wish to 

receive, i.e. directly built events from the front-end branches 

or data fed-back into the system from, for example, a paral- 
lel filter farm. All this is handled modularly by the software 

protocol and its associated library of routines. 

Qpical full-event tasks are local data-logging, event dis- 
play, data monitoring and histogramming. A more sophisti- 

cated form of unit is the fourth level filter “farm” consisting 

of many MIPS series processor “nodes” working in paral- 
lel. Each node executes the same algorithm independently 

on different events. This provides not only a final level of 
triggering but a further stage of data processing and online 
reconstruction, used for online event display [ 691. 

Event records are passed to the different nodes under con- 
trol of 3 filter input controllers, which communicate with 
the Event Coordinator as normal consumer full-event tasks. 
When a node is free it signals this to its filter input task 
which waits for an event ready in its full-event buffer. The 
data are then extracted over the VSB and sent to the free 
node, releasing that particular buffer and enabling a further 

node to be serviced. When a node has finished processing an 
event it signals completion to the filter output controller (a 
“feedback” event task). The latter then decides whether to 
pass the event back into the central system managed by the 
Event Coordinator and frees the node buffer for further pro- 
cessing. As a full-event unit, the parallel filter can be easily 
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enabled or disabled. The filter output controller in addition 
handles output to permanent mass storage. 

Final event records are sent to an SGI Challenge computer 
some 3 km distant [ 701. 

The data is transferred via 4Mbyte WC825 1 F crate in- 
terconnects to FORCE VMEbus based UNIX single board 
computers with SBUS FDDI cards to a Netstar Gigarouter 
in the 3 km distant central DESY computer centre, from 
where the data is finally transferred via HIPPI to a SGI Chal- 
lenge mainframe and via SCSI to an Ampex DSTSOO tape 
robot. In case of link failure a backup event task, that drives 
a storage device directly from VMEbus, can be enabled. 

7.2.3. System supervision and operator-control 
The Hl system is capable of running entirely in VMEbus; 

Fig. 25 illustrates the composition of the central part where 
dedicated processors run dedicated tasks so that the net result 
is one of a conventional multi-tasking system. This leads to 
a natural division of tasks and processes. The primary tasks 
of data acquisition are performed by the subsystem read- 
out controllers, event builders, filter control tasks and event 
units, all managed by the Event Coordinator. All fast pro- 
cessing and readout is done within VMEbus. An exhaustive 
software library caters for external control by providing a 
full set of routines for system configuration, testing, system- 
status and monitoring [67]. NuBus-based Macintosh com- 
puters take over the responsibility of program development 
and run-time operator-control. The System Supervisor Mac 

Fig. 25. Physical composition of the central part of the. 
system as during the data taking periods of 1993 and 1994. 

[ 711 initialises the readout and checks the status of all ele- 
ments by initiating VMEbus tasks such as the Event Coordi- 
nator. To provide a central focus of monitoring it also com- 
municates with event tasks and subsystems either through 
VMEbus or over Ethernet. Additionally it serves the net- 
work with status information for external monitoring. The 
graphics-based philosophy of the Mac ensures that the op- 
erator is presented with, arguably, one of the most human- 
interactive interfaces, available today, to a complex real-time 
system. 

7.3. Observations and performance 

The HI data acquisition system was initially commis- 
sioned during cosmic-ray tests in Spring 1991 and then used 
to read out the complete detector during first HERA oper- 
ation in Summer 1992. Its advanced preparation, and rela- 
tively stable operation, was in no small measure due to the 
choice of an open, industrial bus-standard and the incorpo- 
ration of modem commercially available hardware and soft- 
ware where suitable. Of particular note has been the exten- 
sive use of the networking facilities in addition to the main 
data flow. The ability to control and monitor the system ex- 
ternally, even from the latest generation of portable note- 
book computers, has been extensively capitalised upon. 

From the master VMEtaxi the system can manage up to 
32 branches and 16 full-event units, including the parallel 
filter farm, providing status information and accepting con- 
trol command sequences from the System Supervisor Mac- 
intosh. Presently events of up to 100 kbyte can be coor- 
dinated from 12 branches at rates up to 200 Hz using the 
Mark-2 VMEtaxi modules, depending on the filter farm re- 
jection rate. The primary sources of dead time remain at 
the front-end, where future injections of greater processing 
and refined triggers are made more comfortable by working 
within an international bus standard. 

8. Off-Line data handling and simulation 

This Section concentrates on the off-line data handling, 
quasi-online data reconstruction, event simulation and the 
Hl analysis environment. 

8.1. Off-line computing 

An overview of the Hl offline computing environment is 
given in Fig. 26. The HI experiment is using two multipro- 
cessor SGI Challenge series computers for all computing 
purposes [ 721. They are connected to the DESY computing 
infrastructure via fast UltraNet, HIPPI, and FDDI links as 
well as Ethernet. Fast access to data both on disks and tapes 
is provided. The disk space amounts to about 500 GB con- 
nected via SCSI interfaces. The access to the data stored on 
disk allows many users to analyze the data simultaneously, 
thus offering an efficient environment for physics analysis. 
Major tape service is provided by four Storagetek Automatic 
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36 TB 

Fig. 26. HI off-line computing environment 

Cartridge Systems with a total capacity of about 35 TB, di- 
rectly accessible from the SGI Challenge using the Open 
Storage Manager software. Mass data are also kept on an 
Ampex TeraStore mass storage system, equipped with 3 he- 
lical scan D2 recorders and connected to the SGI Challenge 
via SCSI interfaces. The total capacity of the Ampex system 
amounts to 6 TB. Multi-user access to data on tape is also 
offered by an efficient staging mechanism. Export of data is 
performed via 3490 and Exabytes cartridges. 

During data taking, one of the SGI computers is dedi- 
cated to the data logging and online reconstruction tasks. 
The analysis of data is performed on the second SGI Chal- 
lenge computer and partly on the IBM mainframe. Several 
institutes have also installed RISC processor based worksta- 
tions at DESY for analysis purposes, connected to the local 
network facilities. 

Care has been taken from the beginning that all offline 
processing of the data and simulation was portable between 
DESY and external institutes. Meanwhile many of these in- 
stitutes have installed the complete offline program chain 
and participate in simulation and data analysis. More than 
half of the detailed detector simulated data were produced 
in external institutes. Furthermore, most institutes are con- 
nected to DESY via fast network links. 

H 1 uses the dynamic memory management package BOS 
[73] for its software. A general input/output package, 
FPACK [74], was written in order to have a simple and 
unique system for all data transfer in the experiment. It con- 

tains automatic wordformat conversions between different 
machine representations (IBM,VAX,DEC,IEEE), includes 
record selection options and supports event directory based 
fast access to data. A database package was developed and 
is used to store run dependent data and Monte Carlo infor- 
mation. Further, the code manager CMZ [ 751 is used for 
the Hl software packages. A set of simple but solid rules, 
complemented by the necessary subdivision of responsibili- 
ties and the imposing of discipline, has created a successful 
and efficient environment for code development in this large 
collaboration. Details on code management with CMZ in 
HI can be found in Ref. [75]. 

An important aspect of the software is the concept of 
modularity [76]. Modules are self-contained sets of rou- 
tines with clear I/O interfaces. They take care of their own 
initialization upon first call. Modules communicate to each 
other only via BOS banks. A larger program, such as the re- 
construction program, consists of a simple series of module 
calls. Purpose written utility software performs automatic 
book-keeping of used input and created output BOS banks 
and guarantees the internal consistency of the data after re- 
processing of modules. The dynamic memory management 
package BOS includes modularity oriented functions to sup- 
port this scheme. 

Hl also uses an entity relationship model as a basis for 
data structures of all event data. A data management tool 
DATMAN [ 771 provides an easy and userfriendly access to 
the data. 
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8.2. Data reconstruction and reduction 

The H 1 data are reconstructed quasi-online [ 701 on an 18 
processor SGI Challenge computer. The reconstruction task 
runs in parallel up to 25 identical and independent processes, 
whereby a set of shared memory areas and semaphores is 
used to share data among the processes. The raw and re- 
constructed data are stored on D2 tapes on a dedicated tape 
robot. During normal operation, the data taking proceeds 
with an average rate of about 500 KB/s, leading to an ex- 
pected yearly data volume of about 5 TB. A part of the event 
information is stored on disk (DST) for physics analysis for 
the full data taking period. 

The reconstruction of an event takes on average 1.5 s 
on a SGI Challenge processor. Thus the reconstruction task 
can cope with the data logging rate of 10 Hz of the experi- 
ment. In all, the reconstructed data become available to the 
users typically a few hours after the raw data are recorded 
by the experiment. The amount of recorded data by exper- 
iments at HERA is large. During the 1994 data taking pe- 
riod about 7 x 10’ triggers were recorded by H 1. The to- 
tal integrated luminosity in that period was about 3.5 pbb’. 
Off-line event classification and background rejection fil- 
ters, based on reconstructed energies and tracks, reduce the 
amount of background presently by a factor 3 to 5 during 
reconstruction. Background rejection filters include cosmic 
muon and muon-halo filters, recognition of coherent noise 
patterns and filters for beam-wall and beam-gas collisions 
originating from outside the detector. 

8.3. Event simulation 

A complete detector simulation program has been assem- 
bled within the GEANT [ 781 framework. The geometry of 
the full detector and the beamline within &IO0 m around 
the interaction region is implemented with two different lev- 
els of detail, called fine and coarse granularities. For the 
fine granularity the longitudinal structure of all calorimeter 
stacks is implemented layer by layer, whereas for the coarse 
geometry a calorimeter stack is implemented as a block of 
properly mixed homogeneous material with no longitudinal 
structure. For the tracking detectors separate voiumes are im- 
plemented for each active cell (wire) for the detailed geom- 
etry, whereas for the coarse geometry an entire gas volume is 
treated as one volume, For accurate detector response, par- 
ticularly in the detailed geometry option, the tracking cutoff 
parameters for the kinetic energies have to be set as low as 
1 MeV. This leads to simulation times of the order of 200 s 
for a typical low Q2 deep inelastic event on a SGI Challenge 
processor. Three strategies were followed to tackle this large 
CPU time consumption for event simulation: 
- The time consuming part of the actual tracking of parti- 

cles through the geometry was strictly separated from the 
digitization part of the detector response. Run dependent 
detector effects and the actually achieved resolutions can 
easily be adjusted by reprocessing the digitization part 

Fig. 27. Schematic view of the parametrized shower simulation in a coarse 

geometry. 

only, using only a fraction of a second per event. A sim- 
ilar scheme was used for the simulation of the trigger re- 
sponse. 

- A book-keeping is made of all energy depositions in the 
detector, both for visible and invisible (nuclear breakup, 
neutrinos, slow neutrons) energies, and both in active 
and dead detector regions [ 791. This allows to recon- 
struct the calorimeter response after simulation with sim- 
ple response functions, which are basically sums over 
the smeared true energy depositions. The absolute energy 
scale can thus be reconstructed correctly, which gives 
an important handle for testing the reconstruction pro- 
grams and also to understand the behaviour of a non- 
compensating calorimeter. 

- A fast but accurate energy shower parametriza- 
tion [ 80,811 was developed. This so-called HlFAST 
mode was included into the GEANT framework. The 
main idea is sketched in Fig. 27. The time consuming part 
of the full shower development in the detailed geometry 
is replaced by a shower parametrization in the coarse ge- 
ometry leading to reduction of the CPU time consumption 
by a factor 10. Showers which cross crack boundaries 
are simulated in detail, in order to keep accuracy. 

8.4. Physics analysis 

The visual aspect of the physics analysis is mainly han- 
dled by a purpose written general system for graphics appti- 
cations, baptized LOOK [73]. The aim is to have one -and 
only one- graphics package for all graphical applications: 
event display, histogramming, analysis, etc. LOOK can be 
considered as a layer between the user application and low 
level graphics functions, for which at present GKS functions 
are used. LOOK organizes the management of the display 
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Fig. 28. Physics analysis with LOOK. 

and e.g. hardcopy devices. It further contains a histogram 

package and a powerful command processor and is portable 

to many platforms. The H 1 event display program, H 1 ED, 
is an application based on LOOK. Fig. 28 shows an exam- 

ple of an event display and histogram analysis combined in 
one session. LOOK can be used for interactive analysis, e.g. 
n-tuple analysis of data. Also PAW [ 82 ] is used for inter- 

active analysis. 
The program H 1PHAN is a tool to access event data and 

simplify physics analysis programs. The data are filled in 

internal event buffers called Q-vectors, which are accessible 
in simple Fortran DO-loops. Thus the user does not need to 
know the -sometimes complicated- underlying bank struc- 

ture of the data. H 1 PHAN further contains tools for particle 
identification, secondary vertex fitting, jet finding and anal- 
ysis, determining kinematic variables of deep inelastic event 

candidates, etc. 

9. Summary of first operation at HERA 

The successful operation of the HI detector during the 

first years of HERA is evidenced by the many publications 
[ 831 which resulted from it. 

The measurement of the total photoproduction cross- 
section [ 29 ] relied mainly on the luminosity monitor and 
electron tagger. It showed that the novel technique of moni- 

toring luminosity via the ep + epy bremsstrahlung process 
combined with on-line background subtraction using elec- 
tron pilot bunches can be used meaningfully. The electron 

tagger signal alone provides a fairly clean trigger for all 
photoproduction physics. Supplemented with tracker and 
calorimeter information at the trigger and reconstruction 
level the prominent beam gas background can be removed 
completely, as demonstrated in the analysis for hard photon 
scattering [ 30 J Fig. 29 shows an event typical of this type 

of processes. 

The total cross-section measurement with the electron 

tagger was cross-checked with data triggered only by the 

I -vertex trigger (see Section 5.3. I ), which required a min- 
imum number of tracks from a common vertex in the inter- 
action region. Though photoproduction events from a differ- 
ent range of @ and y are accepted by this trigger, a detailed 
understanding of this trigger and its dependence on cham- 

ber efficiency, noise, crosstalk, track transverse momentum 
p, and energy loss is need, as is also a subtraction of proton 
pilot bunch data. The results are found to nicely confirm the 
electron tagger analysis. 

Fig. 29. Typical two jet event from y-g fusion tagged by an electron in 

the tagger. 
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Fig. 30. Absolute trigger rates recorded in the backward electromagnetic 

calorimeter in function of cluster energy at different trigger and reconstruc- 

tion levels. 

The above examples were cited to emphasize again one 
of the stronger points of the Hl detector, which has been 
explained in more detail in the trigger Section above, namely 
the ability to trigger on the soft physics while not loosing the 
deep inelastic events or vice versa. The use of topological 

@t& Run 59384 Event 25101 Run date 24/08/1993 

Q2 = 10800 GeV’ x = 0.23 y = 0.54 

Fig. 31. Typical high Q* event with both the scattered electron and the 

badronic recoil jet observed in the LAr calorimeter. 

information rather than thresholds on individual detectors, 
is a major step forward and will ease data taking at higher 
luminosities. 

The first measurement of deep inelastic scattering in the 
new kinematic domain accessible to HERA required an un- 
derstanding of the energy response of the backward electro- 
magnetic calorimeter (BEMC) and the backward and cen- 
tral parts of the LAr calorimeter. Fig. 30 shows the spectrum 
of energy clusters in the BEMC. Without additional con- 
straints the trigger rate amounts to a few Hz/GeV even at 
the low beam intensities achieved so far. The observed rate 
is dominated by proton induced background hitting the rear 
part of the calorimeter. The rate can be reduced by almost 
two orders of magnitude by a simple timing requirement in 
the time-of-flight detector. In the analysis simple event topol- 
ogy and track matching cuts produce an almost background 
free electron spectrum for energies exceeding 15 GeV. Be- 
low that value fake electron signatures from photoproduc- 
tion hadronic final states become dominant. These can be 
rejected by active electron identification tools (like shower 
shape analysis). The so-called kinematic peak, a feature dis- 
cussed in our first publication on deep inelastic scattering at 
low x [ 841, and also in Section 3.2 of Ref. [ 91 in the context 
of the BEMC calibration, is clearly seen in this spectrum. 

411 I 

Fig. 32. Invariant mass distribution of elastically (top) and inelastically 

(bottom) produced p+p- pairs in J/Y photoproduction. The curve is a 

fit of a Gaussian plus a polynomial background to the J/Y mass region. 

The shaded histogram shows the contribution of QED lepton pairs (top 

figure) and the contribution of like sign muon pairs (bottom figure). The 

maximum of the fit is at 3.10f0.01 GeV with a width of 76 MeV, and 

at 3.lOf0.01 GeV with a width of 65 MeV for the top and bottom 

distributions respectively. the detector simulation yielding in each case a 

width of respectively 65 MeV and 60 MeV. 
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Fig. 33. Kt (left) and h(i) (right) signal observed in the central jet chamber. 

Events with a hadronic final state [85] are of the type 
shown in Fig. 31. The check of the balance in transverse 
momentum (see Figs. 32 and 39 of Ref. [9] ) entails the 

understanding of both the hadronic as well as the electro- 
magnetic part of the liquid argon calorimeter, and the link 
between tracker and calorimeter information. 

On the technical side, the high stability, reliability and 
small number of dead channels in the liquid argon calorime- 
ter deserve to be singled out. The noise level was found to 

be low enough to extend its use down to quite low energies. 
The digital muon system and the muon trigger behave as 

expected. Fig. 32 shows the invariant p+,u- mass spectrum 
for elastic and inelastic photoproduction of J/Y mesons, 
with a prominent peak at the mass of the J/Y meson. These 

events were mostly triggered and identified by the muon 

system. 
Fig. 33 shows the resolution of the Kt peak in the r’rr- 

mass spectrum and of the A( A) signal. This may serve 

as evidence, that the isolation of J/Y, D*-tagging etc. is 
feasible, once sufficient statistics is available. The J/Y + 
p’p- candidates found prove that the tracker muon link 

can be made. 
On the software side the online filtering and reconstmc- 

tion concepts have permitted a fast access to the data, and 
also their quick reduction and dissemination to the various 

analysis centres. 

10. Upgrade program 

During the winter shutdown 1994-1995 the detector was 
moved out of the beam and several upgrade operations were 
performed, as listed below: 
- the beam pipe was replaced by one of smaller diameter 

(09 cm) made of aluminum, 2% of XO at 90 ‘. 

- a set of trackers made of silicon detectors (CST and BST) 
was installed between the beam-pipe and the CTD, the 

CST (see Refs. [ 15,86,87] ) covering the central angular 

region for improved vertex detection and the BST (see 
Refs. [ 15,86,88-901) covering the rear angular region to 
improve reconstruction of rear-going small angle tracks. 

- the BWPC was replaced by a drift chamber (Backward 
Drift Chamber BDC) made of eight layers. The layers 
are arranged in four different stereo views. It has a much 

improved resolution capability and furthermore provides 
trigger information for the Hl level 1 trigger. For details 

see Ref. [ 861. 

- the BEMC was replaced by a lead-scintillating fiber 
calorimeter (SpaCal) providing improved energy and 
spatial resolution for electrons down to angles of 177”. 
This calorimeter consists of two sections, each N I A 
deep, the first one for detection of electromagnetic show- 

ers and the second one for measuring the electromagnetic 

energy leakage from the e.m.section as well as a deter- 
mining the hadronic energy flow in the backward region. 

Furthermore, the latter section provides the Hl detec- 
tor with a time-of-flight veto on proton beam induced 
background from upstream, replacing the ToF system de- 
scribed in Section 2.7.1 of Ref. [ 91. Fast signals are used 
for triggering. For more details see Refs. [ 86,91-961. 

- downstream of the proton beam a forward proton spec- 

trometer (FPS) was added. It consists of stations at 81 m 
and 90 m, where scintillating fibre hodoscopes can be 
moved close to the circulating beam by employing the 
Roman Pot technique. Protons which cross both stations 
generate a trigger signal which is added to the Hl trigger 
mix. Two more stations at 63 m and 80 m are planned for 
1997. More details can be found in [97-991. 
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- at 107 m from the interaction point, downstream of the 
proton beam, a lead-scintillating fiber calorimeter was 
installed. Originally developed at CERN for the LAA 
project and subsequently used by the UA89 experiment, 
its purpose is to measure the energies and angles of neu- 
trons produced in DIS interactions. It has a good accep- 
tance for neutrons with a production angle less than 1 
mrad. For more details refer to Refs. [ IOO-1051. 

- the second level triggers mentioned in Section 5.4 were 
installed and tested using real data. 
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